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ALGORITHMS FOR MILLIMETER WAVE IMAGING AND SENSING
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Supervising Professor: Murat Torlak, Chair

\Millimeter waves" have enabled potential solutions to key problems in the �eld of security

scanning, medical imaging, automotive radars and next generation wireless communication

systems. These applications have become possible due to the advancements in semiconductor

technology, permitting inexpensive and densely packed millimeter wave circuits. Imaging and

locating targets of interest with millimeter and terahertz waves have experienced dramatic

performance improvement due to the higher bandwidth and smaller size of antenna elements

at millimeter wave frequencies.

This dissertation develops novel signal processing algorithms to improve the performance

of millimeter wave imaging and sensing systems. A two dimensional beamforming based

millimeter wave imaging technique is formulated, which can reconstruct targets in the near

�eld of an antenna array. The technique shows improved performance over existing switched

array imaging. Besides the algorithmic development, a mathematical analysis is performed to

investigate the sensitivity of the proposed imaging technique in the presence of phase errors.

The later part of this dissertation concentrates on imaging of targets in the far �eld of

an imaging antenna array. Novel algorithms are designed to localize targets jointly across

multiple dimensions using superresolution techniques. For the real time implementation of

these algorithms, the emphasis is given on the computational cost reduction.
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Finally, the low complexity far �eld imaging algorithms are validated with electromagnetic

simulators as well as with 24 GHz radar testbed built at The University of Texas at Dallas.

Details of radar testbed prototyping and antenna design are also presented.
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CHAPTER 1

INTRODUCTION

As the semiconductor industry progresses, various applications of millimeter waves (mm-

Waves) have become viable and inexpensive. Apart from the potential of transforming next

generation cellular communications, several signi�cant applications of millimeter waves have

emerged: security scanning, medical imaging, non-destructive testing and the most popular

commercial application, the automotive radar. Fig. 1.1 depicts the automotive radar based

driver assist system which detects cars and a tra�c sign and highlights them according

to their proximity. Attempts to image or localize various objects (targets) fundamentally

involve time of 
ight measurement from user device (radar or scanner) to the targets. Higher

bandwidth and smaller size of antenna elements at millimeter wave frequencies have improved

the resolution of these measurements.

As discussed in subsequent chapters, di�erent imaging modalities emerge depending

on the position of a target with respect to the imaging device. When a target is closer

than far �eld boundary of an antenna array, the electromagnetic waves appear to have the

curvature associated with them. The curvature shape of waves demands correction in terms

of amplitude and phase before the beamforming based imaging algorithms are applied. On

the other hand, when targets are in the far �eld, EM waves can be viewed parallel to each

other, inducing linear phase progression across antenna elements from the re
ected signal.

This work addresses both aforementioned imaging modalities.

In order to e�ectively localize or image targets, two or three-dimensional coordinate systems

should be used. If the target is mobile then the velocity adds to the multidimensionality. In

such cases, a single millimeter wave transceiver is not su�cient. We resort to use of wideband

waveforms and a multiple antenna system. As we utilize higher bandwidth signals and higher

number of antenna elements the resolution of imaging improves. Both higher bandwidth and

multiple antenna RF chains increase the cost of the system. In such cases, superresolution
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UT Dallas

Figure 1.1. Automotive radar based driver assist system with blind spot monitoring.

algorithms can be used to extract higher resolution beyond the limit set up by the existing

hardware. The multidimensional and superresolution algorithms often come at the price of

high computational complexity, prohibiting their practical implementation. We derive various

techniques to minimize the computational cost without sacri�cing the resolution.

1.1 Millimeter Wave Imaging of Targets Placed in Near Field

Imaging a target using electromagnetic waves in 	 dimensions requires the re
ected wave data

from the target to be collected in 	 distinct dimensions. For example, to reconstruct a two

dimensional target, the re
ected wave data can be collected over one-dimensional aperture

by simultaneously illuminating the two dimensional target using all antenna elements and

collecting response as the sum of individual re
ected signals [1]. Due to the geometry of the

array, the re
ected wave data arrive at di�erent antenna locations at di�erent times. This fact

can be utilized to steer the beam in a particular direction. With the one dimensional array, the

beam can be steered with respect to broadside direction forming one of the distinct dimensions.

To form another distinct dimension required for reconstruction, wideband waveforms are

2



used. Band of frequencies can be covered by the means of FMCW pulses. Instead of using

the electronic beam steering, data can also be collected by rotating a target or radar over

di�erent directions. In this case, using the wideband waveforms and ISAR techniques target

image is reconstructed [2].

In another method, which uses the narrowband waveforms, data is collected using two

dimensional antenna array. Only one antenna element in the array illuminates the target at

a given time. Receiver antenna element located approximately at the same position as the

transmitting antenna collects the re
ected signals from the target. This response is recorded

along with the position of antenna elements being used. The same process is repeated for

each antenna element over the two dimensional aperture providing the re
ected wave signals

collected along the two distinct dimensions. Throughout the dissertation, this method will

be referred as \switched array method" [3].

This work introduces a new method, which uses the narrowband waveforms along with the

beam steering in two dimensions. The beam is steered in both azimuth and elevation directions

using the two dimensional antenna array. All the antenna elements radiate simultaneously

and the waveforms are transmitted using the proper phase shifts at each antenna so that the

combined beam is steered in both azimuth and elevation directions, covering the complete

target. The same process is followed for collecting the re
ected signals across the two distinct

dimensions. The near �eld target reconstruction is carried out using the amplitude and

phase correction factors along with the two dimensional inverse discrete Fourier transform

technique.

1.2 Analyzing Sensitivity of Beamforming in the Presence of Phase Noise

The resolution of the beamforming based imaging system greatly relies on beamformer’s

ability to unambiguously extract the wave data from a particular direction. This ability
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to produce strong directional beam can be visualized with the help of beampattern of an

antenna array. Stronger and sharper mainlobe and low sidelobes imply more focus.

However, the RF impairments such as quantization of the phase of beam steering weights

and timing jitter add to the phase noise, which results in the increase in sidelobe levels of

the steered beam. The sidelobe levels increase with the increase in the variance of phase

noise. Moreover, the degradation of beamforming ability also depends on the aperture size [4].

In the dissertation, this behavior is analyzed numerically in the context of proposed two

dimensional beamforming based imaging. Additionally, detailed analytical analysis of the

impact of phase noise on the beamforming is performed to robustify imaging system.

1.3 Localization of Targets in the Far Field

To describe the location of a target in the far �eld, often a three dimensional(3D) spherical

coordinate system (viz. range, azimuthal and elevation angles) is used. In the traditional

radar signal processing, simple Fourier transform can be used to �nd the range of the target.

With the use of particular antenna array con�guration, the beamforming weights can be

derived and spatial �lter is implemented to locate the target in the angular domain [5]. These

spectral based techniques are computationally less expensive than subspace based localization.

However, their resolution is limited by the array size and the bandwidth of the signal.

Thus, high-resolution 3D imaging system will invariably use sophisticated superresolution

signal processing algorithms along with multiple antenna system. When enough number

of samples are acquired at su�cient SNR, the eigenvalues and associated eigenvectors of

sample covariance matrix of the data array represent the maximum likelihood (ML) estimate

of their true values. Hence these eigen vectors can then be used to resolve the target with

higher resolution. While we can apply the superresolution algorithms across each dimension

separately, this approach might lead to an association problem [6]. In terms of resolution

these 1D estimators will perform better than Fourier transform based imaging. Further
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re�nement in the resolution is possible if eigenvector structures are jointly searched for all

three dimensions. However, cost of the 3D search involving higher size covariance matrix

make them slower in practice. In order to make the high resolution algorithms implementable

in real time their computational complexity should be reduced signi�cantly. To reduce

the computational complexity of superresolution imaging algorithms, we propose various

techniques including beamspace superresolution.

1.4 Contributions

The contributions of this dissertation are itemized as follows:

(1) A two dimensional near �eld target reconstruction method is proposed. The algorithm

uses narrowband waveforms and two dimensional aperture. The implementation of the

proposed method is simpler than the existing methods since the complex interpolation

techniques are avoided by choosing particular beam steering angles. Additionally,

impact of the phase noise is analyzed numerically for the proposed method. The

contribution covered in chapter 2 is partly based on the following paper.

� S. Patole and M. Torlak, \Two Dimensional Array Imaging With Beam Steered

Data," IEEE Trans. on Image Processing, vol. 22, no. 12, pp. 5181-5189, Dec.

2013.

(2) The analytical expression is derived for the number of antenna elements needed to make

beamforming based imaging system robust. Probability density function is obtained for

the main and slide lobe of the beamformer in the presence of the phase noise. Moreover,

the expected value of beamformer power is derived analytically. This work is described

in detail in chapter 3 and is partly covered in the following publication.
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� S. Patole and M. Torlak, \Sensitivity analysis of beamforming applied to coherent

imaging systems,"Proc. IEEE Global Conference on Signal and Information

Processing, Austin, TX, 2013, pp. 703-706.

(3) Far �eld millimeter wave imaging is explained in the context of the automotive radars.

Detailed description of imaging radar fundamentals is given in chapter 4. This chapter

is based on the following publication.

� S. M. Patole, M. Torlak, D. Wang and M. Ali, \Automotive Radars: A review of

signal processing techniques," IEEE Signal Processing Magazine, vol. 34, no. 2,

pp. 22-35, March 2017.

(4) A three dimensional joint superresolution imaging algorithm is developed for the

localization of targets in the far �eld. With the aim to implement this algorithm

in real-time, a two-stage algorithm based on Fourier transform is designed. Further,

complexity reduction techniques based on geometrical principles are suggested. This

work is summarized in chapter 5 and is founded on following articles.

� S. Patole and M. Torlak, \Low Complexity Joint Superresolution Algorithms for

Millimeter Wave Imaging," Proc. SRC TECHCON, Austin, TX, 2015.

� S. M. Patole, M. Torlak, D. Wang and M. Ali, \Automotive Radars: A review of

signal processing techniques," IEEE Signal Processing Magazine, vol. 34, no. 2,

pp. 22-35, March 2017.

(5) We verify algorithm developed in chapter 5 with the electromagnetic simulator and

24 GHz prototyped radar testbed built at The University of Texas at Dallas. Details

regarding the validation of algorithms are given in chapter 6. Part of this chapter

contains published material from the signal processing magazine article listed above.

Finally, chapter 7 summarizes the dissertation and lists future topics for the research.
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CHAPTER 2

TWO DIMENSIONAL ARRAY IMAGING

This chapter presents di�erent approaches used for millimeter wave imaging of two-dimensional

objects placed in the near �eld. Imaging of a two dimensional object requires re
ected

wave data to be collected across two distinct dimensions. In this chapter, we propose a

reconstruction method that uses narrowband waveforms along with two dimensional beam

steering. The beam is steered in azimuth and elevation direction, which forms the two distinct

dimensions required for the reconstruction. The reconstruction technique uses inverse discrete

Fourier transform (IDFT) along with amplitude and phase correction factors. In addition,

this reconstruction technique does not require interpolation of the data in either wavenumber

or spatial domain [7]. Use of the two dimensional beam steering o�ers better performance in

the presence of noise compared with the existing methods such as switched array imaging

system. E�ects of RF impairments such as quantization of the phase of beam steering weights

and timing jitter which add to phase noise are also analyzed.

In this chapter, section 2.1 explains the system model and notations used throughout the

chapter. Section 2.2 derives the mathematical expression for reconstructed image. Section

2.3 discusses the e�ect of various system parameters on the resolution of the system. Section

2.4 reviews switched array method, derives reconstruction equation using matched �ltering

and compares its performance in the presence of noise with the proposed method. Impact of

phase noise on image reconstruction is analyzed in more detail in section 2.5. Simulation

results are given in section 2.6 and 2.7, which are followed by the conclusions.

The following work was previously published in [8] by authors Sujeet Patole and Murat

Torlak. Permission to reprint the published material has been granted by the IEEE.

c
2013 IEEE. Reprinted, with permission, from S. Patole and M. Torlak, \Two Dimen-

sional Array Imaging With Beam Steered Data," IEEE Trans. on Image Processing, vol. 22,

no. 12, pp. 5181-5189, Dec. 2013.
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2.1 System Model

Fig. 2.1 depicts the imaging system located in XY plane. Coordinates of a transmitter

antenna and a receiver antenna are identi�ed by (a; b) and (u; v) respectively. The length

of the aperture is limited to (�L;L) in both transmit and receive modes. Size of the two

dimensional array is L� L where L is the number of antenna elements per dimension. dxy is

the antenna spacing. Thus, L�1
2
� dxy = L is the maximum dimension of the aperture. � is

the wavelength of the imaging system and k = 2�=� is the corresponding wavenumber. The

target is placed at a distance z0 from the imaging system and its location is identi�ed by

Cartesian coordinates (x; y; z0). Two-dimensional target is characterized by its re
ectivity

function �(x; y). Our aim is to recover this re
ectivity function from the re
ected signals.

The target is illuminated with the directional beam formed using a two dimensional transmit

antenna array. With the antenna array in XY plane and the target located in z = z0 plane,

the transmitted and received beams make an angle � in azimuth direction and � in the

elevation direction. While recording the re
ected signals, the (�; �) are varied such that the

complete target is covered.

2.2 System Equations

As illustrated in Fig. 2.1, we assume that the transmitting and receiving antenna elements

are placed on the rectangular grid. Using the far �eld assumption, for a plane wave arriving

at an angle (�; �), time delay between instances of arrival between the receiver located at

(a; b) and the receiver located at the origin is given by [6]

�t =
(a sin � cos�+ b sin � sin�)

c
: (2.1)

Assuming a single frequency (or narrowband) signal, the resulting phase di�erence is given by

�� = k(a sin � cos�+ b sin � sin�): (2.2)
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Figure 2.1. Two dimensional array imaging with beam steering and narrowband waveforms.

Hence, in order to steer the transmitted beam in the direction (�; �) this phase shift due to

geometry should be compensated. This is done by multiplying the signal at each transmitting

antenna by a complex weight that nulli�es the phase shift. Thus, the resultant signal is added

coherently in only one particular direction (�; �). For example, to steer beam in the direction

of (�; �) the complex weight needs to be set as

W��(a; b) = exp(�jk(a sin � cos�+ b sin � sin�)): (2.3)

At the target location (x; y; z0) the signal incident after the transmit beam steering will be

the summation of the individual transmitting antenna waveforms scaled by phase shift due

to transmit delay

Txy(�; �) =

Z Z
exp

�
�jk

q
(x� a)2 + (y � b)2 + z2

0

�
W��(a; b)dadb: (2.4)

This signal is re
ected back from the point target located at (x; y; z0). The re
ected signal

is received by the antenna located at (u; v). The receiver multiplies received waveforms at

each antenna by the same beam steering weights W��(u; v), so that the signals from only a

9



particular direction (�; �) are combined coherently. As a result, the total received signal from

the target (x; y; z0) in the particular direction (�; �) is given by

sxy(�; �) =

Z Z
exp

�
�jk

q
(x� u)2 + (y � v)2 + z2

0

�
W��(u; v)Txy(�; �)dudv: (2.5)

The term exp
�
�jk

p
(x� u)2 + (y � v)2 + z2

0

�
in (2.5) indicates the spherical wavefront

originating from a point source at (x; y; z0), which can be decomposed using Fourier transform

technique into superposition of plane waves

exp

�
�jk

q
(x� u)2 + (y � v)2 + z2

0

�
=Z Z

R(ku; kv)

exp (�j(ku(x� u) + kv(y � v) +
p
k2 � k2

u � k2
vz0))dkudkv (2.6)

where, R(ku; kv) = 1p
k2�k2

u�k2
v

is the amplitude correction factor for omnidirectional antenna

elements. Making use of this decomposition the received signal sxy(�; �) can be rewritten as,

sxy(�; �) =Z Z
R(ku; kv) exp(�j(kux+ kvy +

p
k2 � k2

u � k2
vz0))

dkudkv

Z
exp(j(ku � k sin � cos�)duZ

exp(j(kv � k sin � sin�)dvZ Z
R(ka; kb)exp(�j(kax+ kby +

q
k2 � k2

a � k2
bz0))

dkadkb

Z
exp(j(ka � k sin � cos�)daZ

exp(j(kb � k sin � sin�)db: (2.7)

Considering in�nite length of aperture, all the line integrals can be reduced in the following

fashion Z
exp(j(ku � k sin � cos�)du = �(j(ku � k sin � cos�): (2.8)
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Thus, substituting ku; ka = k sin � cos� and kv; kb = k sin � sin� in the equation (2.7), it can

be rewritten as

sxy(�; �) = R2(k sin � cos�; k sin � sin�) exp(�j2k(x sin � cos�+ y sin � sin�+ z0 cos �)):

(2.9)

The term sxy in (2.9) denotes the response of the point target located at (x; y) with �(x; y) = 1.

The total received signal is superposition of responses from all the target points scaled by

respective re
ectivity function �(x; y)

s(�; �) = R2(k sin � cos�; k sin � sin�)

Z Z
�(x; y)

exp(�j2k(x sin � cos�+ y sin � sin�+ z0 cos �))dxdy (2.10)

simplifying (2.10) and using two dimensional Fourier transform de�nition

s(�; �) =
exp(�2jk cos �z0)

k cos �
F2D(2k sin � cos�; 2k sin � sin�) (2.11)

�(x; y) = F2D
�1 fexp(2jkz0 cos �)� k cos � � s(�; �)g : (2.12)

Here, F2D indicates two dimensional Fourier transform and exp(2jkz0 cos �) represents a phase

correction factor. The phase correction is required to compensate the phase di�erence due to

placement of a target at a particular distance z0 away from the antenna plane. Reconstructed

target image can be focused at another distance zf by evaluating the phase correction

factor at that particular distance. The received wave data is also multiplied with amplitude

correction of k cos �. This operation is similar to windowing data in wavenumber domain

before applying two dimensional inverse Fourier transform to recover the target re
ectivity

function. (kx; ky) = (2k sin � cos�; 2k sin � sin�) represent spacing in the wavenumber domain.

(kx; ky) should have uniform spacing to facilitate two dimensional inverse discrete Fourier

operation. (�; �) can be chosen such that (kx; ky) have uniform spacing in wavenumber

domain

� = arcsin

 p
k2
x + k2

y

2k

!
(2.13)
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� = arctan

�
ky
kx

�
: (2.14)

This selection of (�; �) eliminates the need for interpolation of data from polar scale to

uniform scale in the two dimensional wavenumber domain.

2.3 System Parameters

Resolution of the reconstructed image formed using inverse Fourier transform depends

on the range of spatial frequencies used. Spatial frequencies (kx; ky) vary from �2k to

2k for the plane waves. This is true for in�nite aperture size. However, for the �nite

aperture, the range of the frequencies seen by the antenna array [1] can be computed by

considering instantaneous spatial frequency of the phase modulated (PM) wave (i.e the term

exp(�j(kux+ kvy +
p
k2 � k2

u � k2
vz0)) in (2.7)) arriving at the antenna array

@

@ku
((kux+ kvy +

p
k2 � k2

u � k2
vz0)) = x+

�kup
k2 � k2

u � k2
v

z0

x+
�kup

k2 � k2
u � k2

v

z0 = x� z0 tan � cos�: (2.15)

The instantaneous spatial frequencies ku and kv are limited by aperture size [�L;L]. Thus,

� L � x� z0 tan � cos� � L (2.16)

x� L
z0

� tan � cos� � x+ L
z0

: (2.17)

Following the similar steps, we can show that

y � L
z0

� tan � sin� � y + L
z0

: (2.18)

Thus, squaring and adding two inequalities above

tan2 � � min

�
jy + L
z0

j; jy � L
z0

j
�2

+ min

�
jx+ L
z0

j; jx� L
z0

j
�2

:
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Range of (�; �) found from the above inequalities determines the range of spatial frequencies

(kx; ky) which in turn a�ect the resolution of the reconstructed image. It is di�cult to �nd

close form expression for the resolution. However, it can be easily seen that the resolution

vary with the target location (x; y; z0). For a target situated in the plane at a distance z0

from the antenna array, maximum resolution is obtained at the origin (0; 0; z0). As the target

moves away from the location (0; 0; z0), its resolution decreases. Obiviously, as length of the

aperture increases resolution of the system becomes higher. Maximum resolution obtained by

imaging system is limited by the Rayleigh limit �=2 where � is the wavelength of the imaging

system. Thus, cross range resolution in X direction is given by

�x =
2�

Range(kx)
� �

2

p
x2 + y2 + z2

0

(L� 1)� dxy
1

jcos �j
(2.19)

where � is the elevation look direction corresponding to the target coordinate (x; y; z0). Same

equation can be derived for the cross range resolution in Y direction �y. Detailed comments

about resolution are made in section 2.4.

2.4 Review of Switched Array Method

In this method [3], the re
ected signals are collected by putting only one transmitting and

one receiving antenna in action at a given time. Assume that transmitting and receiving

antenna are located very close to each other, then they can be represented by the mid-point

between them, which is denoted by coordinates (x0; y0) in Fig. 2.2. Rest of the geometry

remains the same as explained in earlier sections, then the total received re
ected wave data

from the target is given by

s(x0; y0) =

Z Z
exp

�
�j2k

q
(x0 � x)2 + (y0 � y)2 + z2

0

�
�(x; y)dxdy (2.20)

inversion equations applied to s(x0; y0), to recover �(x; y) in [3], ignore amplitude correction

factor [9]. Following equation gives reconstruction with both amplitude and phase correction
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Figure 2.2. Imaging based on switched array method.

factor. Dropping distinction between primed and unprimed coordinate system as they coincide

the reconstruction equation is given by

�(x; y) = FT�1
2D

�
FT2D[s(x; y)]

exp(�jkzz0)
kz

�
(2.21)

where,

FT2D[s(x; y)] =

Z Z
s(x; y) exp(�j(kxx+ kyy))dkxdky: (2.22)

Fourier transform variables kx and ky range from �2k to 2k and satisfy k2
x + k2

y + k2
z = (2k)2.

In (2.22) the range of kx and ky such that k2
x + k2

y � (2k)2 is known as visible region over

which two dimensional spatial Fourier transform is calculated. Built in Fast Fourier transform

functions in MATLAB do not consider this visible region condition and hence cannot be

directly used for the image reconstruction.

We propose the new reconstruction method based on matched �ltering approach which

incorporates the amplitude correction factor as well as the e�ect of �nite aperture size. In

addition, this method is more suitable for implementation using MATLAB.
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For a point target placed at the origin of target’s coordinate system (0; 0; z0) the received

re
ected wave data is given by

h(x0; y0) = exp

�
�j2k

q
x02 + y02 + z2

0

�
(2.23)

h(x0; y0) in (2.23) is the impulse response or the point spread function of the imaging system.

Dropping distinction between primed and unprimed coordinate system as they coincide, (2.20)

can be rewritten as

s(x; y) = �(x; y) ? h(x; y): (2.24)

Thus, target’s re
ectivity function can be recovered by the following matched �ltering

operation

�(x; y) = F�1
2D

�
F2D[s(x; y)]� F2D[hzf (x; y)?]

	
(2.25)

hzf (x; y) is the impulse response evaluated at the focussing distance zf instead of z0. Here,

F2D de�nes two dimensional Fourier transform in the following manner

F2D[s(x; y)] =

Z Z
s(x; y) exp(�j(!1x+ !2y))dxdy: (2.26)

Since the transform de�ned in (2.26) does not require any visibility condition as in (2.22),

inbuilt MATLAB functions such as fft2 can be used for the image reconstruction. The

resolution of reconstructed image is given by [3]

�x =
�

2

R

D
� �

2

z0

(L� 1)� dxy
(2.27)

where R is the range and D is the size of aperture. If R� D, we can approximate R � z0

and the resolution can be obtained in terms of system parameters. From (2.25), it can be seen

that the resolution of imaging system depends on the spread of the autocorrelation function

of [hzf (x; y)]. For an in�nite aperture size, this correlation is an impulse function in spatial

domain and thus gives the in�nite resolution. For the �nite aperture size, the correlation is

no longer an impulse function. Therefore, we can only achieve limited resolution.
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The resolution is also a function of distance between target and antenna array i.e. z0.

Bringing the target closer to antenna array increases the resolution. However, at some critical

distance the antenna elements near the edge of the aperture receive aliased signal. Same

argument is true for increasing the spacing between antenna elements (dxy) keeping the other

parameters constant. As shown in [3], for the system in which z0 >> D, the antenna spacing

should be at least �=2 to avoid aliasing. Increasing the number of antenna elements L and

keeping the other parameters constant increases the resolution. However, as the aperture

size becomes comparable with z0 aliasing occurs. This phenomenon restricts the inde�nite

increase in the number of antenna elements to achieve higher resolution.

Table 2.1 summarizes the MATLAB implementation of image reconstruction with switched

array method algorithm for two dimensional targets.

Table 2.1. Summary of image reconstruction steps using switched array method.

1 Collect s(x; y) by the transceiver operation as shown in (2.20).
2 Calculate the impulse response hzf (x; y) as per (2.23).
3 Compute Fourier transforms using inbuilt MATLAB commands.
4 Reconstruct using the equation (2.25).

We compare the beam steered array imaging system and the switched array imaging

system in the presence of noise. Noise at each receiving antenna is assumed to be i.i.d.

Gaussian with zero mean and �nite variance.

For the switched array system, only one antenna illuminates the target at a time and

collects re
ection subsequently. Whereas, for the two dimensional beam steering imaging

system, the whole antenna array is in operation. Thus, the target is illuminated using

powerful directional beam. In addition, the receiver coherently combines only the waveforms

coming from a particular direction.

Thus, the two dimensional beam steering method o�ers array gain over the switched array

method in both transmit and receive directions [10]. The estimated array gain is L2.
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2.5 Performance in the Presence of Phase Noise

The phase shifters in transmit and receive beamformers have �nite resolution depending on

the resolution of ADC used for the phase quantization. For example, one bit ADC at each

antenna element would either transmit the waveform with zero or 180 degree phase shift.

The beam steering based image reconstruction can be carried out with di�erent number

of quantization bits. As discussed in [11], the phase quantization impacts the array gain

obtained in the presence of additive Gaussian noise. However, the average loss in the gain for

one bit phase quantizer is limited to �3:9 dB.

Quantizing phases of the beam steering weights add phase error and a�ect the resolution

of the reconstructed target. Apart from the quantization of beam steering weights other

factors such as timing jitter while sampling the waveforms add to the uncertainty in the phase

at each transmitting antenna. Thus, the resulting beam steering su�ers from deformations

such as tilt and increase in sidelobes. As the variance of phase noise increases, �rst sidelobes

grow higher and then resulting beam oscillate around intended direction, giving rise to tilt in

the resulting pattern. As the sidelobes compete with the mainlobe, the received signals are

corrupted with data from the undesired directions. Thus, the reconstructed target image

quality will be reduced.

The impact of the phase noise on target image reconstruction can be analyzed using

\Point Spread Function (PSF)", which is the response of the imaging system to the point

target placed at the origin of target’s coordinate system. To obtain PSF, we consider one

dimensional version of two dimensional beam steering imaging system as discussed earlier.

Antenna array with transmitter location (u; 0) and receiver location (a; 0) is used. Target is

situated at distance z = z0 in XZ plane. For an imaging system, steering beam at angle �,

response of point target at situated at (x; z0) is given by

sx(�) =

Z
exp

�
�jk

q
(x� u)2 + z2

0

�
W�(u)

�Z
exp

�
�jk

q
(x� a)2 + z2

0

�
W�(a)da

�
du

(2.28)
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where W�(u) = exp(�jku sin �) is the beam steering weight. Associated with the weight,

coresponding to each antenna element in transmit direction, consider the phase noise  u,

which is an additive i.i.d Gaussian with zero mean and standard deviation ��. For example,

noisy weight at each antenna in transmit direction is given by (2.29). This phase noise is

added to the actual weights in both transmit W�(u) and receive direction W�(a).

Ŵ��(u) = exp(�j(ku sin � +  u): (2.29)

ŝx(�) is the received re
ected wave data, obtained by using these noisy weights

ŝx(�) =

Z
exp

�
�jk

q
(x� u)2 + z2

0

�
Ŵ�(u)��Z

exp

�
�jk

q
(x� a)2 + z2

0

�
Ŵ�(a)da

�
du: (2.30)

Following is the reconstruction equation in the presence of phase noise

�̂(x) = F�1
1Dfexp(2jkz0 cos �)� k cos � � ŝx(�)g (2.31)

here, F�1
1D is one dimensional inverse Fourier transform. For a point target situated at (0; z0),

the shape of ideal reconstructed image (PSF) would be an impulse situated at the origin.

However, in practice, sinx
x

like shape is obtained due to the �nite aperture size. The PSF

shows sidelobes, which along with the mainlobe indicate directional selectivity of the beam

steering system. If sidelobe has higher amplitude with respect to main beam, the re
ected

waves are ambiguously collected from many directions other than the desired one. Hence,

sidelobe response (level) should be as low as possible as compared to the mainlobe. A metric

called sidelobe suppression level (SSL), which is the ratio of side lobe to mainlobe is computed

to compare the resolution of the reconstructed images.

For an imaging system operating at the frequency fc, a timing jitter of 4t corresponds

to a phase noise of standard deviation �� = 2�fc4t. If the imaging system is operating at

60 GHz, 3 ps of timing jitter leads to �� = 1:13 radians. We can obtain the expected PSF
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for di�erent values ��. This analysis is done for di�erent number of antenna elements. The

spacing between antenna elements is varied to keep the total aperture size L� dx constant.

Aperture size is kept constant to obtain focussed reconstruction of the target kept at a �xed

distance z0:

The SSL remains constant for low values of �� up to a certain threshold after which

it increases linearly with ��. This threshold is de�ned as sidelobe suppression breakpoint

�SB
� [4]. Once the phase noise increases such that �� > �SB

� , rise in the sidelobes cannot be

prevented using the time averaging. In other words, the imaging system is unstable in the

region where �� > �SB
� . The �SB

� increases with increase in the aperture size, indicating that

the large arrays are more immune to the phase noise. Thus, given the number of antennas

used, we can numerically �nd tolerable phase noise that imaging system can handle without

being unstable.

2.6 Simulation Results: Phase Noise Analysis

Number of antenna elements are varied from 16 to 128 and the SSL is calculated for a given

number of antenna elements with �� varying from 0 to 3 radians. The results are shown in

Fig. 2.3. It shows variation of SSL against phase noise standard deviation for three di�erent

aperture sizes: 16, 64 and 128. The region where SSL lies between �10 dB to �2 dB is

interpolated to obtain a linear curve �t. The lowest point of this line indicates �SB
� . Relation

is obtained between the number of antenna elements and �SB
� by curve �tting as shown in

Fig. 2.4.

�SB
� = 0:7516 log10(L)� 0:1152: (2.32)

At a certain threshold the sidelobe levels become signi�cant with respect to the main beam.

Using the same linear curve �tting techniques used for �SB
� we can �nd the upper threshold

point �TB
� on phase noise such that SSL remains below -1 dB.

�TB
� = 0:5326 log10(L) + 1:1282: (2.33)
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Figure 2.3. Variation of sidelobe suppression against phase noise standard deviation for
di�erent aperture sizes.

As the phase noise grows above �TB
� , the mainlobe and the sidelobe are hardly distinguish-

able from each other. In this case, the transmitted beam may also illuminate the objects in

undesired direction as well as the receiver beamformer may focus on unindented directions.

Thus, the reconstruction of the target obtained when phase noise is above �TB
� becomes

unreliable.

To illustrate the above �ndings let us consider 16 elements one dimensional imaging

system operating at 60 GHz. The antenna elements are located along X axis and two target

re
ectors are located in XZ plane at (50 mm; 100 mm) and (0; 100 mm). O�-broadside

target re
ects 3 dB more than the broadside target. Using expressions in (2.32) and (2.33),

we get �SB
� = 0:7898 radians and �TB

� = 1:7695 radians respectively. The reconstruction

results are shown in Fig. 2.5. For �� = �SB
� reconstruction is still possible. However, when

�� increases above �SB
� imaging system becomes unstable, loses directional selectivity and
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Figure 2.5. Reconstruction of two re
ectors placed at a distance of 100 mm from an antenna
array using 1D beam steering method and under di�erent phase noise power levels: (a)
�� = �SB

� ; (b) �SB
� < �� < �TB

� ; (c) �� > �TB
� .
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broadside target is no longer detected. Finally, when �� exceeds �TB
� , the target image cannot

be reconstructed faithfully.

2.7 Simulation Results: Near Field Imaging

Simulations are carried out using millimeter wave of frequency of 60 GHz. In simulation

examples, ‘T’ shaped target is used. It has a height of 27:5 mm and width of 22:5 mm. The

target is placed at a distance of 100 mm from the antenna plane. 32� 32 antenna array with

1:75 mm spacing between antenna elements is in operation for the reconstruction. At each

receiving antenna additive i.i.d Gaussian noise is added such that SNR= �50 dB. Steering

angles are obtained so as to have uniform spacing in wavenumber domain. To analyze the

performance in the presence of additive white Gaussian noise, we assume the perfect phase

shifters. Fig. 2.6 shows the image reconstruction carried out using the two dimensional beam

steering algorithm.

To compare performance of the two dimensional beam steering method to the switched

array method, parameters such as system geometry (L and dxy), target shape, re
ectivity

and its distance from the array (z0) are kept the same. In addition, the average signal power

transmitted is kept the same for the analysis. The total transmitted power from each antenna

element in switched array method is the same as the total array power in the beam steering

case. Also, additive Gaussian noise added at each receiving antenna in switched array case is

assumed to be i.i.d. With the same SNR=�50 dB reconstruction is carried out using the

switched array method. Fig. 2.7 shows the reconstructed image. It can be seen that the two

dimensional beam steering method performs much better than the switched array method.

This improvement is achieved due to the beamforming array gain of 60 dB.

Figs. 2.8 and 2.9 demonstrate how the resolution of the imaging system varies with the

target location. Here, two re
ectors are placed at a distance of 10 mm from each other and

100 mm from the antenna array. The two dimensional beam steering method is used for
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Figure 2.6. Reconstructed image with 32� 32 array using beam steering method (SNR=�50
dB per antenna).
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Figure 2.7. Reconstructed image with 32� 32 array using switched array method (SNR=�50
dB per antenna).
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Figure 2.8. Reconstruction of two re
ectors 10 mm apart using phase shifters with two bits
quantizer (o� broadside).

reconstruction, with the same setup as described in the beginning of this section. However,

2-bit phase quantizer is used at each phase shifter in transmit and receive directions. The

reconstructions of the target placed at o�-broadside and broadside positions with respect to

antenna array are shown in Fig. 2.8 and 2.9 respectively. Fig. 2.8 shows the two re
ectors

being reconstructed at a closer distance with respect to each other than in Fig. 2.9. Therefore,

the resolution of system degrades as the target is placed at a location away from broadside.

A phase array imaging toolbox was developed by the authors which demonstrates di�erent

imaging methods discussed in this chapter [12]. Fig. 2.10 shows a snapshot of the graphical

user interface (GUI) of the toolbox. The example shown in GUI uses switched array method

of reconstruction with matched �ltering technique. The reconstruction is carried out in the

presence of noise with SNR=�20 dB. This toolbox enables users to model end-to-end phase

array imaging system. Various system parameters such as array size, antenna spacing and

focus distance can be modi�ed and their e�ect on the image reconstruction can be studied.
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Figure 2.9. Reconstruction of two re
ectors 10 mm apart using phase shifters with two bits
quantizer (broadside).

Figure 2.10. Phase array Imaging toolbox showing reconstruction in the presence of noise.
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