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When the response on a subject can be naturally viewed as a smooth curve or function, it is said to be a functional response. The response may be observed at a set of discrete times, possibly with noise. Functional data arise when observations of a functional response are available from a sample of subjects. Thus, the functional data essentially consist of a sample of curves. One example of such data is the usual longitudinal data where a variable of interest is measured over time on a sample of subjects. Functional data arise in a variety of disciplines, including economics, environmental science, public health, medicine, and genetics. Analysis of such data is currently an active area of statistical research.

Functional data are often analyzed by modeling them as a functional mixed model. This model commonly assumes that the within-subject errors are homoscedastic and uncorrelated. But this assumption is often violated in practice, which may sometimes lead to potentially misleading inferences.This is especially an issue if the object of inference is a function of both random effect and error autocovariance functions. One such quantity is heritability function, defined as the proportion of variance explained by the random effect. In genetics, the random effect can be interpreted as the additive genetic component of a quantitative trait. This way, heritability is the ratio of additive genetic variance to the total phenotypic variance of the trait. It measures the extent to which individuals' phenotypes are determined
by the genes transmitted from the parents. This makes heritability a fundamental quantity of interest in genetics.

This dissertation makes three contributions toward the issue of estimating both random effect and error covariance structures in a functional mixed model. First, it develops a methodology for modeling functional data from independent subjects that incorporates parametric models for error covariance structure. The methodology is evaluated using a simulation study. Its application is illustrated by analyzing a growth curve data. Next, this methodology is extended for family data where the subjects may be grouped into families and subjects from the same family are dependent. This methodology is also evaluated using simulation. Finally, it introduces the novel notion of a singular mixed model, whose further development in future may allow modeling the error covariance structure nonparametrically, enhancing the flexibility of functional mixed models.
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## CHAPTER 1

## INTRODUCTION

### 1.1 Motivation and problem formulation

Functional data analysis ${ }^{\sqrt{122}}$ is currently an active area of statistical research. Functional data arise when the response measured on a subject is a smooth curve, which may be observed possibly with noise at a set of discrete time points, rather than a scalar or vector quantity. Thus, a functional response consists of repeated measurements generally indexed by time but the index may also be something else such as a spatial location. Examples of functional response include longitudinal measurements on an individual taken over a period of time such as the growth curve, electrical activity of a heart measured by a wearable device every minute over the course of a day, and gene expression profile of an individual ${ }^{3}$. The functional data consist of one observed curve per subject. The data may be considered dense or sparse depending upon the regularity and closeness of the observation times.

A common approach to functional data analysis involves representing the response curve as a functional mixed model ${ }^{[2445]}$. To be specific, let $y(t), t \in \mathcal{T}$ be a random function denoting the functional response of a randomly selected subject from the population. The functional mixed model assumes that

$$
\begin{equation*}
y(t)=f(t)+g(t)+\epsilon(t), t \in \mathcal{T} \tag{1.1}
\end{equation*}
$$

where $f(t)$ is the (fixed) mean function in the population; $g(t)$ is a random effect function that captures the deviation from the population mean for the subject, with mean zero and autocovariance function $\psi(s, t)$; and $\epsilon(t)$ represents the random error, distributed independently of $g(t)$, with mean zero and autocovariance function $\sigma(s, t)=\sigma^{2} I(s=t)$, where $I(\cdot)$ denotes an indicator function. This model postulates that the function $f(t)+g(t)$ is the true response of the subject which is observed with error as $y(t)$. Both $f$ and $g$ functions are
usually modeled through basis expansions ${ }^{4 \mid 8]}$. Marginally, the response has mean $f(t)$ and autocovariance function $v(s, t)=\psi(s, t)+\sigma^{2} I(s=t)$.

The assumption in the above model that the errors are homoscedastic and uncorrelated is rather strong and is often violated in practice. Indeed, examples of longitudinal data, which are a special case of functional data ${ }^{9110}$, abound where it is necessary to allow heteroscedasticity and autocorrelation in errors to adequately capture the true covariance structure of the response ${ }^{[11}$. The issue of adequately capturing both the random effect and error covariance structures is especially important if the object of inference is

$$
\begin{equation*}
h^{2}(t)=\frac{\operatorname{var}(g(t))}{\operatorname{var}(y(t))}=\frac{\psi(t, t)}{\psi(t, t)+\sigma(t, t)}, \tag{1.2}
\end{equation*}
$$

a quantity called the heritability function, because it involves both the functions. Heritability of a genetic trait is a fundamental quantity in statistical genetics ${ }^{[12[13]}$. Its concept goes back to the seminal works of Fisher ${ }^{[14]}$ and Wright ${ }^{\left[\frac{15}{} \text {. It is defined as the ratio of additive genetic }\right.}$ variance to the total phenotypic variance of the trait. It measures the extent to which an individual's phenotype is determined by the genes transmitted from parents ${ }^{[12]}$. Although, in this dissertation, we will not have an opportunity to work with genetic data, we simply take the heritability function to mean the proportion of total variation explained by the random effect, but it does serve as the object of primary interest. Besides, some of the methodology developed in this work can be readily adapted to analyze functional genetic trait data.

The task of modeling both random effect and error covariance functions is complicated by the fact that there is an identifiability issue in the model (1.1). If parametric assumptions are not made for at least one of the two, depending upon the type of data, it may not be possible for us to separately estimate both the functions. Specifically, if the subjects are independent, the random effect is confounded with the error. So the two cannot be separated. On the other hand, if the subjects come from a type of family data, we may be able to separate them in principle, but in practice, we may run into the problem of near-unidentifiability.

Therefore, in this dissertation, only the random effect is modeled nonparametrically and parametric models are considered for the error covariance structure.

This dissertation makes the following three contributions to the literature. First, we develop a methodology for modeling functional data from independent subjects that incorporates parametric models for error covariance structure and considers inference on the heritability function. This is the topic of Chapter 2. Next, we extend this methodology for family data where the subjects may be grouped in families and subjects from the same family are dependent. This is the topic of Chapter 3. Some additional development of this approach in future will allow us to estimate heritability from functional genetic trait data. In Chapter 4, we introduce the novel notion of a singular mixed model and study it briefly. Further development of this model in future may allow the error covariance structured to be modeled nonparametrically, extending the flexibility of functional mixed models. The remainder of this chapter is developed to reviewing mixed models for scalar data and a common approach for construction of confidence intervals and bands, and introducing a motivating dataset that will be analyzed later in the dissertation.

### 1.2 Classical mixed model

Let $\mathbf{Y}_{i}$ be the response vector regarding subject $i$. A classical linear mixed model decompose the outcome as a sum of overall (fixed) mean effects, subject-specific random effects, and measurement error terms. Therefore, for the ith subject, classical formulation of linear mixed model can be presented presented as ${ }^{[1116}$

$$
\begin{equation*}
\mathbf{Y}_{i}:=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \mathbf{b}_{i}+\boldsymbol{\epsilon}_{i} ; i=1, \ldots, n \tag{1.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{Y}_{i} \in \mathbb{R}^{M_{i} \times 1} \text { is a vector of response. } \\
& \mathbf{X}_{i} \in \mathbb{R}^{M_{i} \times p} \text { is a design matrix for fixed effects. }
\end{aligned}
$$

$\boldsymbol{\beta} \in \mathbb{R}^{p \times 1}$ is a vector of fixed effects.
$\mathbf{Z}_{i} \in \mathbb{R}^{M_{i} \times q}$ is a design matrix for random effects.
$\mathbf{b}_{i} \in \mathbb{R}^{q \times 1}$ is a vector of random effects.
$\boldsymbol{\epsilon}_{i} \in \mathbb{R}^{M_{i} \times 1}$ is a vector of random errors.
Assumptions regarding (1.3) are as follows:
$\mathbf{b}_{i} \sim \mathcal{N}_{q}(\mathbf{0}, \mathbf{G})$,
$\mathbf{Z}_{i} \mathbf{b}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{0}, \mathbf{Z}_{i} \mathbf{G} \mathbf{Z}_{i}^{\prime}\right)$,
$\boldsymbol{\epsilon}_{i} \stackrel{i . d}{\sim} \mathcal{N}_{M_{i}}\left(\mathbf{0}, \sigma^{2} \mathbf{I}_{M_{i}}\right)$, and
$\mathbf{b}_{i}$ and $\boldsymbol{\epsilon}_{i}$ are independent, implying $\operatorname{cov}\left(\mathbf{b}_{i}, \boldsymbol{\epsilon}_{i}\right)=\mathbf{0}, i=1, \ldots, n$.
Therefore, $\mathbf{Y}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{X}_{i} \boldsymbol{\beta}, \mathbf{Z}_{i} \mathbf{G} \mathbf{Z}_{i}^{\prime}+\sigma^{2} \mathbf{I}_{M_{i}}\right)$
Thus, for all $n$ subjects, the complete data model can be written in matrix form as ${ }^{[1116 \mid 17}$

$$
\begin{equation*}
\mathbf{Y}:=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}+\boldsymbol{\epsilon}, \quad \mathbf{b} \sim \mathcal{N}_{n q}\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{G}\right), \boldsymbol{\epsilon} \sim \mathcal{N}_{N}\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right) \tag{1.4}
\end{equation*}
$$

where
$\mathbf{Y}=\left[\begin{array}{c}\mathbf{Y}_{1} \\ \mathbf{Y}_{2} \\ \vdots \\ \mathbf{Y}_{n}\end{array}\right] \in \mathbb{R}^{N \times 1}, \quad N:=\sum_{i=1}^{n} M_{i}, \quad \mathbf{X}=\left[\begin{array}{c}\mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \vdots \\ \mathbf{X}_{n}\end{array}\right] \in \mathbb{R}^{N \times p}, \quad \boldsymbol{\beta} \in \mathbb{R}^{p \times 1}$,
$\mathbf{Z}=\left[\begin{array}{cccc}\mathbf{Z}_{1} & \mathbf{0} & \ldots & \mathbf{0} \\ \mathbf{0} & \mathbf{Z}_{2} & \ldots & \mathbf{0} \\ \vdots & \vdots & \ddots & \ldots \\ \mathbf{0} & \mathbf{0} & \ldots & \mathbf{Z}_{n}\end{array}\right]=\oplus_{i=1}^{n} \mathbf{Z}_{i}=\operatorname{diag}\left\{\mathbf{Z}_{1}, \ldots, \mathbf{Z}_{n}\right\} \in \mathbb{R}^{N \times n q}$,
$\mathbf{b}=\left[\begin{array}{c}\mathbf{b}_{1} \\ \mathbf{b}_{2} \\ \vdots \\ \mathbf{b}_{n}\end{array}\right] \in \mathbb{R}^{n q \times 1}, \boldsymbol{\epsilon}=\left[\begin{array}{c}\epsilon_{1} \\ \epsilon_{2} \\ \vdots \\ \epsilon_{n}\end{array}\right] \in \mathbb{R}^{N \times 1}$,
$\mathbf{X}$ denotes the design matrix for mean function with associated parameter vector $\boldsymbol{\beta}$, and
$\mathbf{Z}$ is the design matrix for the random effects with associated parameter vector $\mathbf{b}$.

However, in modeling data through the model (1.3), it assumes that within-subject errors are homoscedastic and uncorrelated, that is $\boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right)$. However, it is often not plausible to assume that within-subject errors are homoscedastic and uncorrelated. Thus, with the assumption of heteroscedastic and correlated within-subject errors, we can re-write the classical mixed model presented in (1.3) and (1.4) as follows ${ }^{[1116}$ : For the ith subject, :

$$
\begin{equation*}
\mathbf{Y}_{i}:=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \mathbf{b}_{i}+\boldsymbol{\epsilon}_{i} ; i=1, \ldots, n \tag{1.5}
\end{equation*}
$$

where, $\boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{0}, \sigma^{2} \mathbf{R}_{i}\right), \quad \mathbf{R}_{i} \in \mathbb{R}^{M_{i} \times M_{i}}$. Therefore, $\mathbf{Y}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{X}_{i} \boldsymbol{\beta}, \mathbf{Z}_{i} \mathbf{G} \mathbf{Z}_{i}^{\prime}+\sigma^{2} \mathbf{R}_{i}\right)$

Thus, all $n$, subjects the model can be written as ${ }^{[1116117}$ :

$$
\begin{equation*}
\mathbf{Y}:=\mathbf{X} \beta+\mathbf{Z} \mathbf{b}+\epsilon, \quad \mathbf{b} \sim \mathcal{N}_{n q}\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{G}\right), \boldsymbol{\epsilon} \sim \mathcal{N}_{N}\left(\mathbf{0}, \sigma^{2} \mathbf{R}\right) \tag{1.6}
\end{equation*}
$$

where $\mathbf{R}=\oplus_{i=1}^{n} \mathbf{R}_{i}=\operatorname{diag}\left\{\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}\right\} \in \mathbb{R}^{N \times N}$ Therefore, $\mathbf{Y} \sim \mathcal{N}_{N}\left(\mathbf{X} \boldsymbol{\beta}, \mathbf{Z}\left(\mathbf{I}_{n} \otimes \mathbf{G}\right) \mathbf{Z}^{\prime}+\right.$ $\sigma^{2} \mathbf{R}$ )

Note that, notations and all other assumptions for (1.5) and remain same as we presented in the models (1.3) and (1.4), respectively.

In the following subsections of this section, we briefly present different structures and modeling capacities related to the matrices $\mathbf{G}$ and $\mathbf{R}$.

### 1.2.1 Covariance structures of random effects parameters

Based on practical situation, goal of research, and nature of data, one can specify the covariance matrix $\mathbf{G}$ of random effects parameters from quite a few choices of structures such as, block-diagonal matrix, compound symmetry structure matrix, diagonal matrix, multiple of
an identity matrix, and general positive-definite matrix in model fitting. A nice description of such structures can be found in ${ }^{[1]}$. Among all these choices, general positive-definite matrix is the most complex one. Therefore, both the model defined in (1.4) and (1.6), allows considerable flexibility in specifying the random effects covariance structure.

### 1.2.2 Decomposition of within-subject error covariance structure

Mixed model (1.4) restricts within-subject errors to be identically and independently distributed random variables with mean vector $\mathbf{0}$ and covariance matrix $\sigma^{2} \mathbf{I}$. In contrast, the model defined in (1.6) allows considerable flexibility in specifying within-subject errors covariance structure parametrically by generalizing the identical and independent assumption. Nevertheless, there are many applications involving grouped data which allows the within-subject errors are homoscedastics and correlated $\left(\mathbf{R}_{i}=\sigma^{2} \boldsymbol{\rho}(s, t)\right)$, heteroscedastic and uncorrelated $\left(\mathbf{R}_{i}=\sigma^{2}(t) \mathbf{I}\right)$, and heteroscedastic and correlated ( $\left.\mathbf{R}_{i}=\sigma^{2}(t) \boldsymbol{\rho}(s, t)\right)$. $\boldsymbol{\rho}(s, t)$ represents within-subject errors correlation structure.

Moreover, the within-subject covariance matrix $\mathbf{R}_{i}$ can always be decomposed into a product of two relatively simpler matrices ${ }^{[18}$ as

$$
\mathbf{R}_{i}=\mathbf{D}_{i} \mathbf{C}_{i} \mathbf{D}_{i}
$$

where $\mathbf{D}_{i}$ is a within-subject dispersion matrix and $\mathbf{C}_{i}$ is a within-subject correlation matrix. This decomposition of $\mathbf{R}_{i}$ into a variance structure component $\mathbf{D}_{i}$ and a correlation structure $\mathbf{C}_{i}$ allows us flexibility and convenience in both theoretical development and to avail computational facilities. We present comprehensive summary of variance function structures for $\mathbf{D}_{i}$ in Section 1.2.3 and correlation structures for $\mathbf{C}_{i}$ in Section 1.2.4.

### 1.2.3 Modeling heteroscedastic variance of within-subject errors

If all the diagonal elements of $\mathbf{D}_{i}$ is equal to 1 then $\operatorname{Var}\left(\epsilon_{i j}\right)=\sigma^{2}$ which reduces the case to a very simpler case of homoscedastic within-subject error variance as we presented in the model (1.4). But, in reality, if all the diagonal elements of $\mathbf{D}_{i}$ is not equal to 1 then the situation of heteroscedastic error variance arises. To address this issue, variance functions are used to model the heteroscedastic variance structure of within-subject errors $\boldsymbol{\epsilon}_{i}$ using covariates. For this kind of modeling, a more detailed outline can be found in the context of extended linear models ${ }^{19}$ and in the context of mixed model given in $1.6{ }^{1120}$. However, a more comprehensive detail and implementation procedures are given in ${ }^{[11}$. One may choose one of the variance function model from the list of fixed variance, different variances per stratum, power of covariate, exponential of covariate, constant plus power of covariate, and combination of variance functions ${ }^{\sqrt{1121}}$ depending of modeling facility and point of research interest.

### 1.2.4 Modeling dependence among within-subject errors

In this section we present a summary of different correlation structures to represent the correlation matrix $\mathbf{C}_{i}$. In the context of mixed model, correlation structures are used for modeling dependence among within-subject errors. Moreover, in statistical and economic literature, correlation structures are mainly developed and used for two broad classes of data, such as, time series data and spatial data ${ }^{[11}$. Historically, time series data are associated with observations recorded or reported at an integer-valued time variable. In contrast, the spatial data mainly refers to the observations recorded according to a two-dimensional spatial coordinate vector on a plane.

Time series correlation structures are often known as serial correlation structures. A detail study on time series correlation structures for linear models without random effects can be found in ${ }^{[22]}$. However, in the context of linear mixed models, detail description of time series
correlation structures can be found in ${ }^{[23]}$. Time series correlation structures typically assumes that the data are observed at discrete and integer time points and it not easy to generalize to continuous time points. This is the main limitation of these structures. A comprehensive study of most commonly used time series correlation structures ${ }^{[1]}$ are outlined below :

## Compound symmetry correlation structure:

This correlation structure is simplest among all correlation structures found in literature. It assumes equal correlation among all within-subject errors in the same group and the corresponding correlation model is give by

$$
h(d, \rho)=\rho, \quad d=1,2, \ldots,
$$

where the correlation parameter $\rho$ is commonly known as intraclass correlation coefficient. However, for overlay simplistic nature of compound symmetry correlation model, it has very limited practical use in the application of time series data.

## General correlation structure:

In general correlation structure, each lag-1 correlation in within-subject error is represented by a different parameter according to the following correlation function

$$
h(d, \boldsymbol{\rho})=\rho_{d}, \quad d=1,2, \ldots
$$

Thus, the number of parameter increases quadratically with the number of observations within each group.

## Autoregressive moving average correlation structure:

This family of correlation structures is a mixture of two linear stationary models: autoregressive (AR) models and moving average (MA) models, commonly known as ARMA models ${ }^{22]}$.

The distance (or lag) between two conservators at time $t$ and $s$ is given by $|t-s|$. Thus, before summarizing ARMA models, we present summary of AR and MA models below:

## AR correlation structure:

These models express the relationship between current observation and previous observation, such that the current observation in within-subject errors as a liner function of past observations along with an independent white noise term, $u_{t}$. The order of an AR model is denoted by $p$ is defined as the number of past observations included in the model. Therefore, an $\operatorname{AR}(p)$ is given by the following form:

$$
\begin{equation*}
\epsilon_{t}=\sum_{i=1}^{p} \phi_{i} \epsilon_{t-i}+u_{t} \tag{1.7}
\end{equation*}
$$

When the order of the model is greater than $1(p>1)$, the form of the correlation function is quite involved but can be obtained recursively through the following equation ${ }^{[22]}$

$$
\begin{equation*}
h(d, \boldsymbol{\phi})=\sum_{i=1}^{p} \phi_{i} h(|d-i|, \phi), \quad d=1,2, \ldots \tag{1.8}
\end{equation*}
$$

However, the simplest and most useful model in AR family is AR of order 1, called $\operatorname{AR}(1)$. The variance of above $\mathrm{AR}(1)$ model is given by

$$
\gamma(0)=\operatorname{var}\left(\epsilon_{t}\right)=\frac{\sigma^{2}}{1-\phi^{2}}
$$

Correlation function of $\operatorname{AR}(1)$ model declines exponentially with the absolute value of lag $d$ and is given by

$$
\begin{equation*}
h(d, \phi)=\phi^{d}, \quad d=0,1,2, \ldots \tag{1.9}
\end{equation*}
$$

where the parameter $\phi$ represents lag-1 correlation and $-1 \leq \phi \leq 1$.

## Continuous time autoregressive correlation structure:

Due to the simplicity in its form, $\mathrm{AR}(1)$ model can be easily generalized to continuous time
measurements. Thus, the correlation function of continuous time $\operatorname{AR}(1)$ or $\operatorname{CAR}(1)$ is given as

$$
\begin{equation*}
h(s, \phi)=\phi^{s}, \quad s \geq 0, \quad \phi \geq 0 . \tag{1.10}
\end{equation*}
$$

Unlike the correlation function of $\mathrm{AR}(1)$, the correlation parameter in the correlation function of $\operatorname{CAR}(1)$ must be non-negative. In contrast to $\operatorname{AR}(1)$ model, $\operatorname{CAR}(1)$ model allows unevenly spaced continuous time points. This is a remarkable flexibility of CAR(1).

## MA correlation Structure:

MA correlation models represent the current observation of within-subject errors as a linear function of independent and identically distributed white noise terms, $u_{t}$. The order $q$ of MA is defined as the number of white noise terms added in the model. The form of MA models of order $q$, referred as $\operatorname{MA}(q)$ is given by

$$
\begin{equation*}
\epsilon_{t}=u_{t}+\sum_{j=1}^{q} \theta_{j} u_{t-j} \tag{1.11}
\end{equation*}
$$

Therefore, the correlation function of $\mathrm{MA}(q)$ given in 1.11 is

$$
h(d, \boldsymbol{\theta})= \begin{cases}\frac{\theta_{d}+\theta_{1} \theta_{d-1}+\ldots+\theta_{d-q} \theta_{q}}{1+\theta_{1}^{2}+\ldots+\theta_{q}^{2}}, & d=1, \ldots, q  \tag{1.12}\\ 0, & d=q+1, q+2, \ldots\end{cases}
$$

It is clearly observed from 1.12 that the observations more than $q$ time points apart are indeed uncorrelated, because they do not share any common white noise terms $u_{t}$. The variance of MA(1) model is obtained as

$$
\gamma(0)=\operatorname{var}\left(\epsilon_{t}\right)=\sigma^{2}\left(1+\theta^{2}\right)
$$

Clearly, the correlation function of MA(1) model is given by

$$
h(d, \theta)= \begin{cases}\frac{\theta}{1+\theta^{2}}, & d=1  \tag{1.13}\\ 0, & d=2,3, \ldots\end{cases}
$$

Surprisingly, MA(1) has only lag-1 correlation and correlations are zero for lag-2 and onward resulting sudden decrease in correlation function.

Finally, by combining an $\mathrm{AR}(p)$ and $\mathrm{MA}(q)$ together we get autoregressive moving average model of order $(p, q)$, called an $\operatorname{ARMA}(p, q)$ model. The model contains $p$ autoregressive parameters $\boldsymbol{\phi}=\left(\phi_{1}, \ldots, \phi_{p}\right)$ and $q$ moving average parameters $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{q}\right)$ corresponding to MA $(q)$. Therefore, the model contains total of $p+q$ parameters. The functional form of an $\operatorname{ARMA}(p, q)$ is given as

$$
\begin{equation*}
\epsilon_{t}=\sum_{i=1}^{p} \phi_{i} \epsilon_{t-i}+u_{t}+\sum_{j=1}^{q} \theta_{j} u_{t-j} \tag{1.14}
\end{equation*}
$$

Conventionally, $A R M A(p, 0) \equiv A R(p)$ and $A R M A(0, q) \equiv M A(q)$. Hence, both AR models and MA models are special cases of ARMA models.

By using the recursive relations, we obtained the correlation function of $\operatorname{ARMA}(p, q)$ as

$$
h(d, \boldsymbol{\rho})=\left\{\begin{align*}
& \phi_{1} h(|d-1|, \boldsymbol{\rho})+\ldots+\phi_{p} h(|d-p|, \boldsymbol{\rho})+  \tag{1.15}\\
& \theta_{1} \psi(d-1, \boldsymbol{\rho})+\ldots+\theta_{q} \psi(d-q, \boldsymbol{\rho}), d=1, \ldots, q \\
& \phi_{1} h(|d-1|, \boldsymbol{\rho})+\ldots+\phi_{p} h(|d-p|, \boldsymbol{\rho}), d=q+1, q+2, \ldots,
\end{align*}\right.
$$

where $\psi(k, \boldsymbol{\phi}, \boldsymbol{\theta})=\mathbb{E}\left[\epsilon_{t-k} u_{t}\right] / \operatorname{Var}\left(\epsilon_{t}\right)$.
For lags between 1 and $q$, the correlation function of $\operatorname{ARMA}(p, q)$ model seems like an $\operatorname{AR}(p)$ correlation function plus a term related to the MA part of the model. For, lags greater than $q$, the correlation function of $\operatorname{ARMA}(p, q)$ seems like the correlation function of an $\operatorname{AR}(p)$.

The variance of $\operatorname{ARMA}(1,1)$ is given by

$$
\gamma(0)=\operatorname{var}\left(\epsilon_{t}\right)=\frac{1+2 \phi \theta+\theta^{2}}{1-\phi^{2}} \sigma^{2}
$$

However, the correlation function for $\operatorname{ARMA}(1,1)$ model with $p=1$ and $q=1$ is obtained as

$$
h(d, \phi, \theta)= \begin{cases}\frac{(\phi+\theta)(1+\phi \theta)}{1+2 \phi \theta+\theta^{2}}, & d=1  \tag{1.16}\\ \phi h(d-1, \phi, \theta), & d=2,3, \ldots\end{cases}
$$

To this end, we present a very concise summary of different spatial correlation structures to model within-subject errors correlation matrix $\mathbf{C}_{i}$. Spatial correlation structures were originally proposed to model dependence in data indexed by continuous two-dimensional position vectors, such as geostatistical data, lattice data, and point patterns ${ }^{[11]}$. But, in practice, they can be used with discrete time data, such as time series data ${ }^{[11118[21]}$. Detail studies on spatial correlation structures in the context of linear models without random effects ${ }^{[24}$ and mixed models ${ }^{[1125}$ can be found in statistical literatures.

Thus, to model within-subject errors correlation structure by using spatial correlation structures, some popular choices of variogram models are presented below ${ }^{[11}$ :

## Exponential model:

$$
\gamma(s, \rho)=1-\exp (-s / \rho)
$$

## Gaussian model:

$$
\gamma(s, \rho)=1-\exp \left[-(s / \rho)^{2}\right]
$$

## Linear model:

$$
\gamma(s, \rho)=1-(1-s / \rho) I(s<\rho)
$$

## Rational quadratic model:

$$
\gamma(s, \rho)=(s / \rho)^{2} /\left[1+(s / \rho)^{2}\right]
$$

## Spherical model:

$$
\gamma(s, \rho)=1-\left[1-1.5(s / \rho)+0.5(s / \rho)^{3}\right] I(s<\rho)
$$

We can deduce the correlation function $h(s, \rho)$ by using a simple relation $h(s, \rho)=1-\gamma(s, \rho)$.

### 1.3 Pointwise and simultaneous confidence intervals

Suppose we are interested in $\psi \equiv \psi(\boldsymbol{\theta})$, a function of model parameters $\boldsymbol{\theta}$. $\boldsymbol{\theta}$ may be a scalar quantity but in many applications it is a function of time. Example of scalar $\psi$ includes but not limited to $\sigma^{2}$. The mean function, random effects variance function, and heritability function are the examples of time dependent parametric functions, denoted by $\psi(t)$. We focus on constructing two-sided confidence bands for $\psi$ and $\psi(t)$.

An approximate $100(1-\alpha) \%$ two-sided pointwise confidence band for $\psi(t)$ can be computed ${ }^{[26]}$ as

$$
\begin{equation*}
\text { two-sided band: } \hat{\psi}\left(t_{l}\right)-b_{l} \pm z_{1-\alpha / 2} \sqrt{s_{l l}}, \quad l=1, \ldots, M, \tag{1.17}
\end{equation*}
$$

where $\hat{\psi}\left(t_{l}\right)$ is the estimate of the parameter at the time point $l, l=1, \ldots, M, b_{l}$ is the $l$ th element of bias vector $\mathbf{b}=\left(b_{1}, \ldots, b_{M}\right)^{T}, s_{l l}$ is the $l$ th diagonal element of the covariance matrix $\mathbf{S}$ of the estimators, and $z_{\alpha}$ is the $100 \alpha$ th percentile of a $\mathcal{N}_{1}(0,1)$ distribution.

If we replace $z_{\alpha}$ in 1.17 by an appropriate percentile detailed in Chapter 3 of ${ }^{[27]}$, we can get a $100(1-\alpha) \%$ simultaneous confidence interval as given below:

$$
\begin{equation*}
\text { two sided band: } \hat{\psi}\left(t_{l}\right)-b_{l} \pm c_{1-\alpha} \sqrt{s_{l l}}, \quad l=1, \ldots, M \tag{1.18}
\end{equation*}
$$

where, the notations $\hat{\psi}\left(t_{l}\right), b_{l}$, and $S_{l l}$ retain same meaning from (1.17). Additionally, $c_{1-\alpha}=$ $100(1-\alpha)$ th percentile of $|Z|_{\max },|Z|_{\max }=\max _{l=1, \ldots, M}\left|Z_{l}\right|, Z_{l}=\left(\hat{\psi}_{l}-\psi_{l}\right) / S E\left(\hat{\psi}_{l}\right) \stackrel{\text { approx }}{\sim}$ $\mathcal{N}_{1}(0,1)$ with $P\left(|Z|_{\max } \leq c_{1-\alpha}\right) \approx 1-\alpha$.

This computation of $100(1-\alpha) \%$ simultaneous intervals can be adapted using multcomp package of ${ }^{[28}$ in $R$ or via Monte Carlo simulation ${ }^{[26]}$.

We implement Monte Carlo simulation method along with Bootstrap methodology to compute coverage probabilities of $100(1-\alpha) \%$ confidence intervals and bounds for different parameters and parameter functions of interest. To compute the bias vector $\mathbf{b}$ and covariance
matrix $\mathbf{S}$ of parameter estimates, we use the bootstrap methodology presented in ${ }^{26]}$. A concise summary of the methodology is presented below:

1. From $n$ subjects with indices $1, \ldots, n$, we sample $n$ indices of subjects with replacement and take all the observations associated with the sampled subjects indices. The new data would be a resample of original data.
2. We apply the computation methods to estimate $\boldsymbol{\theta}$ from the bootstrap data to get $\boldsymbol{\theta}^{*}$.
3. By using $\hat{\boldsymbol{\theta}}^{*}$ from step 2, we estimate $\boldsymbol{\psi}(\mathbf{t})$ as $\hat{\boldsymbol{\psi}}^{*}(\mathbf{t})$. Thus, we can consider $\hat{\boldsymbol{\psi}}^{*}(\mathbf{t})$ as a resample of $\hat{\boldsymbol{\psi}}(\mathbf{t})$.
4. We then repeat the steps $(1)-(3) Q$ times to get the bootstrap resamples $\hat{\boldsymbol{\psi}}_{q}^{*}(\mathbf{t}), q=$ $1, \ldots, Q$ of $\hat{\boldsymbol{\psi}}(\mathbf{t})$.
5. Now, we compute the bias vector $\mathbf{b}$ using $\sum_{q=1}^{Q} \hat{\boldsymbol{\psi}}_{q}^{*}(\mathbf{t}) / Q-\hat{\boldsymbol{\psi}}(\mathbf{t})$, and the covariance matrix $\mathbf{S}$ of the resamples $\hat{\boldsymbol{\psi}}_{q}^{*}(\mathbf{t})$ of $\hat{\boldsymbol{\psi}}(\mathbf{t}), q=1, \ldots, Q$.

In many cases, a parameter function $\psi$ does not depend on time $t$, that is, $\psi$ is a scalar quantity like $\sigma^{2}$. In that case, the whole procedure can easily be adapted for computing confidence intervals for such types of parameters. Indeed, it is a very special case of the bootstrap methodology outlined in this section with bias vector $\mathbf{b}$ of length 1 and covariance matrix $\mathbf{S}$ of order $1 \times 1$. However, the term $b_{l}$ in 1.17 and 1.18 can be omitted if there is an evidence that the bias correction is not necessary.


Figure 1.1. Individual trajectory plot and sample mean of growth data.

### 1.4 Dataset

For illustration of our methodologies devoted in subsequent chapters, we consider a dataset, called Berkeley Growth Study ${ }^{[29]}$ data. This dataset consists of heights measured in centimeter (cm) of 39 boys and 54 girls from California at 31 different ages starting from age 1 year up to age 18 years. The ages are not equally spaced; four measurements were take from age 1 to 2 years; annual measurements from age 2 years onward until 8 years, biannual measurements from age 8 years to 18 years. Since girls' list of data has higher number subjects, we choose to use only girls data throughout this dissertation. Figure 1.1 shows individual trajectories of heights of 54 California girls measured at 31 different ages and additionally a superimposed sample mean function. It is clear that, heights are increasing function of ages up to a certain age. From exploratory analysis, we found that the data is balanced and dense.

## CHAPTER 2

## A FUNCTIONAL MIXED MODEL FOR DATA FROM INDEPENDENT SUBJECTS

### 2.1 Introduction

In this chapter, we study a functional mixed model for data from independent subjects that allows the within-subject errors to be heteroscedastic and correlated. The chapter is organized as follows. Section 2.2 describes the model and discusses its fitting. Section 2.3 presents results of a simulation study to evaluate performance of the methodology. An illustration of the methodology is presented in Section 2.4. Section 2.5 concludes with a summary and mentions some ongoing and future work.

### 2.2 Modeling data

Suppose the observed data consist of functional responses of $n$ subjects, indexed as $i=$ $1, \ldots, n$, observed at discrete times $t_{i j} \in \mathcal{T}, j=1, \ldots, M_{i}, i=1, \ldots, n$. Here the domain $\mathcal{T}=[a, b], a<b \in \mathbb{R}$ is bounded. Specifically, let $y_{i}\left(t_{i j}\right)$ denote the response of subject $i$ at time $t_{i j}$. Thus, subject $i$ contributes $M_{i}$ observations. The actual observation times and their numbers need not be the same for all subjects, but the set of all observation times in the data is assumed to be dense in $\mathcal{T}$. Let $N=\sum_{i=1}^{n} M_{i}$ be the total number of observations in the data. We assume that the subjects involved in the study are independent in that their responses are statistically independent.

### 2.2.1 Population model

To get a model for the data, let us first describe a model for the population from which the observed response curves are drawn. Let $y(t), t \in \mathcal{T}$ be a random function denoting the
functional response of a randomly selected subject from the population. The model for $y(t)$ is given by the functional mixed model (1.1), which is written as

$$
\begin{equation*}
y(t)=f(t)+g(t)+\epsilon(t), t \in \mathcal{T} \tag{2.1}
\end{equation*}
$$

where $f(t)$ is the (fixed) population mean function; $g(t)$ is a random effect function that captures the deviation from the population mean for the subject, with mean zero and covariance function $\psi(s, t)$; and $\epsilon(t)$ represents the random error, distributed independently of $g(t)$, with mean zero and covariance function $\sigma(s, t)$, and the errors are allowed to be heteroscedastic and correlated. From (2.1), it follows that

$$
\begin{equation*}
\operatorname{cov}(y(s), y(t))=\psi(s, t)+\sigma(s, t) \tag{2.2}
\end{equation*}
$$

and the heritability function is

$$
\begin{equation*}
h^{2}(t)=\frac{\operatorname{var}(g(t))}{\operatorname{var}(y(t))}=\frac{\psi(t, t)}{\psi(t, t)+\sigma(t, t)} . \tag{2.3}
\end{equation*}
$$

### 2.2.2 Data model

The population model (2.1) implies the following model for the observed data:

$$
\begin{equation*}
y_{i}\left(t_{i j}\right)=f\left(t_{i j}\right)+g_{i}\left(t_{i j}\right)+\epsilon_{i}\left(t_{i j}\right), j=1, \ldots, M_{i}, i=1, \ldots, n, \tag{2.4}
\end{equation*}
$$

where $f(t)$ is the population mean function, $g_{i}(t)$ is the random effect function for subject $i$, and $\epsilon_{i}(t)$ is the random error function, distributed independently of $g_{i}(t)$. Here the $g_{i}(t)$ are independent realizations of the function $g(t)$ defined in (2.1) which are observed at the sites $t_{i j}$. Thus, $g_{i}(t)$ has mean zero and its covariance function is $\psi(s, t)$. Further, the $\epsilon_{i}(t)$ are independent realizations of the error function $\epsilon(t)$ from (2.1) which are observed at the sites $t_{i j}$. Therefore, the errors have mean zero. Moreover, the errors associated with the same subject have covariance function $\sigma(s, t)$, known as within-subject covariance function, whereas those associated with different subjects are independent.

### 2.2.3 Basis expansions for fixed and random effect functions

The functions $f$ and $g$ in the population model (2.1) are represented as linear combinations of specified basis functions. The basis systems for two functions need not be the same. Let $p$ and $q$ respectively denote the number of basis functions used to represent $f$ and $g$. Specifically,

$$
\begin{equation*}
f(t)=\sum_{k=1}^{p} \beta_{k} \phi_{f k}(t)=\boldsymbol{\Phi}_{f}^{T}(t) \boldsymbol{\beta}, \quad g(t)=\sum_{k=1}^{q} b_{k} \phi_{k}(t)=\boldsymbol{\Phi}^{T}(t) \mathbf{b}, \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{f}(t)=\left(\phi_{f 1}(t), \ldots, \phi_{f p}(t)\right)^{T}$ and $\boldsymbol{\Phi}(t)=\left(\phi_{1}(t), \ldots, \phi_{q}(t)\right)^{T}$ are $p \times 1$ and $q \times 1$ vectors of basis functions with $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{T}$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{q}\right)^{T}$ as $p \times 1$ and $q \times 1$ vectors of their respective coefficients. The coefficient vector $\boldsymbol{\beta}$ for $f$ is a fixed, unknown quantity, whereas the coefficient vector $\mathbf{b}$ for $g$ is a random quantity. It assumed that $\mathbf{b} \sim(\mathbf{0}, \mathbf{G})$. The matrix $\mathbf{G}$ is an arbitrary, unknown positive-definite matrix. The resulting random effect covariance function is

$$
\begin{equation*}
\psi(s, t)=\boldsymbol{\Phi}^{T}(s) \mathbf{G} \boldsymbol{\Phi}(t) \tag{2.6}
\end{equation*}
$$

From the expansion (2.5), we have

$$
\begin{equation*}
g_{i}(t)=\sum_{k=1}^{q} b_{k i} \phi_{k}(t)=\boldsymbol{\Phi}^{T}(t) \mathbf{b}_{i} \tag{2.7}
\end{equation*}
$$

where the $q \times 1$ vector $\mathbf{b}_{i}=\left(b_{1 i}, \ldots, b_{q i}\right)^{T}$ of coefficients for subject $i$ is an independent draw from the distribution of $\mathbf{b}$. Upon replacing $f$ and $g_{i}$ functions in (2.4) with their basis expansions from (2.5) and (2.7), the model becomes

$$
\begin{equation*}
y_{i}\left(t_{i j}\right)=\boldsymbol{\Phi}_{f}^{T}\left(t_{i j}\right) \boldsymbol{\beta}+\boldsymbol{\Phi}^{T}\left(t_{i j}\right) \mathbf{b}_{i}+\epsilon_{i}\left(t_{i j}\right), \quad j=1, \ldots, M_{i}, \quad i=1, \ldots, n \tag{2.8}
\end{equation*}
$$

### 2.2.4 Representation as a classical mixed model

Let $\mathbf{t}_{i}=\left(t_{i 1}, \ldots, t_{i M_{i}}\right)^{T}$ be the $M_{i} \times 1$ vector of observation locations for the $i$ th subject. Define the following quantities:

$$
\mathbf{Y}_{i}=\mathbf{Y}_{i}\left(\mathbf{t}_{i}\right)=\left(\begin{array}{c}
y_{i}\left(t_{i 1}\right)  \tag{2.9}\\
\vdots \\
y_{i}\left(t_{i M_{i}}\right)
\end{array}\right), \mathbf{X}_{i}=\mathbf{X}_{i}\left(\mathbf{t}_{i}\right)=\left(\begin{array}{c}
\boldsymbol{\Phi}_{f}^{T}\left(t_{i 1}\right) \\
\vdots \\
\boldsymbol{\Phi}_{f}^{T}\left(t_{i M_{i}}\right)
\end{array}\right), \boldsymbol{\epsilon}_{i}=\boldsymbol{\epsilon}_{i}\left(\mathbf{t}_{i}\right)=\left(\begin{array}{c}
\epsilon_{i}\left(t_{i 1}\right) \\
\vdots \\
\epsilon_{i}\left(t_{i M_{i}}\right)
\end{array}\right)
$$

Here $\mathbf{Y}_{i}$ is the vector of observations on subject $i ; \mathbf{X}_{i}$ is the fixed effect design matrix; and $\boldsymbol{\epsilon}_{i}$ is the vector of random errors. Next, define

$$
\mathbf{b}_{i}=\left(\begin{array}{c}
b_{1 i} \\
\vdots \\
b_{q i}
\end{array}\right), \mathbf{Z}_{i}=\mathbf{Z}_{i}\left(\mathbf{t}_{i}\right)=\left(\begin{array}{c}
\boldsymbol{\Phi}^{T}\left(t_{i 1}\right) \\
\vdots \\
\boldsymbol{\Phi}^{T}\left(t_{i M_{i}}\right)
\end{array}\right)
$$

Here $\mathbf{b}_{i}$ is the $q \times 1$ vector of random coefficients and $\mathbf{Z}_{i}\left(\mathbf{t}_{i}\right)$ is the associated $M_{i} \times q$ design matrix. Further, define $\mathbf{R}_{i}=\mathbf{R}_{i}\left(\mathbf{t}_{i}\right)=\operatorname{var}\left(\boldsymbol{\epsilon}_{i}\right)=\left(\sigma\left(t_{i j}, t_{i q}\right)\right)$ as the $M_{i} \times M_{i}$ covariance matrix of the within-subject errors. Next, let the notation $\mathbf{x} \sim(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ mean that the random vector $\mathbf{x}$ has mean $\boldsymbol{\mu}$ and variance matrix $\boldsymbol{\Sigma}$. We can now write the functional mixed model (2.8) for data from subject $i$ in the form of a classical mixed model from Section 1.5 as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \mathbf{b}_{i}+\boldsymbol{\epsilon}_{i}, \mathbf{b}_{i} \sim(\mathbf{0}, \mathbf{G}), \boldsymbol{\epsilon}_{i} \sim\left(\mathbf{0}, \mathbf{R}_{i}\right), \quad i=1, \ldots, n \tag{2.10}
\end{equation*}
$$

with $\operatorname{cov}\left(\mathbf{b}_{i}, \mathbf{b}_{l}\right)=\mathbf{0}$ and $\operatorname{cov}\left(\mathbf{b}_{i}, \boldsymbol{\epsilon}_{l}\right)=\mathbf{0}$ for all $i$ and $l$, and $\operatorname{cov}\left(\boldsymbol{\epsilon}_{i}, \boldsymbol{\epsilon}_{l}\right)=\mathbf{0}$ for $i \neq l$.
Next, we would like to write the functional mixed model for all the data together in the classical mixed model form. For this, define $N \times 1$ vectors $\mathbf{Y}$ and $\boldsymbol{\epsilon}, \mathbf{N} \times p$ matrix $\mathbf{X}$, and a $n q \times 1$ vector $\mathbf{b}$ as

$$
\mathbf{Y}=\left(\begin{array}{c}
\mathbf{Y}_{1} \\
\vdots \\
\mathbf{Y}_{n}
\end{array}\right), \mathbf{X}=\left(\begin{array}{c}
\mathbf{X}_{1} \\
\vdots \\
\mathbf{X}_{n}
\end{array}\right), \boldsymbol{\epsilon}=\left(\begin{array}{c}
\epsilon_{1} \\
\vdots \\
\epsilon_{n}
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
\mathbf{b}_{1} \\
\vdots \\
\mathbf{b}_{n}
\end{array}\right)
$$

and a $N \times n q$ matrix $\mathbf{Z}$ and a $N \times N$ matrix $\mathbf{R}$ as block diagonal matrices

$$
\mathbf{Z}=\operatorname{diag}\left\{\mathbf{Z}_{1}, \ldots, \mathbf{Z}_{n}\right\}, \quad \mathbf{R}=\operatorname{diag}\left\{\mathbf{R}_{1}, \ldots, \boldsymbol{R}_{n}\right\}
$$

We can now write the model (2.8) for all the data together as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}+\boldsymbol{\epsilon}, \quad \mathbf{b} \sim(\mathbf{0}, \mathbf{I} \otimes \mathbf{G}), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}(\mathbf{b}, \boldsymbol{\epsilon})=\mathbf{0} \tag{2.11}
\end{equation*}
$$

where the symbol ' $\otimes$ ' denotes a Kronecker product. All the quantities in (2.11) except b and its covariance matrix $\mathbf{G}$ depend on the observation times in the data as well. But this dependence is suppressed for notational simplicity. The model 2.11) is in the form of a classical mixed model. It implies

$$
\begin{equation*}
E(\mathbf{Y})=\mathbf{X} \boldsymbol{\beta}, \quad \operatorname{var}(\mathbf{Y})=\mathbf{Z}(\mathbf{I} \otimes \mathbf{G}) \mathbf{Z}^{T}+\mathbf{R} \tag{2.12}
\end{equation*}
$$

In practice, the number of basis functions $q$ should be moderately large to adequately capture the true underlying random effect covariance function $\psi(s, t)$ via (2.6). However, this may make the estimation of the covariance matrix $\mathbf{G}$ - an unstructured positive-definite matrix - a computationally challenging task. As in Wang ${ }^{32}$, this issue can be addressed by applying a transformation due to Chen and Dunson ${ }^{[33]}$ based on modified Cholesky decomposition. The matrix $\mathbf{G}$ is decomposed as $\mathbf{G}=\boldsymbol{\Omega} \boldsymbol{\Gamma} \boldsymbol{\Gamma}^{T} \boldsymbol{\Omega}$, where $\boldsymbol{\Omega}=\operatorname{diag}\left\{\omega_{1}, \ldots, \omega_{q}\right\}$ is a diagonal matrix and $\boldsymbol{\Gamma}=\left(\gamma_{k m}\right)$ is a unit lower triangular matrix with ones on the diagonal. Here, $\omega_{k}>0$, and $\gamma_{k k}=1$ for $k=1, \ldots, q ; \gamma_{k m}=0$ for $m=k+1, \ldots, q$; and the remaining elements of $\boldsymbol{\Gamma}$ are unconstrained. Thus, the diagonal elements of $\boldsymbol{\Omega}$ are proportional to the standard deviations of the basis coefficients and the unconstrained elements of $\boldsymbol{\Gamma}$ are related to the correlations among the coefficients. These correlations do not involve $\boldsymbol{\omega}$. With this decomposition, we can write $\mathbf{b}_{i}=\boldsymbol{\Omega} \boldsymbol{\Gamma} \mathbf{u}_{i}$, allowing us to reparameterize the model 2.10) as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \boldsymbol{\Omega} \boldsymbol{\Gamma} \mathbf{u}_{i}+\boldsymbol{\epsilon}_{i}, \mathbf{u}_{i} \sim\left(\mathbf{0}, \mathbf{I}_{q}\right), \boldsymbol{\epsilon}_{i} \sim\left(\mathbf{0}, \mathbf{R}_{i}\right), i=1, \ldots, n \tag{2.13}
\end{equation*}
$$

with $\operatorname{cov}\left(\mathbf{u}_{i}, \mathbf{u}_{l}\right)=\mathbf{I}_{q}$. In this formulation, the elements of covariance matrix $\mathbf{G}$ are essentially converted into "mean" related parameters, making the task of model fitting easier. We can proceed as before to write this model also in the form of one joint classical mixed model for all the data together as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{u}+\boldsymbol{\epsilon}, \quad \mathbf{u} \sim\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{I}_{q}\right), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}(\mathbf{u}, \boldsymbol{\epsilon})=\mathbf{0} \tag{2.14}
\end{equation*}
$$

where the notation is same as in (2.11) with the exception that $\mathbf{Z}=\operatorname{diag}\left\{\mathbf{Z}_{1} \boldsymbol{\Omega} \boldsymbol{\Gamma}, \ldots, \mathbf{Z}_{n} \boldsymbol{\Omega} \boldsymbol{\Gamma}\right\}$, which now depends on unknown model parameters.

### 2.2.5 Models for error covariance function

The heritability function, given by (2.3), depends on the random effects covariance function $\psi(s, t)$ and the error covariance function $\sigma(s, t)$. Given that estimation of heritability is the primary objective of proposed modeling effort, it is imperative that both the covariance structures are modeled adequately. For specifying a structure for the covariance matrix $\mathbf{G}$ of the basis coefficients, one has quite a few choices, including a diagonal matrix, block-diagonal matrix, compound symmetric matrix, multiple of an identity matrix, and an unstructured general positive-definite matrix. Among all these choices, the last one provides maximum flexibility in capturing the true structure of $\psi(s, t)$. This is why we leave the matrix $\mathbf{G}$ unstructured. By the same token, we also need flexibility in capturing the true structure of $\sigma(s, t)$. Although, once $\psi(s, t)$ is adequately modeled, we may expect $\sigma(s, t)$ to be sparse, but imposing structure such as homoscedasticity and uncorrelated errors or even stationarity of the covariance function may be restrictive. On the other hand, we can not leave $\sigma(s, t)$ completely unspecified, otherwise we may run into the issue of identifiability of two covariance functions. Therefore, in practice, we propose exploring a variety of parametric models for the error covariance function and let the data point to the appropriate models.

Here we specifically mention three models for $\sigma(s, t)$ or equivalently for the $M_{i} \times M_{i}$ error covariance matrix $\mathbf{R}_{i}=\operatorname{var}\left(\boldsymbol{\epsilon}_{i}\right)=\left(\sigma\left(t_{i j}, t_{i m}\right)\right)$ in 2.10). The first is $\sigma(s, t)=\sigma^{2} I(s=t)$,
implying homoscedastic and uncorrelated within-subject errors, which, as mentioned in Section 1.2, is also a standard assumption in functional mixed models. The second is $\sigma(s, t)=$ $\sigma^{2}(t) I(s=t)$, heteroscedastic and uncorrelated within-subject errors. For the variance function $\sigma^{2}(t)$, both parametric models such as polynomial, exponential, and power functions of $t$; and a nonparametric model specified using the basis expansion, $\log \left\{\sigma^{2}(t)\right\}=\sum_{k=1}^{r} \nu_{k} \phi_{k}(t)$ as in 2.5) can be incorporated. The third is $\sigma(s, t)=\sigma^{2}(t) \rho(s, t)$, where the variance function $\sigma^{2}(t)$ is modeled as above and the correlation function $\rho(s, t)$ is modeled using either stationary serial correlation models from the time series analysis such as autoregressive (AR), moving average (MA), and autoregressive moving average (ARMA) models; or isotropic variogram models for spatial correlation from spatial statistics such as exponential, Gaussian, Linear, and spherical models ${ }^{1112333435}$ (see Section 1.2 .4 ). Some have also been considered for functional mixed models ${ }^{[32 / 36]}$.

### 2.2.6 Model fitting and inference

For model fitting, we additionally make the normality assumption for basis coefficients and errors in (2.8) or equivalently 2.10) so that $\mathbf{b}_{i} \sim \mathcal{N}_{q}(\mathbf{0}, \mathbf{G})$ and $\boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{M_{i}}\left(\mathbf{0}, \mathbf{R}_{i}\right)$, and use the likelihood-based methods. In the equivalent, alternate formulation (2.13), the former assumption amounts to $\mathbf{u}_{i} \sim \mathcal{N}_{q}(\mathbf{0}, \mathbf{I})$. Due to equivalence between the functional mixed model (2.8) and the classical mixed model (2.11), the former can be fit using any software package for fitting the latter, such as nlme ${ }^{[37}$ in $R$ and proc mixed in SAS, which are widely popular. These packages also implement the parametric models for error autovariance function $\sigma(s, t)$ that are specifically mentioned in Section 2.2 .5 and some other models as well. Once the model parameters are estimated, the other parametric function, including the heritability function $h^{2}(t)$ given by (2.3), can be estimated by plug-in. Further, large-sample theory of likelihood-based estimators and bootstrap can used to construct the confidence intervals and bands (see Section 1.3). The number and placement of knots can be chosen according to standard guidelines developed for semiparametric regression ${ }^{38}$.

### 2.3 A simulation study

In this section, we perform Monte Carlo simulation studies to evaluate performance of interval estimators of the following parameters and parametric functions: mean function $f(t)$, variance function $\psi(t, t)$ of the random effect function, error variance $\sigma^{2}$, and heritability function $h^{2}(t)$. We take coverage probability of an interval estimator as the measure of its accuracy. Two scenarios are considered for the error covariance structure in the model. In the first, the errors are uncorrelated, whereas, in the second, they are correlated. In both scenarios, however, they are assumed to be homoscedastic.

Let us consider the first scenario. The data are simulated from (2.11) on a grid of $M=30$ equally-spaced time points as $t \in \mathcal{T}=\{1,2, \ldots, 30\}$ under the following settings and assumptions: $f(t)=74+6.5 t-0.1 t^{2} ; g(t)$ is a linear combination of $q=4$ cubic spline basis functions with coefficient vectors distributed as $\mathcal{N}_{4}(\mathbf{0}, \operatorname{diag}\{1,10,15,50\}) ; \sigma(s, t)=$ $\sigma^{2} I(s=t)$ with $\sigma^{2}=5 ; n \in\{100,200,300\}$; and $1-\alpha=0.95$ for both pointwise and simultaneous confidence intervals.

The model is fit by restricted maximum likelihood using a B-spline basis ${ }^{\sqrt{29139}}$ with $p=14$ basis functions for the fixed effect function and $q=4$ basis functions for the random effect function. Further, bootstrap as described in Section 1.3 is used to construct confidence intervals with $Q=50$ replications, both with and without a bias correction. For higher accuracy, the confidence intervals for $\sigma^{2}$ and $\psi(t, t)$ are first constructed on natural log scale and then exponentiated. Likewise, the confidence interval for heritablity function is first constructed on logit scale and then the inverse logit transformation is applied to get the results on the original scale. The whole process of simulating data, model fitting, and constructing confidence intervals is repeated 300 times to estimate the coverage probabilities.

The estimated coverage probabilities for $\sigma^{2}$ are presented in Table 2.1. They are close to the nominal level in all cases and it does not seem to matter whether the bias correction

Table 2.1. Estimated coverage probabilities (in \%) of $95 \%$ confidence intervals for error variance $\sigma^{2}$ assuming uncorrelated errors. Settings (a) and (b) respectively represent with and without bias correction.

| $n$ | (a) | $(\mathrm{b})$ |
| :---: | :---: | :---: |
| 100 | 93.0 | 92.8 |
| 200 | 93.8 | 92.8 |
| 300 | 93.5 | 94.0 |

Table 2.2. Average estimated pointwise coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ assuming uncorrelated errors. Settings (a) and (b) respectively represent with and without bias correction.

| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| :---: | :---: | :---: | :---: |
| $f(t)$ | 100 | 94.6 | 94.9 |
|  | 200 | 93.6 | 94.1 |
|  | 300 | 95.6 | 96.1 |
| $\psi(t, t)$ | 100 | 93.3 | 94.4 |
|  | 200 | 95.1 | 95.4 |
|  | 300 | 94.4 | 94.5 |
| $h^{2}(t)$ | 100 | 93.5 | 94.2 |
|  | 200 | 95.0 | 95.2 |
|  | 300 | 94.3 | 94.8 |

is made. The average estimated pointwise coverage probabilities for $f(t), \psi(t, t)$, and $h^{2}(t)$ presented in Table 2.2 are close to nominal level. Figure 2.1 displays the pointwise coverage probabilities for $h^{2}(t)$ without the bias correction. The estimates for $n \geq 200$ are close to the nominal level for all $t$.

Table 2.3 presents estimated simultaneous coverage probabilities for the three parameter functions. Here also we see little effect of bias correction. Some of the entries for $f(t)$ are close to the nominal level in all cases. However, the same cannot be said for $\psi(t, t)$ and $h^{2}(t)$, increase of $n$ has minimal effect on performance of intervals.

On the whole, it is clear that the bias correction does not help in increasing accuracy of the interval estimators. Also, $n \geq 100$ seems to provide acceptable accuracy for pointwise intervals in all cases and for simultaneous interval for $f(t), \psi(t, t)$ and $h^{2}(t)$ functions.


Figure 2.1. Estimated pointwise coverage probability of $95 \%$ confidence intervals for heritability function $h^{2}(t)$ assuming uncorrelated errors. The horizontal solid dark green line represents the nominal 0.95 level.

Table 2.3. Estimated simultaneous coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ assuming uncorrelated errors. Settings (a) and (b) respectively represent with and without bias correction.

| Parameter | $n$ | (a) | (b) |
| :---: | :---: | :---: | :---: |
| $f(t)$ | 100 | 91.5 | 90.5 |
|  | 200 | 93.0 | 92.5 |
|  | 300 | 94.0 | 95.0 |
| $\psi(t, t)$ | 100 | 91.8 | 92.5 |
|  | 200 | 92.0 | 92.5 |
|  | 300 | 92.1 | 92.3 |
| $h^{2}(t)$ | 100 | 89.8 | 92.5 |
|  | 200 | 91.5 | 92.5 |
|  | 300 | 92.5 | 92.2 |

Table 2.4. Estimated coverage probabilities (in \%) of $95 \%$ confidence intervals for error variance $\sigma^{2}$ under model with $\mathrm{AR}(1)$ error correlation structure with parameter $\phi$. Settings (a) and (b) respectively represent with and without bias correction.

|  | $\phi=0.10$ |  | $\phi=0.70$ |  | $\phi=0.90$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | (a) | (b) | (a) | (b) | (a) | $(\mathrm{b})$ |
| 100 | 95.3 | 94.3 | 91.8 | 85.8 | 80.3 | 80.5 |
| 200 | 94.5 | 94.5 | 88.8 | 89.8 | 81.8 | 81.0 |
| 300 | 93.8 | 94.0 | 92.5 | 92.8 | 84.3 | 85.0 |

Next, we consider the second scenario where the errors are assumed to be correlated. Specifically, we consider three time series models for error correlation from Section 1.2.4: $\operatorname{AR}(1)$ with parameter $\phi \in\{0.1,0.7,0.9\} ; \operatorname{MA}(1)$ with parameter $\theta \in\{0.1,0.3,0.8\}$; and $\operatorname{ARMA}(1,1)$ with $(\phi, \theta) \in\{(0.05,0.05),(0.3,0.3),(0.7,0.8)\}$. The innovation variance in the time series models is scaled in such a way so that the resulting error variance equals $\sigma^{2}$. The parameter settings are the same as in the previous scenario and we proceed in the same way to simulate data, fit model, and compute interval estimates. The correct error covariance structure is assumed when fitting the model.

The results for the $\mathrm{AR}(1)$ models are presented in Tables 2.4, 2.5, and 2.6 and Figure 2.2. We may make the following general conclusions based on them: bias correction makes little difference; the intervals appear liberal in that their coverage probabilities are less than the nominal level; for $\phi=0.7$ and $\phi=0.9$, their accuracy tends to get worse as $\phi$ increases; and the accuracy increases with $n$. On the whole, the intervals may be considered to have acceptable accuracy only when $\phi=0.1$ and $n \geq 100$; except for the simultaneous intervals.

The results for the MA(1) models are presented in Tables 2.7, 2.8, and 2.9 and Figure 2.3 . These results look much better than those for the $\operatorname{AR}(1)$ models and allow the following general conclusions: bias correction makes little difference; the intervals appear liberal but the simultaneous intervals appear more liberal than their pointwise counterparts; the accuracy seem to be increased as $\theta$ increases; for $f(t), \psi(t, t)$, and $h^{2}(t)$. Overall, the pointwise and simultaneous intervals may be considered to have acceptable accuracy for $n \geq 100$, for $f(t)$,

Table 2.5. Average estimated pointwise coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with $\operatorname{AR}(1)$ error correlation structure with parameter $\phi$. Settings (a) and (b) respectively represent with and without bias correction.

|  |  | $\phi=0.10$ |  |  | $\phi=0.70$ |  | $\phi=0.90$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | (a) | (b) | (a) | (b) | (a) | $(\mathrm{b})$ |  |
| $f(t)$ | 100 | 93.7 | 94.0 | 93.4 | 93.5 | 93.8 | 93.8 |  |
|  | 200 | 94.9 | 95.1 | 94.4 | 94.5 | 94.2 | 94.4 |  |
|  | 300 | 94.3 | 94.6 | 92.7 | 92.8 | 92.4 | 93.0 |  |
| $\psi(t, t)$ | 100 | 92.5 | 93.1 | 90.1 | 91.2 | 81.5 | 83.6 |  |
|  | 200 | 92.9 | 93.3 | 93.0 | 93.4 | 81.6 | 83.6 |  |
|  | 300 | 93.7 | 93.9 | 91.4 | 92.7 | 82.7 | 86.8 |  |
| $h^{2}(t)$ | 100 | 92.6 | 93.4 | 89.2 | 90.0 | 74.4 | 78.8 |  |
|  | 200 | 93.3 | 93.7 | 90.9 | 91.8 | 78.5 | 79.6 |  |
|  | 300 | 94.3 | 94.4 | 90.9 | 92.2 | 78.4 | 82.0 |  |



Figure 2.2. Estimated pointwise coverage probability of $95 \%$ confidence intervals for heritability function $h^{2}(t)$ under model with $\operatorname{AR}(1)$ error correlation structure with parameter $\phi$. The horizontal solid dark green line represents the nominal 0.95 confidence level.

Table 2.6. Estimated simultaneous coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with $\mathrm{AR}(1)$ error correlation structure with parameter $\phi$. Settings (a) and (b) respectively represent with and without bias correction.

|  |  | $\phi=0.10$ |  | $\phi=0.70$ |  |  | $\phi=0.90$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ |  |
| $f(t)$ | 100 | 88.0 | 88.5 | 91.3 | 92.0 | 92.3 | 93.3 |  |
|  | 200 | 91.3 | 91.8 | 92.5 | 91.5 | 92.5 | 93.0 |  |
|  | 300 | 92.8 | 94.0 | 88.3 | 88.3 | 89.3 | 89.5 |  |
| $\psi(t, t)$ | 100 | 87.3 | 88.3 | 80.5 | 82.0 | 64.0 | 70.8 |  |
|  | 200 | 89.3 | 90.3 | 85.0 | 86.8 | 66.8 | 69.9 |  |
|  | 300 | 90.5 | 92.0 | 87.0 | 90.0 | 70.0 | 74.3 |  |
| $h^{2}(t)$ | 100 | 86.3 | 88.8 | 79.0 | 79.5 | 64.5 | 69.3 |  |
|  | 200 | 90.3 | 90.3 | 84.8 | 85.0 | 68.0 | 70.0 |  |
|  | 300 | 89.0 | 91.5 | 86.8 | 88.8 | 69.8 | 75.3 |  |

Table 2.7. Estimated coverage probabilities (in \%) of $95 \%$ confidence intervals for error variance $\sigma^{2}$ under model with MA(1) correlation structure with parameter $\theta$. Settings (a) and (b) respectively represent with and without bias correction.

|  | $\theta=0.10$ |  | $\theta=0.30$ |  | $\theta=0.80$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | (a) | (b) | (a) | (b) | (a) | (b) |
| 100 | 93.3 | 93.8 | 93.8 | 94.1 | 94.5 | 95.1 |
| 200 | 93.1 | 93.8 | 94.2 | 94.2 | 94.3 | 95.3 |

$\psi(t, t)$ and $h^{2}(t)$ with $\theta=0.8$. Nonetheless, higher sample size $n$ with higher value of $\theta$ may provide higher performance. But with higher value of $\theta$, performance for all sample sizes considered here may be competitive.

The results for the $\operatorname{ARMA}(1,1)$ models are presented in Tables 2.10, 2.11, and 2.12 and Figure 2.4. These results appear intermediate between those for $\operatorname{AR}(1)$ and $\mathrm{MA}(1)$ models. We may make the following general conclusions based on them: bias correction is not improving the performance of the interval estimators; the pointwise intervals are acceptably close to the nominal level but the simultaneous intervals appear more liberal than their pointwise counterparts; the accuracy of both the intervals for $\sigma^{2}, \psi(t, t)$ and $h^{2}(t)$ does seem to depend on the $\operatorname{AR}(1)$ and $\mathrm{MA}(1)$ parameter choices; and the accuracy improves with $n$. Overall, the pointwise and simultaneous intervals may be considered to

Table 2.8. Average estimated pointwise coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with MA(1) correlation structure with parameter $\theta$. Settings (a) and (b) respectively represent with and without bias correction.

|  |  | $\theta=0.10$ |  | $\theta=0.30$ |  | $\theta=0.80$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| $f(t)$ | 100 | 91.6 | 92.0 | 93.1 | 92.8 | 94.6 | 95.2 |
|  | 200 | 92.5 | 92.1 | 92.3 | 93.3 | 95.1 | 95.6 |
| $\psi(t, t)$ | 100 | 93.5 | 93.0 | 93.5 | 94.1 | 94.8 | 95.7 |
|  | 200 | 94.1 | 94.0 | 94.3 | 94.5 | 95.6 | 96.1 |
| $h^{2}(t)$ | 100 | 93.3 | 93.1 | 93.7 | 94.1 | 94.2 | 94.6 |
|  | 200 | 95.3 | 95.1 | 95.3 | 95.4 | 95.7 | 96.3 |



Figure 2.3. Estimated pointwise coverage probability of $95 \%$ confidence intervals for heritability function $h^{2}(t)$ under model with MA(1) error correlation structure with parameter $\theta$.

Table 2.9. Estimated simultaneous coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with MA(1) correlation structure with parameter $\theta$. Settings (a) and (b) respectively represent with and without bias correction. .

|  |  | $\theta=0.10$ |  | $\theta=0.30$ |  | $\theta=0.80$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| $f(t)$ | 100 | 90.1 | 91.1 | 92.3 | 92.5 | 93.6 | 93.5 |
|  | 200 | 91.2 | 91.3 | 93.2 | 93.1 | 93.3 | 94.1 |
| $\psi(t, t)$ | 100 | 91.5 | 91.3 | 91.8 | 91.7 | 92.8 | 92.7 |
|  | 200 | 92.1 | 92.0 | 92.3 | 92.7 | 93.1 | 94.6 |
| $h^{2}(t)$ | 100 | 90.3 | 90.8 | 91.3 | 91.2 | 92.6 | 93.3 |
|  | 200 | 90.5 | 91.1 | 92.3 | 92.1 | 93.7 | 94.1 |

Table 2.10. Estimated coverage probabilities (in \%) of $95 \%$ confidence intervals for error variance $\sigma^{2}$ under model with $\operatorname{ARMA}(1,1)$ correlation structure with three combinations of parameters $(\phi, \theta):(1)(0.05,0.05),(2)(0.30,0.30)$, and (3) (0.70, 0.80). Settings (a) and (b) respectively represent with and without bias correction.

|  | $(1)$ |  | $(2)$ |  | $(3)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | (a) | (b) | (a) | (b) | (a) | (b) |
| 100 | 93.5 | 94.3 | 93.3 | 90.5 | 90.3 | 89.8 |
| 200 | 97.3 | 96.3 | 94.8 | 92.0 | 92.0 | 90.2 |

Table 2.11. Average estimated pointwise coverage probability (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with $\operatorname{ARMA}(1,1)$ correlation structure with three combinations of parameters $(\phi, \theta):(1)(0.05,0.05),(2)(0.30,0.30)$, and (3) $(0.70,0.80)$. Settings (a) and (b) respectively represent with and without bias correction.

|  |  | $(1)$ |  | $(2)$ |  | $(3)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| $f(t)$ | 100 | 95.1 | 95.3 | 94.9 | 95.0 | 94.3 | 94.6 |
|  | 200 | 95.9 | 95.6 | 93.6 | 93.9 | 94.2 | 94.5 |
| $\psi(t, t)$ | 100 | 93.3 | 94.0 | 90.7 | 91.0 | 91.2 | 92.1 |
|  | 200 | 94.7 | 94.7 | 93.2 | 93.7 | 93.5 | 94.4 |
| $h^{2}(t)$ | 100 | 93.5 | 94.2 | 90.2 | 90.7 | 90.8 | 90.4 |
|  | 200 | 94.9 | 95.1 | 92.9 | 93.8 | 93.3 | 93.1 |

have acceptable accuracy for $n \geq 100$ in case of all parameters and parameter functions for lower values of $\mathrm{AR}(1)$ and $\mathrm{MA}(1)$ parameters.


Figure 2.4. Estimated pointwise coverage probability of $95 \%$ confidence intervals for heritability function $h^{2}(t)$ under model with $\operatorname{ARMA}(1,1)$ correlation structure with parameters $(\phi, \theta)$. The horizontal solid dark green line represents the nominal 0.95 confidence level.

Table 2.12. Estimated simultaneous coverage probabilities (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$ under model with $\operatorname{ARMA}(1,1)$ correlation structure with three combinations of parameters $(\phi, \theta):(1)(0.05,0.05),(2)(0.30,0.30)$, and (3) ( $0.70,0.80)$. Settings (a) and (b) respectively represent with and without bias correction.

|  |  | $(1)$ |  | $(2)$ |  | $(3)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | (b) | (a) | $(\mathrm{b})$ |
| $f(t)$ | 100 | 94.0 | 94.5 | 93.5 | 93.3 | 91.8 | 91.5 |
|  | 200 | 93.5 | 94.5 | 91.3 | 91.8 | 93.5 | 93.8 |
| $\psi(t, t)$ | 100 | 89.3 | 90.5 | 82.8 | 84.5 | 84.0 | 86.5 |
|  | 200 | 91.5 | 92.5 | 87.3 | 88.5 | 86.8 | 90.3 |
| $h^{2}(t)$ | 100 | 89.8 | 91.5 | 84.0 | 86.5 | 85.0 | 86.0 |
|  | 200 | 93.3 | 92.8 | 87.0 | 89.0 | 88.3 | 88.0 |

Taken together, the simulation results indicate that the bias correction is not necessary; the pointwise intervals often have acceptable accuracy for $n \geq 100$; the simultaneous intervals tend to be accurate only when the error correlations are small and they often need $n \geq 100$ for acceptable accuracy.

### 2.4 Illustration

In this section, we illustrate the methodology developed in this chapter by analyzing the Berkeley growth data introduced in Section 1.4. As mentioned therein, these data consist of growth curves height (in cm) of $n=54$ girls measured at the same $M=31$ ages for each girl. The ages, however, are not equally spaced as four measurements are available between 1 and 2 years; annual measurements between 2 and 8 years; and biannual measurements between 8 and 18 years. Figure 1.1 displays the individual trajectories of the growth curves superimposed with the sample mean function. It is clear that the heights increase up to around age 14 and then stabilize. This is consistent with what we expect.

Next, we fit the standard functional mixed model (2.8) that assumes homoscedastic and uncorrelated errors. The fixed and random effect functions are represent using the cubic B-spline basis ${ }^{[29139}$ with $p=5$ and $q=4$ basis functions, respectively. The model is fit by restricted maximum likelihood (REML) method using the nlme package in R. The resulting estimated mean function is also displayed in Figure 2.5. We see that it close to the sample mean function, which is expected due to the balanced nature of the data.

To check adequacy of the homoscedastic and uncorrelated assumption for the errors, we compute the sample correlation matrix of the normalized residuals from the model and display a heat map of it in Figure 2.6. If the assumption holds, the sample correlation matrix should resemble an identity matrix, making its heat map look essentially whitish below the diagonal. This is clearly not the case in the figure because there is a band structure with four prominent bands. It seems that as lag increases, the autocorrelation initially decreases from


Figure 2.5. Individual trajectories of height from the Berkeley growth curve data superimposed with the sample mean function, the estimated mean function assuming uncorrelated errors, and the estimated mean function assuming spherical correlation structure in the errors. All the estimated mean functions essentially close to each other.
large positive to large negative values, then it increases to moderately positive values, and decreases again to negative or near-zero values. Thus, the assumption of uncorrelated and homoscedastic errors is not tenable and there is a clear need to the model the autocorrelation in the errors. However, it is difficult to capture the observed band structure through standard parametric models for autocorrelation.

Among the available error autocorrelation models in the nlme package, the time series models described in Section 1.2 .4 are out of consideration because the observation times (i.e., the ages) are not equally-spaced. However, we can employ spatial correlation structures described in Section 1.2 .4 based on variogram models because they allow unevenly


Figure 2.6. Heat map of sample correlation matrix of normalized residuals from the model assuming uncorrelated errors.
spaced continuous observation times. We refit the proposed model using four different spatial correlation structures to the errors, namely, exponential, rational quadratic, spherical, and Gaussian models. AIC, BIC, and the maximum log-likelihood values for the resulting models are presented in Table 2.13. The spherical correlation model is appears the best, followed by the exponential correlation model (which is equivalent to the continuous $\mathrm{AR}(1)$ model). The heat map of sample correlation matrix of normalized residuals from this model is shown in Figure 2.7. Although the blocks below the diagonal are not perfectly whitish, but they are comparatively whiter than those in Figure 2.6, showing a marked improvement over the uncorrelated errors model.

The estimated mean function for the spherical correlation model is also displayed in Figure 2.5. Due to the balanced nature of the data, this mean function also close to the other

Table 2.13. Model selection criteria for different spatial correlation structures.

| Model | Structure | AIC | BIC | log-likelihood |
| :---: | :--- | :---: | :---: | :---: |
| 1 | Exponential | 5089.721 | 5181.860 | -2527.860 |
| 2 | Rational Quadratic | 5500.498 | 5592.638 | -2733.249 |
| 3 | Spherical | 4976.840 | 5068.979 | -2471.420 |
| 4 | Gaussian | 6114.226 | 6206.366 | -3040.113 |

estimated mean functions displayed in that figure. Next, Figures 2.8 and 2.9 respectively present the estimated random effect variance function $\hat{\psi}(t, t)$ and heritability function $\hat{h}^{2}(t)$ along with superimposed $95 \%$ simultaneous confidence bands under both uncorrelated and correlated error models. We see that not taking into account of autocorrelation structure in the errors leads to a slightly higher random effect variance throughout the age interval. This in turn leads to a slightly higher estimate of heritability function over all the ages. However, the difference is not substantial. Thus, in these data, the difference between the heritability estimate with and without the correlation structure is not substantial. This may be partly due to the fact that the error variance in these data is small relative to the between-subject variation. We may expect a larger difference when the error variance is substantial relative to the between-subject variation.

### 2.5 Summary and future work

In this chapter, we present a functional mixed model that allows the within-subject errors to be heteroscedastic and correlated. Although the random effect covariance structure is modeled nonparametrically via splines, parametric models are assumed for error covariance structure to avoid identifiability issues. The following additional research is planned for the near future:

- Develop a cross-validation type method for selecting the number of basis functions.
- Incorporate penalized estimation of mean function in the methodology.


Figure 2.7. Heat map of sample correlation matrix of normalized residuals from the model assuming a spherical autocorrelation structure for the errors.


Figure 2.8. Estimate of random effects variance function $\hat{\psi}(t, t)$ assuming uncorrelated errors and a spherical correlation structure in the errors.


Figure 2.9. Estimate of heritability function $\hat{h}^{2}(t)$ assuming uncorrelated errors and a spherical correlation structure in the errors.

- Evaluate via simulation the impact of a model selection step to select the error correlation structure.
- Develop an alternative for case when the errors are highly correlated as the simultaneous interval for $h^{2}(t)$ does not work well in that case.
- Evaluate spatial correlation structures via simulation.
- Develop an $R$ package to implement the methodology and make it publicly available.


## CHAPTER 3

## A FUNCTIONAL MIXED MODEL FOR FAMILY DATA

### 3.1 Introduction

The data considered in this chapter have the same structure as in Chapter 2 in that they consist of functional responses of $n$ subjects but with one distinction: the subjects are not mutually independent anymore. Instead, they are grouped into families. This distinction is important because members of the same family are genetically related, inducing dependence in their responses, while members of different families can be assumed to provide independent responses. To get correct inference, modeling and analysis of family data must take into to account of the familial dependence among the subjects and hence the dependence in their responses. Our goal in this chapter is to adapt the functional mixed model methodology of the previous chapter for family data.

Family data are quite common in statistical genetics. As mentioned in Chapter 1, they are used to estimate heritability of a quantitative trait. Developing methods for estimation of heritability has been a mainstay of quantitative genetics. Over time, a number of methods have become available for estimating heritability from a variety of data types, including univariate traits $\sqrt{40[43]}$, multivariate traits ${ }^{[4445}$, and longitudinal traits ${ }^{[32] 36146 \mid 50}$. These methods generally assume a mixed model (or often a special case of it called a variance components model) for the data, where the mean is a fixed effect and the genetic effect is an additive random effect, and use likelihood-based methods for estimating the unknown parameters. In the case of longitudinal data, the fixed mean effect and the random genetic effect are functions of time. These effects can also be specified nonparametrically using splines ${ }^{\boxed{3213614950}}$.

As the individuals in a family are correlated, their correlation is incorporated into the analysis in the form of a correlation matrix ${ }^{[46148}$. Traditionally, the methods use pedigree information to infer this relatedness ${ }^{[4246}$. However, if the pedigree information is partially or
wholly unknown, genetic markers ${ }^{[51+53]}$ or the observed genotype data ${ }^{[54159}$ can be used to infer relatedness between pairs of individuals. In the situation where neither familial relationships nor genotypes are available, a recent work ${ }^{\sqrt[600]{ }}$ has explored the use of methylation data for estimating the relatedness. For model estimation, although it is possible to use specialized software, it is more common nowadays to adapt a mainstream statistical software for fitting mixed models such as nlme ${ }^{[37]}$ and lme4 ${ }^{[61}$ packages in the open-source system $R^{[62]}$ as they are powerful, flexible, and efficient. Adaptations such as 1 me $4 q t l^{\boxed{63}}$ are necessary because the standard software assume independence across individuals, which is not true for family data. This also the approach we adopt here. An alternative to this, applicable for certain types of family data, is to first perform a reparameterization of the genetic random effect ${ }^{[64]}$ and then use a standard software.

The rest of this chapter is organized as follows. In Section 3.2, we adapt the functional mixed model of Chapter 2 for family data by essentially following the same development. The new functional mixed model generalizes many existing quantitative trait models from statistical genetics. In Section 3.3, we report results of a simulation study to evaluate properties of the proposed estimation procedures. Section 3.5 concludes with summary and mentions some ongoing and future work.

### 3.2 Modeling family data

As mentioned in Section 3.1, the family data have the same structure as the data from Chapter 2 with the exception that the subjects may have familial dependence. This dependence is incorporated through a $n \times n$ known correlation matrix

$$
\begin{equation*}
\mathbf{A}=\left(r_{i l}\right) . \tag{3.1}
\end{equation*}
$$

Here $r_{i l}$ can be computed from the pedigree data using the known relationship between the individuals $i$ and $l$ as twice their kinship coefficient ${ }^{[65]}$. Alternatively, this matrix can be computed using genetic markers ${ }^{51+53}$ or observed genotype information ${ }^{[54]} 59$.

### 3.2.1 Population and data models

Borrowing notation from the previous chapter, our functional mixed model for the population is identical to that of (2.1), i.e.,

$$
\begin{equation*}
y(t)=f(t)+g(t)+\epsilon(t), t \in \mathcal{T}, \tag{3.2}
\end{equation*}
$$

where $y(t), t \in \mathcal{T}$ denotes the functional response of a randomly selected subject from the population; $f(t)$ is the population mean function; $g(t)$ is a random effect function that captures the deviation from the population mean for the subject, with mean zero and covariance function $\psi(s, t) ; \epsilon(t)$ represents the random error, distributed independently of $g(t)$, with mean zero and covariance function $\sigma(s, t)$; and the errors are allowed to be heteroscedastic and correlated.

The observed data consist of $y_{i}\left(t_{i j}\right), j=1, \ldots, M_{i}, i=1, \ldots, n$, where $y_{i}(t)$ is the functional response of subject $i$, discretely observed at the observation times $t_{i j}$. Following (2.4), the model for these family data can also be written as

$$
\begin{equation*}
y_{i}\left(t_{i j}\right)=f\left(t_{i j}\right)+g_{i}\left(t_{i j}\right)+\epsilon_{i}\left(t_{i j}\right), j=1, \ldots, M_{i}, i=1, \ldots, n \tag{3.3}
\end{equation*}
$$

where $f(t)$ is the population mean function, $g_{i}(t)$ is the random effect function of individual $i$, and $\epsilon_{i}(t)$ is the random error function, distributed independently of $g_{i}(t)$. Here it is assumed that the $\epsilon_{i}(t)$ are independent realizations of the error function $\epsilon(t)$ from (3.2) which are observed at the sites $t_{i j}$. Therefore, the errors have mean zero. Moreover, the errors associated with the same individual have covariance function $\sigma(s, t)$, whereas those associated with different individuals are independent. Further, the $g_{i}(t)$ are realizations of the function $g(t)$ defined in (3.2) which are observed at the sites $t_{i j}$. Thus, $g_{i}(t)$ has mean zero and its covariance function is $\psi(s, t)$. However, unlike (2.4), the $g_{i}(t)$ now may be dependent across subjects. Specifically, it is now assumed that the covariance between random effect functions of subjects $i$ and $l$ is

$$
\begin{equation*}
\operatorname{cov}\left(g_{i}(s), g_{l}(t)\right)=r_{i l} \psi(s, t), \quad s, t \in \mathcal{T}, i, l=1, \ldots, n \tag{3.4}
\end{equation*}
$$

where $r_{i l}$ is given by (3.1). It follows from (3.4) that $\operatorname{corr}\left(g_{i}(t), g_{l}(t)\right)=r_{i l}, t \in \mathcal{T}$. Thus, we may interpret $r_{i l}$ as the correlation between genetic effects of individuals $i$ and $l$ at the same $t$. This correlation does not depend on $t$. As in (2.3), the heritability function is

$$
\begin{equation*}
h^{2}(t)=\frac{\operatorname{var}(g(t))}{\operatorname{var}(y(t))}=\frac{\psi(t, t)}{\psi(t, t)+\sigma(t, t)}, \quad t \in \mathcal{T} . \tag{3.5}
\end{equation*}
$$

### 3.2.2 A natural generalization of quantitative trait models

If we think of the response $y$ as a quantitative trait and assume only an additive genotypic effect and no additive major gene effects or shared environmental effects, then several mixed models from quantitative genetics may be seen as special cases of the proposed model (3.3). Examples include the classical model for one genotype ${ }^{[12}$, polygenic model ${ }^{[65]}$, and the
 as $j=1, \ldots, M$. The traits may be polygenic but there is no need be specific about the number of loci involved. The model considered in Sec. 8.4 of Lange ${ }^{65}$ can be written as $y_{i j}=f_{j}+g_{i j}+\epsilon_{i j}, j=1, \ldots, M, i=1, \ldots, n$, where $y_{i j}$ is the phenotypic value of $j$ th trait for individual $i, g_{i j}$ is the genotypic effect acting on the $j$ th trait of individual $i$, and $\epsilon_{i j}$ is the error term. The $g_{i j}$ have mean zero and $\operatorname{cov}\left(g_{i j}, g_{l q}\right)=r_{i l} \psi_{j q}, i, l=1, \ldots, n, j, q=1, \ldots, M$; and the $\epsilon_{i j}$ have mean zero and $\operatorname{cov}\left(\epsilon_{i j}, \epsilon_{i q}\right)=\sigma_{j q}$. Here $\psi_{j j}$ and $\psi_{j q}$ are the additive variances and covariances of the genetic effects and $\sigma_{j j}$ and $\sigma_{j q}$ are the variances and covariances of the errors associated with the same individual. By a suitable choice of the quantities involved in (3.3), we can see that this multivariate trait model is a special case of it.

Likewise, using appropriate notation, the longitudinal model ${ }^{[46]}$ for a single trait can also be seen as a special case of (3.3). The variance function $\psi(t, t)$ in the proposed model generalizes the notion of additive variance in quantitative trait models by letting it depend on $t$. Moreover, for covariance between genetic effects acting on individuals $i$ and $l$, these models assume the structure $\operatorname{cov}\left(g_{i}, g_{l}\right)=r_{i l} \psi$ in case of a univariate trait ${ }^{\frac{121655}{10}}$ and $\operatorname{cov}\left(g_{i j}, g_{l q}\right)=$
$r_{i l} \psi_{j q}$ in case of a multivariate trait ${ }^{[65}$. The covariance between the functional genetic effects $g_{i}$ and $g_{l}$ given by (3.4) is a natural generalization of this structure. Thus, the proposed functional mixed model (3.3) may be justifiably seen as a generalization of the commonly used mixed models in quantitative genetics that only include additive genetic effects and random errors.

### 3.2.3 Basis expansion and representation as a classical mixed model

Proceeding along the lines of Chapter 2, the data model (3.3) can be written using the basis expansion (2.5) to get the analog of $(2.8)$ as

$$
\begin{equation*}
y_{i}\left(t_{i j}\right)=\boldsymbol{\Phi}_{f}^{T}\left(t_{i j}\right) \boldsymbol{\beta}+\boldsymbol{\Phi}^{T}\left(t_{i j}\right) \mathbf{b}_{i}+\epsilon_{i}\left(t_{i j}\right), \quad j=1, \ldots, M_{i}, \quad i=1, \ldots, n \tag{3.6}
\end{equation*}
$$

But here, unlike in (2.8), $\mathbf{b}_{i}$ are not assumed to be mutually independent. Instead, it is assumed that

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{b}_{i}, \mathbf{b}_{l}\right)=r_{i l} \mathbf{G} \tag{3.7}
\end{equation*}
$$

so that we have $\operatorname{cov}\left(g_{i}(s), g_{l}(t)\right)=\boldsymbol{\Phi}^{T}(s) \operatorname{cov}\left(\mathbf{b}_{i}, \mathbf{b}_{l}\right) \boldsymbol{\Phi}(t)=r_{i l} \boldsymbol{\Phi}^{T}(s) \mathbf{G} \boldsymbol{\Phi}(t)=r_{i l} \psi(s, t)$, which is the desired covariance structure from (3.4). This also shows that with family data, the random effect covariance structure can be separated from the error covariance structure, resolving the identifiability issue that afflicts the model from the previous chapter where the subjects are independent.

Now the model (3.6) also be represented in form of a classical mixed model to get the analog of (2.10) as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \mathbf{b}_{i}+\boldsymbol{\epsilon}_{i}, \mathbf{b}_{i} \sim(\mathbf{0}, \mathbf{G}), \boldsymbol{\epsilon}_{i} \sim\left(\mathbf{0}, \mathbf{R}_{i}\right), \quad i=1, \ldots, n \tag{3.8}
\end{equation*}
$$

with $\operatorname{cov}\left(\mathbf{b}_{i}, \mathbf{b}_{l}\right)=r_{i l} \mathbf{G}$ and $\operatorname{cov}\left(\mathbf{b}_{i}, \boldsymbol{\epsilon}_{l}\right)=\mathbf{0}$ for all $i$ and $l$, and $\operatorname{cov}\left(\boldsymbol{\epsilon}_{i}, \boldsymbol{\epsilon}_{l}\right)=\mathbf{0}$ for $i \neq l$; and to get the analog of (2.13) as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X}_{i} \boldsymbol{\beta}+\mathbf{Z}_{i} \boldsymbol{\Omega} \boldsymbol{\Gamma} \mathbf{u}_{i}+\boldsymbol{\epsilon}_{i}, \mathbf{u}_{i} \sim\left(\mathbf{0}, \mathbf{I}_{q}\right), \boldsymbol{\epsilon}_{i} \sim\left(\mathbf{0}, \mathbf{R}_{i}\right), i=1, \ldots, n \tag{3.9}
\end{equation*}
$$

where $\operatorname{cov}\left(\mathbf{u}_{i}, \mathbf{u}_{l}\right)=r_{i l} \mathbf{I}_{q}$. Next, the model for all the data together than can also represented in the form of a joint classical mixed model to get the analog of (2.11) as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}+\boldsymbol{\epsilon}, \quad \mathbf{b} \sim(\mathbf{0}, \mathbf{A} \otimes \mathbf{G}), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}(\mathbf{b}, \boldsymbol{\epsilon})=\mathbf{0} \tag{3.10}
\end{equation*}
$$

where $\mathbf{A}$ is the family correlation matrix given by (3.1). We can also get the analog of (2.14) as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{u}+\boldsymbol{\epsilon}, \quad \mathbf{u} \sim\left(\mathbf{0}, \mathbf{A} \otimes \mathbf{I}_{q}\right), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}(\mathbf{u}, \boldsymbol{\epsilon})=\mathbf{0} \tag{3.11}
\end{equation*}
$$

At this point, note that, in the models (3.3) and (3.6) we did not use specific index for family information because family information is being taken into account in correlation matrix given in (3.1). The model (2.11) or equivalently (2.14) for independent subjects is obtained by setting $\mathbf{A}=\mathbf{I}_{n}$ in (3.10) or (3.11), respectively.

The fact that the individual random effects vector $\mathbf{b}_{i}$ in (3.8) or $\mathbf{u}_{i}$ in (3.9) are correlated, not independent which is a standard assumption in mixed models, precludes the use of common software for fitting mixed models. To address this, we extend an idea used in lme4qtl package ${ }^{[63}$ and apply a transformation to convert the model in the standard form where the random effects vector has a covariance matrix of the form $\mathbf{I}_{n} \otimes \mathbf{I}_{q}$. To this end, note that the vector $\mathbf{u}$ in (3.11) is written as $n$ stacks of $q \times 1$ vectors, where each stack consists of $q$ coefficients for a particular individual. Define a $n q \times 1$ vector by rearranging the elements of $\mathbf{u}$ so that it is written as $q$ stacks of $n \times 1$ vectors, where each stack consists of values of a particular coefficient on $n$ individuals. Specifically, let $\tilde{\mathbf{u}}_{k}=\left(u_{k 1}, \ldots, u_{k n}\right)^{T}$ be the $n \times 1$ vector of values of the $k$ th coefficient and $\tilde{\mathbf{u}}=\left(\tilde{\mathbf{u}}_{1}^{T}, \ldots, \tilde{\mathbf{u}}_{q}^{T}\right)^{T}$ be the $n q \times 1$ vector of all the coefficients. We have, $\tilde{\mathbf{u}}_{k} \sim(\mathbf{0}, \mathbf{A})$ and $\tilde{\mathbf{u}} \sim\left(\mathbf{0}, \mathbf{I}_{q} \otimes \mathbf{A}\right)$. Let $\tilde{\mathbf{Z}}$ be the $N \times n q$ design matrix associated with the random effects vector $\tilde{\mathbf{u}}$. It is a rearrangement of columns of $\mathbf{Z}$ and has the form $\tilde{\mathbf{Z}}=\left[\tilde{\mathbf{Z}}_{1}, \ldots, \tilde{\mathbf{Z}}_{q}\right]$, where each $\tilde{\mathbf{Z}}_{k}$ is a $N \times n$ matrix.

Let the $n \times n$ matrix $\mathbf{U}$ denote the upper triangular factor of the Cholesky decomposition of the correlation matrix $\mathbf{A}$ so that $\mathbf{U}^{T} \mathbf{U}=\mathbf{A}$. By construction,

$$
\begin{equation*}
\mathbf{Z} \mathbf{u}=\tilde{\mathbf{Z}} \tilde{\mathbf{u}}=\sum_{k=1}^{q} \tilde{\mathbf{Z}}_{k} \tilde{\mathbf{u}}_{k}=\sum_{k=1}^{q} \tilde{\mathbf{Z}}_{k} \mathbf{U}^{T}\left(\mathbf{U}^{T}\right)^{-1} \tilde{\mathbf{u}}_{k}=\sum_{k=1}^{q} \tilde{\mathbf{Z}}_{k}^{*} \tilde{\mathbf{u}}_{k}^{*}=\tilde{\mathbf{Z}}^{*} \tilde{\mathbf{u}}^{*}=\mathbf{Z}^{*} \mathbf{u}^{*}, \tag{3.12}
\end{equation*}
$$

where $\tilde{\mathbf{Z}}_{k}^{*}=\tilde{\mathbf{Z}}_{k} \mathbf{U}^{T}, \tilde{\mathbf{u}}_{k}^{*}=\left(\mathbf{U}^{T}\right)^{-1} \tilde{\mathbf{u}}_{k}, \tilde{\mathbf{Z}}^{*}=\left[\tilde{\mathbf{Z}}_{1}^{*}, \ldots, \tilde{\mathbf{Z}}_{q}^{*}\right], \tilde{\mathbf{u}}^{*}=\left(\tilde{\mathbf{u}}_{1}^{* T}, \ldots, \tilde{\mathbf{u}}_{q}^{* T}\right)^{T}$, and $\mathbf{Z}^{*}$ is the $N \times n q$ design matrix associated with $\mathbf{u}^{*}$. Here ( $\mathbf{u}^{*}, \mathbf{Z}^{*}$ ) is obtained from ( $\tilde{\mathbf{u}}^{*}, \tilde{\mathbf{Z}}^{*}$ ) by applying the reverse of the operations that led to $(\tilde{\mathbf{u}}, \tilde{\mathbf{Z}})$ from $(\mathbf{u}, \mathbf{Z})$. It follows that $\tilde{\mathbf{u}}_{k}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{n}\right)$, $\tilde{\mathbf{u}}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{q} \otimes \mathbf{I}_{n}\right), \mathbf{u}_{i}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{q}\right)$, and $\mathbf{u}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{I}_{q}\right)$. Thus, an equivalent representation of model (3.11) is

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z}^{*} \mathbf{u}^{*}+\boldsymbol{\epsilon}, \quad \mathbf{u}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{I}_{q}\right), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}\left(\mathbf{u}^{*}, \boldsymbol{\epsilon}\right)=\mathbf{0} \tag{3.13}
\end{equation*}
$$

In this formulation, the individual-specific components of the transformed vector $\mathbf{u}^{*}$ are independent draws from a $q$-variate distribution with mean zero and covariance matrix $\mathbf{I}_{q}$. Due to (3.12), $\operatorname{var}(\mathbf{Z u})=\operatorname{var}\left(\mathbf{Z}^{*} \mathbf{u}^{*}\right)$, implying that $\mathbf{Z}\left(\mathbf{A} \otimes \mathbf{I}_{q}\right) \mathbf{Z}^{T}=\mathbf{Z}^{*}\left(\mathbf{I}_{n} \otimes \mathbf{I}_{q}\right) \mathbf{Z}^{* T}$. Unlike $\mathbf{Z}$ in (3.11), $\mathbf{Z}^{*}$ in (3.13) is not a block diagonal matrix with individual-specific blocks on the diagonal. The formulation (3.13) can be used for fitting the model. We can proceed along similar lines to get an equivalent representation of (3.10) as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z}^{*} \mathbf{b}^{*}+\boldsymbol{\epsilon}, \quad \mathbf{b}^{*} \sim\left(\mathbf{0}, \mathbf{I}_{n} \otimes \mathbf{G}\right), \boldsymbol{\epsilon} \sim(\mathbf{0}, \mathbf{R}), \operatorname{cov}\left(\mathbf{b}^{*}, \boldsymbol{\epsilon}\right)=\mathbf{0} \tag{3.14}
\end{equation*}
$$

### 3.2.4 Models for error covariance function

As in Section 2.2.5, we let the covariance matrix $\mathbf{G}$ be unstructured and consider only parametric models for error covariance function $\sigma(s, t)$.

### 3.2.5 Model fitting and inference

As in Section 2.2.6, for model fitting, we additionally make the normality assumption, and in principle, the model can be fit using likelihood-based methods and large-sample theory
together with bootstrap can be used for inference. It would appear that once the functional mixed model (3.3) is represented as a classical mixed model (3.14), one should be able to use a software package for fitting the latter model to fit the former model. However, due to the quirks of the design of the mixed model fitting packages, challenges remain in incorporating familial dependence among the subjects. Thus far, we have only been able to implement model fitting under the assumption of uncorrelated and homoscedastic errors, i.e., $\sigma(s, t)=\sigma^{2} I(s=t)$, using the R package $1 \mathrm{me} 4^{61}$.

### 3.3 A simulation study

In this section, we use Monte Carlo simulation to evaluate performance of interval estimators of the following quantities: mean function $f(t)$, variance function $\psi(t, t)$ of the random effect function, error variance $\sigma^{2}$, and heritability function $h^{2}(t)$. Coverage probability for an interval estimator is taken as the measure of accuracy. Both pointwise and simultaneous coverage probabilities are considered for parameter function that depend on $t$. This evaluation only focuses on the model with uncorrelated and homoscedastic errors, i.e., $\mathbf{R}=\sigma^{2} \mathbf{I}$, for which we have been able to implement the fitting.

For computational convenience, we assume that the number of subjects $n$ is a multiple of 4 and the subjects are grouped into $n / 4$ families, each consisting of 4 members: father, mother, and two children. The correlation structure of the family members is as follows: father and mother are uncorrelated, meaning $r_{12}=0$; parents and children are correlated with correlation $r_{13}=r_{14}=r_{23}=r_{24}=0.5$; and the two siblings are also correlated with correlation $r_{34}=0.5$. Thus, the correlation matrix for a family is

$$
\mathbf{A}_{0}=\left[\begin{array}{cccc}
1 & 0 & 0.5 & 0.5 \\
0 & 1 & 0.5 & 0.5 \\
0.5 & 0.5 & 1 & 0.5 \\
0.5 & 0.5 & 0.5 & 1
\end{array}\right]
$$

Table 3.1. Estimated coverage probabilities (in \%) of $95 \%$ confidence intervals for error variance $\sigma^{2}$. Settings (a) and (b) respectively represent with and without bias correction.

| \# Families | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| :---: | :---: | :---: | :---: |
| 25 | 100 | 94.5 | 96.0 |
| 50 | 200 | 93.3 | 92.3 |
| 75 | 300 | 97.8 | 99.0 |

Thus, the familial correlation matrix $\mathbf{A}$ for $n$ subjects will have a diagonal structure with $\mathbf{A}_{0}$ repeated on the diagonal $n / 4$ times. In other words, it can be written as $\mathbf{A}=\mathbf{I}_{n / 4} \otimes \mathbf{A}_{0}$.

The data are simulated from (3.14) on a grid of $M=30$ equally-spaced time points as $t \in$ $\mathcal{T}=\{1,2, \ldots, 30\}$ under the following settings and assumptions: $f(t)=74.0+6.5 t-0.10 t^{2} ;$ $g(t)$ is a linear combination of $q=4$ cubic spline basis functions with coefficient vectors distributed as $\mathcal{N}_{4}(\mathbf{0}, \mathbf{G}=\operatorname{diag}\{1,10,15,50\}) ; \mathbf{R}=\sigma^{2} \mathbf{I}$ with $\sigma^{2}=5 ; n \in\{100,200,300\}$; and $1-\alpha=0.95$ for both pointwise and simultaneous confidence intervals.

As in Section 2.3, the model is fit by restricted maximum likelihood using a B-spline basis ${ }^{[2939]}$ with $p=14$ basis functions for the fixed effect function and $q=4$ basis functions for the random effect function. Further, bootstrap as described in Section 1.3 is used to construct confidence intervals $Q=50$ replications, both with and without a bias correction. For higher accuracy, the confidence intervals for $\sigma^{2}$ and $\psi(t, t)$ are first constructed on natural $\log$ scale and then exponentiated. Likewise, the confidence interval for heritablity function is first constructed on logit scale and then the inverse logit transformation is applied to get the results on the original scale. The whole process of simulating data, model fitting, and constructing confidence intervals is repeated 300 times to estimate the coverage probabilities.

The estimated coverage probabilities for $\sigma^{2}$ are presented in Table 3.1. We observe that confidence intervals without bias correction have higher coverage than those with it except when $n=200$. There is indication that bias correction may be leading to a wider confidence interval and hence higher coverage.

Table 3.2 presents average estimated pointwise coverage probability for three parameter functions of time: mean function $f(t)$, random effects variance function $\psi(t, t)$, and heri-

Table 3.2. Average estimated pointwise coverage probability (in \%) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$. Settings (a) and (b) respectively represent with and without bias correction.

| Parameter | \# Families | $n$ | (a) | (b) |
| :---: | :---: | :---: | :---: | :---: |
| $f(t)$ | 25 | 100 | 92.5 | 92.9 |
|  | 50 | 200 | 94.1 | 94.2 |
|  | 75 | 300 | 92.8 | 92.7 |
| $\psi(t, t)$ | 25 | 100 | 92.7 | 93.4 |
|  | 50 | 200 | 94.1 | 94.3 |
|  | 75 | 300 | 93.3 | 93.5 |
| $h^{2}(t)$ | 25 | 100 | 92.5 | 93.5 |
|  | 50 | 200 | 94.1 | 94.4 |
|  | 75 | 300 | 94.1 | 94.4 |

tability function $h^{2}(t)$. In either case, the bias correction does not seem to matter as the probabilities are more or less similar with and without the correction. The probabilities tend to increase with $n$ and become closer to the nominal level. A graph of estimated pointwise coverage probability for $h^{2}(t)$ against $t$ is shown in Figure 3.1. On the whole, the pointwise intervals may be considered to have acceptable accuracy with $n \geq 200$.

Table 3.3 presents estimated simultaneous coverage probabilities for the three parameter functions mentioned before. We see that intervals without the bias correction tend to have slightly higher coverage probability which are closer to the nominal level than those with the correction. There is indication that $n \geq 200$ may be enough to provide acceptable accuracy.

### 3.4 Application to estimation of DNA methylation heritability

Although genetic changes take many generations of natural selection, according to Darwinism, epigenetic changes, on the other hand, can happen within a short period of time. Powerful environmental conditions may leave an imprint on genetic material, which can lead to passage of new traits in a single generation through the epigenetic process. Such a process is known as DNA methylation, a biological process through which methyl groups are added to the DNA molecules.


Figure 3.1. Estimated pointwise coverage probability of $95 \%$ confidence intervals for heritability function $h^{2}(t)$. The horizontal solid dark green line represents the nominal 0.95 confidence level.

Table 3.3. Estimated simultaneous coverage probabilities (in $\%$ ) of $95 \%$ confidence intervals for mean function $f(t)$, random effects variance function $\psi(t, t)$, and heritability function $h^{2}(t)$. Settings (a) and (b) respectively represent with and without bias correction.

| Parameter | \# Families | $n$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| :---: | :---: | :---: | :---: | :---: |
| $f(t)$ | 25 | 100 | 88.8 | 89.0 |
|  | 50 | 200 | 93.0 | 93.8 |
|  | 75 | 300 | 90.5 | 90.5 |
| $\psi(t, t)$ | 25 | 100 | 88.5 | 90.3 |
|  | 50 | 200 | 91.3 | 92.5 |
|  | 75 | 300 | 89.5 | 90.8 |
| $h^{2}(t)$ | 25 | 100 | 88.8 | 90.5 |
|  | 50 | 200 | 92.8 | 94.0 |
|  | 75 | 300 | 90.0 | 91.3 |

In particular, DNA methylation, the cornerstone of epigenetic changes, has been widely studied to understand its role in many biological traits and cell development, including embryonic development, cell differentiation, genomic imprinting, X-chromosomal inactivation, and autoimmunity ${ }^{[66 \mid 72]}$. In recent years, its role in marking the biological clock has also been studied ${ }^{[7374}$, and it has been hypothesized that DNA methylation is heritable from generation to generation ${ }^{[75-81}$. There are several types of DNA methylation, with the most common (almost exclusively) one in humans being in the context of CG dinucleotides - also referred to as CpG or $5-\mathrm{mC}$ - where the cytosine (C) may be methylated. This is the context we consider here. To study methylation heritability, most of the existing methods estimate it separately at each CpG site ${ }^{[7782}$. However, it is known that methylation levels are correlated between sites that are separated by less than 1000 base pairs (bp) ${ }^{835}$, and there is evidence that methylation patterns in a genomic region have greater association with gene expression than individual CpG sites ${ }^{[86+90}$. As such, it would be more appropriate to understand the entire landscape of DNA methylation heritability by studying CpG regions and by taking correlation into consideration rather than studying individual sites. By doing so, one may begin to characterize DNA methylation heritability patterns within and across genomes.

As elaborated above, statistical methods for estimating heritability of quantitative traits based on mixed models are well developed. A number of approaches are available for modeling methylation data as well but they are primarily directed at identifying differentially methylated cytosines or differentially methylated regions ${ }^{899}$. For estimating methylation heritability, the most common approach is to treat the methylation level at each single site throughout the genome as a univariate trait and apply methods based on mixed models separately for each site $\begin{array}{r}60177180 \mid 8219798 \\ \text {. This site-wise approach is naive in that it completely }\end{array}$ ignores the correlation in the methylation levels of nearby sites, which are known to be highly
 within the region, it makes a suboptimal and potentially wasteful use of data. As a result, the
site-wise heritability estimates are likely to be inefficient and have high variability. This is a potentially serious problem as high variability may mask clear patterns that may be present in the true heritability profiles. These shortcomings of a site-wise approach are statistical in nature; however, its shortcoming of a biological nature poses a more serious concern. As articulated in a number of works $\sqrt{866} \sqrt[88]{8}$, the working unit of DNA methylation is perhaps a region rather than a site; therefore, it would be much more biologically meaningful to profile the heritability of CpG regions rather than individual CpG sites.

The shortcomings of a site-wise approach can be corrected by taking a region-wise approach that jointly models the entire methylation profile of a given CpG region. We can directly apply our model (3.14) to jointly model such data. This approach involves treating the observed methylation profiles of individuals as draws from a smooth random curve (function) that are measured discretely at the sites in the region. Thus, the data on an individual are treated as one observed curve rather than a sequence of observations. The curves for different individuals are dependent due to the relatedness of the individuals in the observed sample (which could be from known familial relationship or simply representing cryptic relatedness). Each individual methylation curve is decomposed into a fixed population mean function, a random genetic effect function, and a random error function representing the environmental effect. The population mean and random effect functions are specified nonparametrically through basis expansions. This way no a priori assumptions are made regarding their shapes and they are estimated from the data. The within-individual errors are allowed to be heteroscedastic and correlated by letting their autocovariance function depend on site.

One specific dataset we are trying to obtain is Framingham Heart Study (FHS) data for application to our proposed methodology. In this family data set, along with age and gender of participants, peripheral blood cell DNA methylation levels are also recorded on 48 sites belonging to the chr6:29894140-29895117 CpG island. The data consists of 2541 individuals, 2369 of whom are known to be related. A small number of subjects have missing values on a
number of methylation sites, but that posed no problem as our method can handle missing data.

### 3.5 Summary and future work

In this chapter, we present a functional mixed model for modeling and analysis of family data. The proposed model generalizes various quantitative trait models from statistical genetics for scalar, vector, and longitudinal responses to the case of functional response. The computations for fitting the model have only been implemented for the case when errors are uncorrelated and homoscedastic. Once fully implemented, the model can be used to estimate heritability of functional traits. Having family data allows separation of covariance structure due to random effects and errors, resolving the non-identifiability issue. This would also open door for incorporating nonparametric models for error covariance function, enhancing the flexibility of the methodology. Additional simulation studies are underway to get a more clear conclusion regarding performance of interval estimators of model parameter and parameter functions. Further work is needed in future to make this methodology viable. We specifically plan to explore the following in the near future:

- Implement computations for fitting the model (3.14) for assuming parametric models for error covariance structure, as in Chapter 2.
- Perform a comprehensive simulation study to evaluate properties of the estimators.
- Develop a cross-validation type method for selecting the number of basis functions.
- Illustrate the methodology by estimating methylation heritability from FHS data introduced in Section 3.4.
- Incorporate penalized estimation of mean function in the methodology.
- Extend the methodology to allow nonparametric models for error covariance, test it on real and simulated data, and compare it with alternative competing methods.
- Develop an R package to implement the methodology and make it publicly available.


## CHAPTER 4

## A SINGULAR MIXED MODEL

### 4.1 Introduction

As we have seen in previous chapters, classical mixed models provide a flexible framework for modeling and analysis of functional data. These models, however, assume that the error covariance matrix is nonsingular. Moreover, when the error covariance structure is modeled, we primarily restrict attention to simple parametric structures, such as those considered in Chapters 2 and 3. Even though this practice limits flexibility in modeling error covariance structures, one reason why it is common is that nonparametric structures (e.g., one obtained by a functional principal components analysis) generally make the error covariance matrix singular. This would imply constraints on the model, which would raise challenges for fitting and interpreting the model.

The issue of singular error covariance matrix has been studied in the context of linear models. The book of ${ }^{101}$ called SJ here for brevity - provides a nice, systematic summary of the literature on this topic. However, to our knowledge, this issue has not been taken up in the literature on mixed models. This chapter represents the first step in the development of such models, which we call singular mixed models. Note that singularity here refers to only the error covariance matrix as we continue to assume that the random effect covariance matrix is nonsingular. Upon reviewing some basic concepts and results from matrix algebra and singular linear models in Section 4.2 that are relevant for our development, we define singular mixed models in Section 4.3. A simple example is presented in Section 4.4 to illustrate the constraints imposed by singularity. Some preliminary ideas on how such models may be fit to data, assuming known error covariance matrix up to a scaling parameter, are presented in Section 4.5. Section 4.6 lists the next steps in the development that are planned for the near future.

### 4.2 Preliminaries

In this section, we review some basic concepts and results from matrix algebra and singular linear models that are relevant for our development. We use the following notation. For a matrix $\mathbf{A}$, let $\mathbf{A}^{\prime}$ be its transpose; $\mathcal{C}(\mathbf{A})$ be its column space; $\mathbf{P}_{\mathbf{A}}$ be the projection matrix for $\mathcal{C}(\mathbf{A})$; and $\mathbf{I}-\mathbf{P}_{\mathbf{A}}$ be the projection matrix for $\mathcal{C}(\mathbf{A})^{\perp}$. By projection matrix, we mean the orthogonal projection matrix. Further, $\mathbf{A}^{-}$is a generalized inverse of $\mathbf{A}$ and $\mathbf{A}^{+}$is its Moore-Penrose inverse. If $\mathbf{A}$ is square, $|\mathbf{A}|$ is its determinant. An identity matrix of order $n \times n$ is denoted as $\mathbf{I}_{n}$. It will be written as $\mathbf{I}$ if its dimension is clear from the context. Finally, $\mathcal{N}_{m}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ denotes a $m$-variate normal distribution with mean vector $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{\Sigma}$.

### 4.2.1 Some matrix algebra concepts and results

Definition 1. (SJ, p. 40) Any non-null $m \times n$ matrix of $\mathbf{A}$ of rank $r$ can be written as $\mathbf{A}=\mathbf{B C}$, where $\mathbf{B}$ is a $m \times r$ matrix of full column rank and $\mathbf{C}$ is a $r \times n$ matrix of full row rank. This is called rank factorization of $\mathbf{A}$.

Proposition 4.1. ${ }^{102}$ p. 72-73, 120-121 Consider a linear system $\mathbf{A x}=\mathbf{b}$, where $\mathbf{A}$ is a $m \times n$ coefficient matrix, $\mathbf{x}$ is a $n \times 1$ vector of unknowns, and $\mathbf{b}$ is a $m \times 1$ vector. Each of the following conditions is necessary and sufficient for the system to be consistent.
(a) $\mathbf{b} \in \mathcal{C}(\mathbf{A})$.
(b) $\mathcal{C}(\mathbf{A}: \mathbf{b})=\mathcal{C}(\mathbf{A})$.
(c) $\operatorname{rank}(\mathbf{A}: \mathbf{b})=\operatorname{rank}(\mathbf{A})$.
(d) $\mathbf{A} \mathbf{A}^{-} \mathbf{b}=\mathbf{b}$, or equivalently, $\left(\mathbf{I}-\mathbf{A A}^{-}\right) \mathbf{b}=\mathbf{0}$.

Proposition 4.2. (SJ, p. 38-43) Let $\mathbf{V}$ be a $n \times n$ symmetric, non-negative definite matrix of rank $r \leq n$. Suppose $\mathbf{V}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{\prime}$ is a spectral decomposition of $\mathbf{V}$, where $\boldsymbol{\Lambda}$ is a diagonal matrix with the eigenvalues of $\mathbf{V}$ in nonincreasing order as the diagonal elements and $\mathbf{P}$ is a $n \times n$ orthogonal matrix with columns as the corresponding orthonormal eigenvectors of $\mathbf{V}$. Let $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ be $n \times r$ and $n \times(n-r)$ matrices respectively containing the first $r$ and the last $n-r$ columns of $\mathbf{P}$. Also, let $\boldsymbol{\Lambda}_{1}$ be a diagonal matrix with the first $r$ eigenvalues of $\mathbf{V}$ (which are positive) as the diagonal elements.
(a) $\mathbf{V}=\mathbf{P}_{1} \Lambda_{1} \mathbf{P}_{1}^{\prime}$.
(b) $\mathbf{V}^{+}=\mathbf{P}_{1} \mathbf{\Lambda}_{1}^{-1} \mathbf{P}_{1}^{\prime}$.
(c) $\mathbf{V}=\mathbf{C C}^{\prime}$, where the $n \times r$ matrix $\mathbf{C}=\mathbf{P}_{1} \Lambda_{1}^{1 / 2}$ has $r$ orthogonal columns and full column rank, provides a rank factorization of $\mathbf{V}$. Moreover, $\left|\mathbf{C}^{\prime} \mathbf{C}\right|$ equals the product of $r$ positive eigenvalues of $\mathbf{V}$.
(d) $\mathbf{P}_{\mathbf{V}}=\mathbf{P}_{1} \mathbf{P}_{1}^{\prime}$, providing a rank factorization of $\mathbf{P}_{\mathbf{V}}$.
(e) $\mathbf{I}-\mathbf{P}_{\mathbf{V}}=\mathbf{P}_{2} \mathbf{P}_{2}^{\prime}$, providing a rank factorization of $\mathbf{I}-\mathbf{P}_{\mathbf{V}}$.

### 4.2.2 Some distribution theory

Proposition 4.3. (SJ, ch. 3) Suppose $\mathbf{Y}$ is a $n \times 1$ random vector with finite mean $\boldsymbol{\mu}$ and covariance matrix $\mathbf{V}$, which may be singular or nonsingular.
(a) $\mathbf{Y}-\boldsymbol{\mu} \in \mathcal{C}(\mathbf{V})$ with probability 1.
(b) $\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{Y}-\boldsymbol{\mu})=\mathbf{0}$ with probability 1 .
(c) Suppose $\mathbf{V}$ is singular of rank $r \leq n$. Let $\mathbf{A A}^{\prime}$ be a rank factorization of $\mathbf{I}-\mathbf{P}_{\mathbf{V}}$, i.e., $\mathbf{I}-\mathbf{P}_{\mathbf{v}}=\mathbf{A A}^{\prime}$, where $\mathbf{A}$ is a $n \times(n-r)$ matrix with full column rank. Then, $\mathbf{A}^{\prime}(\mathbf{Y}-\boldsymbol{\mu})=\mathbf{0}$ with probability 1.

When $\mathbf{V}$ is singular of rank $r$, the columns of $\mathbf{V}$ satisfy $n-r$ linearly independent constraints. This in turn implies a deterministic relationship that $n-r$ linear combinations of the random vector $\mathbf{Y}-\boldsymbol{\mu}$ are zero with probability 1. Part (c) above identifies such linear combinations and also gives the linear deterministic relationship as $\mathbf{A}^{\prime} \mathbf{Y}=\mathbf{A}^{\prime} \boldsymbol{\mu}$ with probability 1. Further, from Proposition 4.2, we may take $\mathbf{A}=\mathbf{P}_{2}$-a matrix whose columns are eigenvectors of $\mathbf{V}$ associated with its zero eigenvalues - in the above result.

Proposition 4.4. (SJ, p. 56) If $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ are two random vectors with finite mean and covariance matrices, $\mathcal{C}\left(\operatorname{cov}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)\right) \subseteq \mathcal{C}\left(\operatorname{var}\left(\mathbf{Y}_{1}\right)\right)$.

Next, we define a multivariate normal distribution that covers both singular and nonsingular covariance cases and present some characterizations and properties.

Definition 2. ${ }^{103}$ p. 436 A $n \times 1$ random vector $\mathbf{Y}$ with mean $\boldsymbol{\mu}$ and covariance matrix $\mathbf{V}$ follows a $\mathcal{N}_{n}(\boldsymbol{\mu}, \mathbf{V})$ distribution if $\mathbf{Y}$ is equal in distribution to $\mathbf{C Z}+\boldsymbol{\mu}$, where $\mathbf{C}$ is any $n \times r$ matrix so that $\mathbf{C C}$ is a rank factorization of $\mathbf{V}$, and $\mathbf{Z} \sim \mathcal{N}_{r}(\mathbf{0}, \mathbf{I})$.

The normal distribution is invariant to the choice of $\mathbf{C}$. An alternative equivalent definition is as follows:

Definition 3. ${ }^{103}$ p. 436 The random vector $\mathbf{Y}$ is multivariate normal if and only if $\mathbf{a}^{\prime} \mathbf{Y}$ is univariate normal for all $\mathbf{a}$. If $Y=\mu$ with probability one, we define $Y$ to be $\mathcal{N}_{1}(\mu, 0)$.

Proposition 4.5. (SJ, p. 58) Suppose $\mathbf{Y} \sim \mathcal{N}_{n}(\boldsymbol{\mu}, \mathbf{V})$, where $\mathbf{V}$ may be singular or nonsingular and has rank $r \leq n$. Let $\mathbf{V}^{-}$be a generalized inverse of $\mathbf{V}$ and $\mathbf{C C}^{\prime}$ be a rank factorization of $\mathbf{V}$. The probability density function of $\mathbf{Y}$ is

$$
f(\mathbf{y})= \begin{cases}(2 \pi)^{-n / 2}\left|\mathbf{C}^{\prime} \mathbf{C}\right|^{-1 / 2} \exp \left(-\frac{1}{2}(\mathbf{y}-\boldsymbol{\mu})^{\prime} \mathbf{V}^{-}(\mathbf{y}-\boldsymbol{\mu})\right), & \text { if }\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{y}-\boldsymbol{\mu})=\mathbf{0} \\ 0, & \text { otherwise }\end{cases}
$$

This density is invariant to the choice of $\mathbf{V}^{-}$and $\mathbf{C}$. Moreover, when $\mathbf{V}$ is nonsingular, $r=n,\left|\mathbf{C}^{\prime} \mathbf{C}\right|=|\mathbf{V}|, \mathbf{V}^{-}=\mathbf{V}^{-1}, \mathbf{P}_{\mathbf{V}}=\mathbf{I}$, and $\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{y}-\boldsymbol{\mu})=\mathbf{0}$ holds for all $\mathbf{y} \in \mathbb{R}^{n}$. When $\mathbf{V}$ is singular with rank $r$, the probability density function exists only in a $r$-dimensional subspace of $\mathbb{R}^{n}$.

Proposition 4.6. ${ }^{[103}$ p. 436-437 Let $\mathbf{Y} \sim \mathcal{N}_{n}(\boldsymbol{\mu}, \mathbf{V})$, where the distribution may be singular or nonsingular.
(a) The moment generating function of $\mathbf{Y}$ is

$$
M_{\mathbf{Y}}(\mathbf{t})=\exp \left(\mathbf{t}^{\prime} \boldsymbol{\mu}+\mathbf{t}^{\prime} \mathbf{V} \mathbf{t} / 2\right), \quad \mathbf{t} \in \mathbb{R}^{n}
$$

(b) If $\mathbf{A}$ is $m \times n$, then $\mathbf{A Y} \sim \mathcal{N}_{m}\left(\mathbf{A} \boldsymbol{\mu}, \mathbf{A V A}^{\prime}\right)$. The distribution is nonsingular if $\mathbf{V}$ is nonsingular and $\mathbf{A}$ has rank $m$.
(c) Any subset of a multivariate normal distribution is multivariate normal.
(d) If the covariance of any two vectors that contain disjoint subsets of $\mathbf{Y}$ is zero, then the two vectors are statistically independent.
(e) If $\operatorname{cov}(\mathbf{A Y}, \mathbf{B Y})=\mathbf{0}$, then $\mathbf{A Y}$ and $\mathbf{B Y}$ are statistically independent.
(f) Suppose $\mathbf{V}$ is nonsingular, and let

$$
\mathbf{Y}=\binom{\mathbf{Y}_{1}}{\mathbf{Y}_{2}}, \boldsymbol{\mu}=\binom{\boldsymbol{\mu}_{1}}{\boldsymbol{\mu}_{2}}, \mathbf{V}=\left(\begin{array}{ll}
\mathbf{V}_{11} & \mathbf{V}_{12} \\
\mathbf{V}_{21} & \mathbf{V}_{22}
\end{array}\right)
$$

where $\mathbf{Y}_{i}$ and $\boldsymbol{\mu}_{i}$ are $n_{i} \times 1, \mathbf{V}_{i i}$ is $n_{i} \times n_{i}(i=1,2)$, and $n_{1}+n_{2}=n$. We then have the following conditional distribution:

$$
\mathbf{Y}_{2} \mid \mathbf{Y}_{1} \sim \mathcal{N}_{n_{2}}\left(\boldsymbol{\mu}_{2.1}, \mathbf{V}_{22.1}\right)
$$

where $\boldsymbol{\mu}_{2.1}=\boldsymbol{\mu}_{2}+\mathbf{V}_{21} \mathbf{V}_{11}^{-1}\left(\mathbf{Y}_{1}-\boldsymbol{\mu}_{1}\right)$ and $\mathbf{V}_{22.1}=\mathbf{V}_{22}-\mathbf{V}_{21} \mathbf{V}_{11}^{-1} \mathbf{V}_{12}$.
(g) The result (f) still holds if $\mathbf{V}$ is singular upon replacing $\mathbf{V}_{11}^{-1}$ with $\mathbf{V}_{11}^{-}$, any generalized inverse of $\mathbf{V}_{11}$.

### 4.2.3 Singular linear model

Our development in this section is primarily based on ${ }^{101}$. Consider a linear model $\mathbf{Y}=$ $\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\epsilon}$, where $\mathbf{Y}$ is a $n \times 1$ response vector; $\mathbf{X}$ is a $n \times p$ design matrix which may not have full column rank; $\boldsymbol{\beta}$ is a $p \times 1$ unknown coefficient vector; and $\boldsymbol{\epsilon}$ is a $n \times 1$ random error vector with $E(\boldsymbol{\epsilon})=\mathbf{0}$ and $\operatorname{var}(\boldsymbol{\epsilon})=\sigma^{2} \mathbf{R}$. Here $\mathbf{R}$ is assumed to be known. For $\mathbf{Y}$, it follows that $E(\mathbf{Y})=\mathbf{X} \boldsymbol{\beta}$ and $\operatorname{var}(\mathbf{Y})=\sigma^{2} \mathbf{R}$. In a standard linear model, $\mathbf{R}=\mathbf{I}$, whereas in a general linear model, $\mathbf{R}$ is nonsingular (full rank). However, in a singular linear model, $\mathbf{R}$ is singular (rank-deficient).

Singularity of $\mathbf{R}$ implies that certain linear combinations of the error vector are zero with probability 1. This in turn implies that certain linear combinations of response $\mathbf{Y}$ are constant with probability 1 . Thus, singularity of $\mathbf{R}$ implies a partly deterministic structure on $\mathbf{Y}$, which has to be taken into account while performing statistical inference. To be specific, the constraint on $\mathbf{Y}$ from Proposition 4.3 is: $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Y}=\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{X} \boldsymbol{\beta}$ with probability 1. When there exists a $\boldsymbol{\beta}$ such that this condition holds, the data are said to be consistent with the linear model. This consistency is related to consistency of a linear system considered in Proposition 4.1. Other equivalent forms of this consistency condition that do not explicitly require a $\boldsymbol{\beta}$ are given by the following result.

Proposition 4.7. (SJ, p. 246) For a singular linear model, the following conditions are equivalent.
(a) $\mathbf{Y} \in \mathcal{C}(\mathbf{X}: \mathbf{R})$ with probability 1.
(b) $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Y} \in \mathcal{C}\left(\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{X}\right)$ with probability 1.
(c) $\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right) \mathbf{Y} \in \mathcal{C}\left(\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right) \mathbf{R}\right)$ with probability 1.

If $\mathbf{R}$ is nonsingular, these conditions are automatically satisfied. However, this may not necessarily be the case if $\mathbf{R}$ is singular. If this happens, we say that the data are inconsistent
with the linear model. In practice, it is recommended to verify that one of these conditions is met before proceeding with inference.

Definition 4. (SJ, p. 250-251) A linear parametric function $\mathbf{p}^{\prime} \boldsymbol{\beta}$ is called estimable if there is a linear estimator $\mathbf{l}^{\prime} \mathbf{Y}$ of $\mathbf{p}^{\prime} \boldsymbol{\beta}$ such that $E\left(\mathbf{l}^{\prime} \mathbf{Y}\right)=\mathbf{p}^{\prime} \boldsymbol{\beta}$ for all $\boldsymbol{\beta}$ (not just those that are possible under the model). A linear parametric function is identifiable if and only if it is estimable.

Proposition 4.8. (SJ, p. 250) A necessary and sufficient condition for estimability of a linear parametric function $\mathbf{p}^{\prime} \boldsymbol{\beta}$ is $\mathbf{p} \in \mathcal{C}\left(\mathbf{X}^{\prime}\right)$.

Proposition 4.9. (SJ, p. 252) Consider the vector $\mathbf{L X} \boldsymbol{\beta}$ of linear parametric functions which are estimable under the model. Its best linear unbiased estimator (BLUE) is given by

$$
\widehat{\mathbf{L X} \boldsymbol{\beta}}=\mathbf{L}\left[\mathbf{I}-\mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\left\{\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right) \mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\right\}^{-}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\right] \mathbf{Y} .
$$

This BLUE is unique.

The BLUE does not depend on the choice of the generalized inverse. Substituting $\mathbf{L}=\mathbf{I}$ in this result gives the vector of fitted values as (SJ, p. 253)

$$
\begin{equation*}
\hat{\mathbf{Y}}=\left[\mathbf{I}-\mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\left\{\left(\mathbf{I}-\mathbf{P}_{\mathbf{x}}\right) \mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{x}}\right)\right\}^{-}\left(\mathbf{I}-\mathbf{P}_{\mathbf{x}}\right)\right] \mathbf{Y} . \tag{4.1}
\end{equation*}
$$

Further, since any estimable linear parametric function $\mathbf{A} \boldsymbol{\beta}$ can be written as $\mathbf{A X}^{-} \mathbf{X} \boldsymbol{\beta}$, it follows from Proposition 4.9 that its BLUE is $\widehat{\mathbf{A \beta}}=\mathbf{A X}^{-} \hat{\mathbf{Y}}$. This motivates the following as an estimator of $\boldsymbol{\beta}$ (SJ, p. 253):

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}=\mathbf{X}^{-} \hat{\mathbf{Y}} \tag{4.2}
\end{equation*}
$$

This estimator is not unique as it depends on the choice of $\mathbf{X}^{-}$. However, it is unique if $\mathbf{X}$ has full column rank, in which case it is the BLUE of $\boldsymbol{\beta}$. The vector $\mathbf{e}$ of residuals is $\mathbf{Y}-\hat{\mathbf{Y}}$, which from 4.1) can be written as

$$
\begin{equation*}
\mathbf{e}=\mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\left\{\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right) \mathbf{R}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right)\right\}^{-}\left(\mathbf{I}-\mathbf{P}_{\mathbf{X}}\right) \mathbf{Y} \tag{4.3}
\end{equation*}
$$

Finally, an estimator of $\sigma^{2}$ (SJ, p. 260) is

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{\mathbf{e}^{\prime} \mathbf{R}^{-} \mathbf{e}}{\rho(\mathbf{R}: \mathbf{X})-\rho(\mathbf{X})}, \tag{4.4}
\end{equation*}
$$

where $\rho(\mathbf{A})$ is rank of a matrix $\mathbf{A}$. The estimator $\hat{\sigma}^{2}$ does not depend on the choice of $\mathbf{R}^{-}$.

### 4.3 Singular mixed model

Consider a linear mixed model $\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}+\boldsymbol{\epsilon}$, where $\mathbf{Y}$ is a $m \times 1$ response vector; $\mathbf{X}$ is a $m \times p$ fixed effect design matrix; $\boldsymbol{\beta}$ is a $p \times 1$ vector of fixed coefficients; $\mathbf{Z}$ is a $m \times q$ random effect design matrix; $\mathbf{b}$ is a $q \times 1$ vector of random coefficients distributed as $\mathcal{N}_{q}(\mathbf{0}, \mathbf{G})$; and $\boldsymbol{\epsilon}$ is a $m \times 1$ random error vector with distributed as $\mathcal{N}_{m}\left(\mathbf{0}, \sigma^{2} \mathbf{R}\right)$, independently of $\mathbf{b}$. Here we assume that $\mathbf{G}$ is nonsingular and $\mathbf{R}$ may be singular. We will refer to this model as the singular mixed model. If $\mathbf{R}$ is nonsingular, the model reduces to the classical mixed model which has been considered in the previous chapters.

Let $\mathbf{V}=\operatorname{var}(\mathbf{Y})=\mathbf{Z G Z} \mathbf{Z}^{\prime}+\sigma^{2} \mathbf{R}$ denote the marginal covariance matrix of $\mathbf{Y}$. In a mixed model, $\mathbf{Z}$ generally does not have full row rank, making $\mathbf{Z G} \mathbf{Z}^{\prime}$ rank-deficient. If, in addition, $\mathbf{R}$ is singular, it may make $\mathbf{V}$ singular. The next result provides an analog of the distributional results for the nonsingular case.

Proposition 4.10. For a singular mixed model, we have the following distributions:
(a)

$$
\binom{\mathbf{Y}}{\mathbf{b}} \sim \mathcal{N}_{m+q}\left(\binom{\mathbf{X} \boldsymbol{\beta}}{\mathbf{0}},\left(\begin{array}{cc}
\mathbf{V} & \mathbf{Z G} \\
\mathbf{G} \mathbf{Z}^{\prime} & \mathbf{G}
\end{array}\right)\right)
$$

(b) $\mathbf{Y} \sim \mathcal{N}_{m}(\mathbf{X} \boldsymbol{\beta}, \mathbf{V})$. Its probability density function $f(\mathbf{y})$ is given as

$$
\begin{cases}(2 \pi)^{-r / 2}\left|\mathbf{C}^{\prime} \mathbf{C}\right|^{-1 / 2} \exp \left(-\frac{1}{2}(\mathbf{y}-\mathbf{X} \boldsymbol{\beta})^{\prime} \mathbf{V}^{-}(\mathbf{y}-\mathbf{X} \boldsymbol{\beta})\right), & \text { if }\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0} \\ 0, & \text { otherwise }\end{cases}
$$

where $r$ is the rank of $\mathbf{V}$ and $\mathbf{C C}^{\prime}$ is a rank factorization of $\mathbf{V}$.
(c) $\mathbf{b} \mid \mathbf{Y} \sim \mathcal{N}_{q}(E(\mathbf{b} \mid \mathbf{Y}), \operatorname{var}(\mathbf{b} \mid \mathbf{Y}))$, where

$$
E(\mathbf{b} \mid \mathbf{Y})=\mathbf{G Z}^{\prime} \mathbf{V}^{-}(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}), \operatorname{var}(\mathbf{b} \mid \mathbf{Y})=\mathbf{G}-\mathbf{G} \mathbf{Z}^{\prime} \mathbf{V}^{-} \mathbf{Z} \mathbf{G}
$$

Proof. Let $\mathbf{t}_{1} \in \mathbb{R}^{m}, \mathbf{t}_{2} \in \mathbb{R}^{q}$ and $\mathbf{t}^{\prime}=\left(\mathbf{t}_{1}^{\prime}, \mathbf{t}_{2}^{\prime}\right)$. The moment generating function of $(\mathbf{Y}, \mathbf{b})$ can be written as

$$
M(\mathbf{t})=E\left\{\exp \left(\mathbf{t}_{1}^{\prime} \mathbf{Y}+\mathbf{t}_{2}^{\prime} \mathbf{b}\right)\right\}=\exp \left(\mathbf{t}_{1}^{\prime} \mathbf{X} \boldsymbol{\beta}\right) E\left\{\exp \left(\mathbf{t}_{1}^{\prime} \boldsymbol{\epsilon}\right)\right\} E\left\{\exp \left(\left(\mathbf{Z}^{\prime} \mathbf{t}_{1}+\mathbf{t}_{2}\right)^{\prime} \mathbf{b}\right)\right\}
$$

where the last equality follows from independence of $\boldsymbol{\epsilon}$ and $\mathbf{b}$. Upon substituting the moment generating functions of $\boldsymbol{\epsilon}$ and $\mathbf{b}$ from part (a) of Proposition 4.6 and simplifying, we get

$$
M(\mathbf{t})=\exp \left\{\mathbf{t}_{1}^{\prime} \mathbf{X} \boldsymbol{\beta}+\frac{1}{2}\left(\mathbf{t}_{1}^{\prime} \mathbf{V} \mathbf{t}_{1}+\mathbf{t}_{1}^{\prime} \mathbf{Z} \mathbf{G} \mathbf{t}_{2}+\mathbf{t}_{2}^{\prime} \mathbf{G} \mathbf{Z}^{\prime} \mathbf{t}_{1}+\mathbf{t}_{2}^{\prime} \mathbf{G} \mathbf{t}_{2}\right)\right\} .
$$

Now (a) follows by noting that $M(\mathbf{t})$ is the moment generating function of the multivariate distribution given in the result. The first part of (b) follows from (a) upon applying part (c) of Proposition 4.6. The density follows from Proposition 4.5. The result in (c) also follows from (a) upon applying part (g) of Proposition 4.6.

As in Section 4.2.3, singularity of $\mathbf{R}$ implies a partly deterministic structure on the error $\boldsymbol{\epsilon}$, which in turn implies deterministic structures on ( $\mathbf{Y}, \mathbf{b}$ ) within the context of their joint distribution and on $\mathbf{Y}$ within the context of its marginal distribution. The next result provides these constraints.

Proposition 4.11. For a singular mixed model, the following conditions are equivalent.
(a) $\mathbf{R}$ is singular.
(b) $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}-\mathbf{Z b})=\mathbf{0}$ with probability 1 with respect to $(\mathbf{Y}, \mathbf{b})$.
(c) $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{V} \mathbf{V}^{-}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0}$ with probability 1 with respect to $\mathbf{Y}$.

Proof. Suppose $\mathbf{R}$ is singular. From Proposition 4.3, this means $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \boldsymbol{\epsilon}=\mathbf{0}$ with probability 1. The result in (b) follows since $\boldsymbol{\epsilon}=\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}-\mathbf{Z b}$. To get (c) from (b), fix any $\mathbf{Y}$. Then, given this $\mathbf{Y}$, the conditional probability

$$
P_{\mathbf{b} \mid \mathbf{Y}}\left(\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z} \mathbf{b}=\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}) \mid \mathbf{Y}\right)=1
$$

implying that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z b}$ equals the constant $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})$ with probability 1 with respect to $\mathbf{b} \mid \mathbf{Y}$. If a random quantity is constant with probability one, the constant must be its expectation. Thus, for the given $\mathbf{Y}$, we have

$$
\begin{equation*}
\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z} E(\mathbf{b} \mid \mathbf{Y})=\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{V} \mathbf{V}^{-}(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}) \tag{4.5}
\end{equation*}
$$

where the last equality follows from substituting the expression for $E(\mathbf{b} \mid \mathbf{Y})$ from Proposition 4.10 and using $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{P}_{\mathbf{R}}=\mathbf{0}$. This gives (c) since the fixed $\mathbf{Y}$ is arbitrary.

Next, we need to get (a) from (c). Suppose (c) holds. Then, reversing the arguments, we have from (4.5) that for any fixed $\mathbf{Y}, E\left(\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z b} \mid \mathbf{Y}\right)=\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})$. Further, using the expression for $\operatorname{var}(\mathbf{b} \mid \mathbf{Y})$ from Proposition 4.10 and applying the facts that $\mathbf{V V}^{-} \mathbf{V}=\mathbf{V}$ and $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{P}_{\mathbf{R}}=\mathbf{0}$, it can be seen that $\operatorname{var}\left(\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z b} \mid \mathbf{Y}\right)=\mathbf{0}$. Thus, it follows that, for any fixed $\mathbf{Y},\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Z b}$ equals the constant $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})$ with probability 1 with respect to $\mathbf{b} \mid \mathbf{Y}$, i.e., 4.5) holds. Since $\mathbf{Y}$ is arbitrary, this implies (b), which in turn implies that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \boldsymbol{\epsilon}=\mathbf{0}$ with probability 1 with respect to $\boldsymbol{\epsilon}$, giving (a).

When $\mathbf{R}$ is singular, it implies the constraint $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \boldsymbol{\epsilon}=\mathbf{0}$ on the marginal distribution of $\boldsymbol{\epsilon}$. The results (b) and (c) above imply the corresponding constraints on the joint distribution of $(\mathbf{Y}, \mathbf{b})$ and the marginal distribution of $\mathbf{Y}$. Thus, from this result, $\mathbf{R}$ is singular if and only if $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{V} \mathbf{V}^{-}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0}$ with probability 1 with respect to $\mathbf{Y}$. If here we use the Moore-Penrose inverse $\mathbf{V}^{+}$in place of a generalized inverse $\mathbf{V}^{-}$, then $\mathbf{P}_{\mathbf{V}}=\mathbf{V} \mathbf{V}^{+}$. Upon applying Proposition 4.12 below, the constraint becomes

$$
\begin{equation*}
\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0} \text { with probability } 1 \text { with respect to } \mathbf{Y} \tag{4.6}
\end{equation*}
$$

which is same as the condition needed in Proposition 4.10 for the probability density function of $\mathbf{Y}$ to be non-zero. This is same as saying $\mathbf{Y} \in \mathcal{C}(\mathbf{X}: \mathbf{V})$ with probability 1 , which is the condition needed for consistency of data with the model (see also Proposition 4.7).

Proposition 4.12. Under the singular mixed model, $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)=\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)$.
Proof. Under the model, we have $\operatorname{cov}(\mathbf{Y}, \boldsymbol{\epsilon})=\sigma^{2} \mathbf{R}$. From Proposition 4.4, this implies $\mathcal{C}(\mathbf{R}) \subseteq \mathcal{C}(\mathbf{V})$. Next, take any any $\mathbf{x} \in \mathcal{C}(\mathbf{V})^{\perp}=\mathcal{C}\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)$. Since this $\mathbf{x}$ is also orthogonal to $\mathcal{C}(\mathbf{R})$, we have $\mathbf{P}_{\mathbf{R}} \mathbf{x}=\mathbf{0}$. Thus, it follows that $\mathbf{P}_{\mathbf{R}}\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)=\mathbf{0}$, which implies the result.

For the example in Section 4.4, we also have $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{V V}^{-}\right)=\mathbf{I}-\mathbf{P}_{\mathbf{V}}$, although it is not clear if this holds in general for any generalized inverse $\mathbf{V}^{-}$.

### 4.4 A simple illustration

For illustration of constraints imposed by singularity of $\mathbf{R}$, consider a simple example with $m=4$. Take $\sigma^{2}=1$ and

$$
\mathbf{R}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The rank of $\mathbf{R}$ is 2 . The singularity of $\mathbf{R}$ implies that $\epsilon_{1}$ and $\epsilon_{2}$ have correlation 1 and $\operatorname{var}\left(\epsilon_{4}\right)=0$. Since the errors have mean zero, this constraint becomes $\epsilon_{1}=\epsilon_{2}$ and $\epsilon_{4}=0$. It can be seen that

$$
\mathbf{I}-\mathbf{P}_{\mathbf{R}}=\frac{1}{2}\left(\begin{array}{cccc}
1 & -1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \boldsymbol{\epsilon}=\frac{1}{2}\left(\begin{array}{c}
\epsilon_{1}-\epsilon_{2} \\
-\epsilon_{2}+\epsilon_{1} \\
0 \\
\epsilon_{4}
\end{array}\right) .
$$

Thus, the constraint on errors from Proposition 4.3 that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \boldsymbol{\epsilon}=\mathbf{0}$ becomes $\epsilon_{1}=\epsilon_{2}$ and $\epsilon_{4}=0$. This is identical to what we get above from a direct examination of $\mathbf{R}$. Next, take

$$
\mathbf{X}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 0 \\
1 & 0
\end{array}\right), \mathbf{Z}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)
$$

yielding
$\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}=\left(\begin{array}{c}\beta_{1}+b_{1} \\ \beta_{2}+b_{1} \\ \beta_{1}+b_{2} \\ \beta_{1}+b_{2}\end{array}\right),\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right) \mathbf{Y}=\frac{1}{2}\left(\begin{array}{c}Y_{1}-Y_{2} \\ -Y_{2}+Y_{1} \\ 0 \\ Y_{4}\end{array}\right),\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b})=\frac{1}{2}\left(\begin{array}{c}\beta_{1}-\beta_{2} \\ -\beta_{2}+\beta_{1} \\ 0 \\ \beta_{1}+b_{2}\end{array}\right)$.
Therefore, the constraint on $(\mathbf{Y}, \mathbf{b})$ from Proposition 4.11 that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta}-\mathbf{Z b})=\mathbf{0}$ becomes $Y_{1}-Y_{2}=\beta_{1}-\beta_{2}$ and $Y_{4}=\beta_{1}+b_{2}$. We may also get this constraint by directly substituting $\epsilon_{1}=\epsilon_{2}$ and $\epsilon_{4}=0$ in the model equation $\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z b}+\boldsymbol{\epsilon}$.

Next, to get the constraint on the marginal distribution of $\mathbf{Y}$, take $\mathbf{G}=\mathbf{I}$, leading to

$$
\mathbf{V}=\left(\begin{array}{llll}
2 & 2 & 0 & 0 \\
2 & 2 & 0 & 0 \\
0 & 0 & 2 & 1 \\
0 & 0 & 1 & 1
\end{array}\right), \mathbf{I}-\mathbf{P}_{\mathbf{V}}=\frac{1}{2}\left(\begin{array}{cccc}
1 & -1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

and

$$
\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\frac{1}{2}\left(\begin{array}{c}
\left(Y_{1}-\beta_{1}\right)-\left(Y_{2}-\beta_{2}\right) \\
-\left(Y_{1}-\beta_{1}\right)+\left(Y_{2}-\beta_{2}\right) \\
0 \\
0
\end{array}\right)
$$

The rank of $\mathbf{V}$ is 3 , one more than that of $\mathbf{R}$, and it is rank deficient by one. The rank deficiency corresponds to a correlation of one between $Y_{1}$ and $Y_{2}$. We get the same constraint from (4.6) as $\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0}$ becomes $Y_{1}=Y_{2}+\left(\beta_{1}-\beta_{2}\right)$. Further, by taking

$$
\mathbf{V}^{-}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0.5 & 0 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & -1 & 2
\end{array}\right)
$$

as a generalized inverse of $\mathbf{V}$, we see that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{V} \mathbf{V}^{-}\right)=\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)$. Therefore, the constraint from Proposition 4.11 that $\left(\mathbf{I}-\mathbf{P}_{\mathbf{R}}\right)\left(\mathbf{I}-\mathbf{V V}^{-}\right)(\mathbf{Y}-\mathbf{X} \boldsymbol{\beta})=\mathbf{0}$ is also $Y_{1}=$ $Y_{2}+\left(\beta_{1}-\beta_{2}\right)$. It may be noted that $\mathbf{P}_{\mathbf{R}}\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)=\mathbf{0}$ as given by Proposition 4.12 holds here but $\mathbf{P}_{\mathbf{R}}\left(\mathbf{I}-\mathbf{V} \mathbf{V}^{-}\right) \neq \mathbf{0}$.

### 4.5 Fitting a singular mixed model

Suppose there are $n$ subjects in the data and subject $i$ provides a $m \times 1$ response vector $\mathbf{Y}_{i}, i=1, \ldots, n$. We assume that each of these response vectors follows the singular mixed model from Section 4.3 and the responses from different subjects are independent. Thus, the model for all the data together is

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \mathbf{b}_{i}+\boldsymbol{\epsilon}_{i}, \mathbf{b}_{i} \sim \mathcal{N}_{q}(\mathbf{0}, \mathbf{G}), \boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{m}\left(\mathbf{0}, \sigma^{2} \mathbf{R}\right) \tag{4.7}
\end{equation*}
$$

where $\mathbf{b}_{i}$ and $\boldsymbol{\epsilon}_{i}$ are independent for $i=1, \ldots, n$ and the two vectors are also mutually independent. Although by not letting $\mathbf{X}$ and $\mathbf{Z}$ matrices depend on $i$, we are assuming a balanced design for data, but this assumption can be relaxed. Further, as in singular linear models, we assume that $\mathbf{R}$ is known. Thus, the unknowns in this model are $\boldsymbol{\beta}, \mathbf{G}$, and $\sigma^{2}$.

The singularity of $\mathbf{R}$ imposes the constraint (4.6) for each $i$, i.e.,

$$
\left(\mathbf{I}-\mathbf{P}_{\mathbf{V}}\right)\left(\mathbf{Y}_{i}-\mathbf{X} \boldsymbol{\beta}\right)=\mathbf{0} \text { with probability } 1 \text { with respect to } \mathbf{Y}_{i}, i=1, \ldots, n
$$

Thus, altogether there are $n$ constraints related to singularity. Assuming that all the response vectors are individually consistent with the model, i.e., $\mathbf{Y}_{i} \in \mathcal{C}(\mathbf{X}: \mathbf{V})$ with probability 1 for $i=1, \ldots, n$, fitting this model involves finding a common $\boldsymbol{\beta}$ that satisfies all the constraints. But such a $\boldsymbol{\beta}$ usually does not exist, limiting the practical utility of the model. However, we can make progress by taking an approximate, two-step approach.

To describe the first step, let $\mathbf{C}=(\mathbf{X}: \mathbf{Z})$ be the combined $m \times(p+q)$ design matrix and $\boldsymbol{\beta}_{i}=\left(\boldsymbol{\beta}: \mathbf{b}_{i}\right)^{T}$. The model for subject $i$ becomes $\mathbf{Y}_{i}=\mathbf{C} \boldsymbol{\beta}_{i}+\boldsymbol{\epsilon}_{i}, \boldsymbol{\epsilon} \sim \mathcal{N}_{m}\left(\mathbf{0}, \sigma^{2} \mathbf{R}\right)$, which is treated as a singular linear model from Section 4.2 .3 with $\mathbf{X}=\mathbf{C}$. Assuming individual consistency between $\mathbf{Y}_{i}$ and the model, we fit this model separately for each subject. This yields estimates $\hat{\boldsymbol{\beta}}_{i}$ for $\boldsymbol{\beta}_{i}$ and $\hat{\sigma}_{i}^{2}$ for $\sigma^{2}$ and the fitted response vector as $\hat{\mathbf{Y}}_{i}$ using (4.2), (4.4), and (4.1), respectively. To get a common estimate $\hat{\sigma}^{2}$ of $\sigma^{2}$, we can simply pool the individual estimates in the usual manner.

In the second step, we separate the common fixed effect from the random subject effects. For this, we take $\hat{\mathbf{Y}}_{i}, i=1, \ldots, n$ obtained in the first step as the observations and perform a functional principal components analysis ${ }^{[455}$. This eventually amounts to fitting a mixed effects model $\hat{\mathbf{Y}}_{i} \approx \mathbf{X} \boldsymbol{\beta}+\mathbf{Z}^{*} \mathbf{b}_{i}^{*}+\boldsymbol{\delta}_{i}$, where $\mathbf{Z}^{*}$ is a new $m \times K$ design matrix obtained via eigenanalysis, with $K$ as the number of functional principal components selected; $\mathbf{b}_{i}^{*}$ is the associated $K \times 1$ random coefficient vector with mean zero and diagonal variance matrix $\mathbf{G}^{*}$; and $\boldsymbol{\delta}_{i}$ is the error term. It yields the estimates $\hat{\boldsymbol{\beta}}, \hat{\mathbf{G}}^{*}$, and $\hat{\mathbf{b}}_{i}^{*}$ of $\boldsymbol{\beta}, \mathbf{G}^{*}$, and $\mathbf{b}_{i}^{*}$, respectively, and the error $\boldsymbol{\delta}_{i}$ is ignored. Thus, the final fitted model on which all subsequent inference is based is

$$
\mathbf{Y}_{i}=\mathbf{X} \hat{\boldsymbol{\beta}}+\mathbf{Z}^{*} \mathbf{b}_{i}^{*}+\boldsymbol{\epsilon}_{i}, \quad \mathbf{b}_{i}^{*} \sim \mathcal{N}_{K}\left(\mathbf{0}, \hat{\mathbf{G}}^{*}\right), \quad \boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{m}\left(\mathbf{0}, \hat{\sigma}^{2} \mathbf{R}\right) .
$$

Under this model, $\hat{\boldsymbol{V}}^{*}=\mathbf{Z}^{*} \hat{\mathbf{G}}^{*} \mathbf{Z}^{* \prime}+\hat{\sigma}^{2} \mathbf{R}$. However, due to the approximation resulting from selecting a presumably small number of principal components and ignoring $\boldsymbol{\delta}_{i}$, ( $\mathbf{I}-$ $\left.\mathbf{P}_{\hat{\mathbf{V}}^{*}}\right)\left(\mathbf{Y}_{i}-\mathbf{X} \hat{\boldsymbol{\beta}}\right)$ may not be equal to $\mathbf{0}$.

### 4.6 Summary and future work

As mentioned in Section 4.1, our development in this chapter for singular mixed models amounts to a first step. Further research is needed to make the methodology viable. We specifically plan to explore the following in the near future:

- Implement the fitting method described in Section 4.5 for known $\mathbf{R}$ and test it on real and simulated data.
- Extend the methodology to allow for dependent subjects from family data (as in Chapter 3) for known $\mathbf{R}$ and test it on real and simulated data.
- Having family data as in Chapter 3 would allow us to separate covariance structure due to random effects and error covariance structure without any parametric assumption for the latter. We can then allow $\mathbf{R}$ to be unknown and estimate it using, e.g., low-rank smoothing or functional principal components analysis, within an iterative framework. Implement this methodology, test it on real and simulated data, and compare it with alternative competing methods.
- Develop an R package to implement the methodology and make it publicly available.
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