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Breast cancer is the second leading cause of mortality among women and affects more women 

than any other type of cancer. Around 43,600 women in the U.S. died in 2021 from breast cancer. 

Clinical studies have demonstrated that an early neoadjuvant response is a better predictor of the 

patient’s recurrence-free survival than pathological complete response. Therefore, mammography, 

ultrasound (US), and magnetic resonance imaging (MRI) have been widely used to determine 

tumor response by tracking changes in tumor size using guidelines provided by the Response 

Evaluation Criteria in Solid Tumors (RECIST). However, measurable changes in tumor size may 

not be detectable until after multiple cycles of chemotherapy. In the interim, high cost and 

unnecessary patient toxicity may be incurred for therapy regimens. Further, intratumor 

heterogeneity poses a fundamental treatment challenge because different tumor subregions might 

have different drug sensitivities. This implies that some therapeutic strategies might not be 

effective against the whole tumor. Therefore, the use of noninvasive US for quantitative tissue 

characterization has become an exciting research prospect. Herein the challenge is to find hidden 

patterns in the US data to reveal more information about tissue function and pathology that cannot 

be seen in the conventional US images. Circumventing some of the limitations associated with 
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traditional tissue characterization approaches, a new modality has been proposed for the US 

classification of acoustic scatterers, such as cancer cells. Termed H-scan US imaging, this 

technique relies on matching a model that describes US image formation to the mathematics of a 

class of Gaussian-weighted Hermite polynomials. In short, it reveals the local frequency 

dependence of different sized scatterers in soft tissue. In this dissertation work we demonstrate: 

(1) application of a novel frequency-dependent attenuation correction technique improves H-scan 

US imaging sensitivity to subtle changes at tissue depth. (2) propose 3-D H-scan imaging 

technique to capture data from the entire tumor burden, visualization of any heterogenous tissue 

patterns, and fundamentally improve any tissue characterization strategy and treatment response 

determination and (3) propose volumetric H-scan US imaging to visualize breast cancer changes 

during response to drug treatment including apoptotic activity, which is a hallmark feature of 

effective anticancer therapy. 

Our overarching hypothesis is that volumetric H-scan US imaging can detect early response to 

chemotherapy in breast cancer tumors and provide vital prognostic data on treatment response and 

tumor progression. Consequently, this would provide a new and safe approach to exploring the 

tumor response to chemotherapy as early as possible and maximize effective therapy for an 

individual patient, reduce morbidity, and constrain escalating health care costs associated with 

overtreatment.
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CHAPTER 1 

INTRODUCTION 

1.1 Motivation 

Breast cancer is the most common type of malignant disease in women with the second highest 

mortality rate [1]. Over the last several decades, there has been a steady decline in cancer mortality 

due to improved screening and diagnosis. However, locally advanced breast cancer (LABC) 

remains a major clinical issue, and triple-negative breast cancer (TNBC) accounts for 15% of all 

LABC cases. TNBC is characterized by the insufficient expression of estrogen receptor (ER), 

progesterone receptor (PR), and human epidermal growth factor receptor 2 (HER2). Therefore, 

TNBC tends to grow and migrate fast and has less treatment options because of the lack of 

appropriate targets. More importantly, it has a higher recurrency rate compared to other types of 

breast cancer [2].  

Studies have proven that TNBC is very sensitive to neoadjuvant chemotherapy, which 

made it becomes a standard of care for breast cancer treatment [3]. Application of systemic therapy 

before surgery benefits patients with decreased tumor bulk and improved long-term survival rates. 

Clinical studies have further demonstrated that an early neoadjuvant response is a better predictor 

of the patient’s recurrence-free survival (RFS). However, TNBC is a dynamic disease, and the 

tumor becomes more heterogeneous during development [4]. Therefore, personalized medicine is 

becoming progressively important to maximize effective therapy for an individual patient [5]. 

Notwithstanding, the biggest challenge in monitoring neoadjuvant treatment is how to quantify 

response at an early stage of therapy accurately.   
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Early functional evaluation of treatments in oncology is of major importance. Clinical 

assessment, mammography, ultrasound (US), and magnetic resonance imaging (MRI) have been 

used to determine response. These methods of assessment involve tracking changes in tumor size 

which may not be detectable until after multiple cycles of chemotherapy. In the interim, significant 

cost and unnecessary patient toxicity may be incurred for therapy regimens that may not be 

effective. Moreover, although histology and other direct mechanical tests have been widely used 

in the characterization strategy. The use of ultrasonic systems for nondestructive visualization 

(NDV) of the tissue microstructure is increasingly important in the field of medical diagnostics for 

its noninvasive, relatively inexpensive and, most importantly, real-time [6]–[8]. Unfortunately, 

this imaging modality has good sensitivity but does not always provide comparable specificity, 

which means its ability to tissue characterization in the image is limited.   

Apoptosis is a unique type of programmed cell death that kills cells in a quick and orderly 

fashion. This process involves a carefully orchestrated sequence of intracellular events that 

systematically dismantle the cell. Previous studies have demonstrated that a wide range of 

anticancer drugs, including chemotherapeutic agents, induce apoptosis in malignant cells in vitro 

[7], [9], [10]. Characteristic apoptotic changes have also been described in solid tumors after 

treatment. The first observable change in a cancer cell undergoing apoptosis is cell shrinkage [11]. 

Drug resistance often prevents cancer cells from undergoing sufficient levels of apoptosis, 

resulting in cancer cell survival and treatment failure. It is important to note that the induction of 

apoptosis also plays a pivotal role in other non-surgical cancer treatment regimens such as 

irradiation and hormones. Therefore, detecting acute apoptotic response after drug dosing may 

introduce a new prognostic biomarker for evaluating early treatment response. 
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The use of noninvasive US for quantitative tissue characterization has been the focus of 

research efforts. Several promising US-based tissue characterization methods have been 

introduced, namely, backscatter classification, spectral feature extraction and tissue elasticity 

imaging. These techniques examine the frequency content of backscatter US signals to extract 

quantitative parameters that are directly linked to the tissue microstructure. Shear wave 

elastography (SWE) was developed to predict therapy efficiency in treatment by measuring 

stiffness [12]–[14]. However, the estimation of Young's modulus can be significantly affected by 

respiratory and cardiac motion, loss of SWE signal, etc. Quantitative ultrasound (QUS) is another 

promising technique that examines the frequency content of the radiofrequency (RF) backscatter 

US signals from tissues [15]–[18]. Pioneer studies demonstrated that parameters (i.e., spectral 

slope, spectral intercept, and mid-band fit) related to the power spectrum are directly linked to the 

tissue microstructure [19]. It has shown a significant difference in the backscatter amplitudes 

which are correlated with different tissue morphology [20]. One study [3] has theoretically 

demonstrated nuclear condensation can produce a significant change in the backscattered signal 

amplitude. Additionally, a similar study [21] used an ultrasound spectral analysis method [11] to 

analyze measured ultrasound signals from cell ensembles treated with chemotherapeutics and also 

from healthy cells. They found that US backscatter intensity and spectral slope increased because 

of treatment and that was interpreted as a consequence of the decrease in effective scatterer size, 

which is also confirmed by a follow-up in vivo study which has successfully demonstrated the 

change of acoustic signal is in fact caused by the condensing of nuclear during cell apoptosis [22]. 

The accuracy of the QUS method is highly dependent on reference signal measurements, which 

can limit the accuracy of statistical approaches since the spectrum of US pulse is not uniform 
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throughout the acoustic field. In part, QUS techniques are too computationally intensive for 

existing hardware and not robust enough for all clinical use [23], [24]. Another hallmark of cancer 

is that glucose metabolism in tumor cells is more active than in normal tissue, which made 

assessing early changes in tumor perfusion another essential way to perform tissue 

characterization. Dynamic contrast-enhanced ultrasound (DCE-US) imaging, therefore, is 

developed to evaluate the perfusion parameters after antiangiogenic treatment uses contrast agents. 

But the approval of microbubble contrast agents for certain applications is still pending [25], [26]. 

Bypassing some of the limitations associated with traditional tissue characterization 

approaches, a new modality has recently emerged for the US classification of acoustic scatterers. 

Termed H-scan US (where the ‘H’ stands for Hermite or hue), this imaging approach links the 

mathematics of Gaussian-weighted Hermite (GH) functions to the physics of scattering and 

reflection from different tissue structures within a standard convolutional model of US pulse-echo 

systems [27]–[33]. Specific integer orders, termed GHn, are related to the nth derivative of a 

Gaussian function. Matched filters employing specific orders of GHn functions are then used to 

quickly analyze the spectral content of US backscattered echo signals and to colorize the display. 

This provides visual discrimination between the major tissue scattering classes at high resolution. 

In general, lower frequency spectral content is generated from larger scattering structures, whereas 

higher frequency echo content is produced by a US wave interacting with small scatterers of the 

scale below the wavelength of the US transmit pulse (i.e., Rayleigh scatterers). In short, H-scan 

US estimates the relative size and spatial distribution of cellular structures and has shown promise 

in applications ranging from characterization of thyroid nodules [13], [28] to monitoring cancer 

response to treatment [34], [35]. 
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1.2 Background 

1.2.1 H-scan US Imaging Framework 

The backscattered US signal can be modeled as a convolution of an incident pulse with a sequence 

of tissue reflections [36]. In simplified one-dimensional (1D) derivations with an assumption of 

small spatial variations in density and compressibility, the received signal 𝑅(𝑥) can be related to 

the spatial derivative of the acoustic impedance, 𝑍 = 𝜌𝑐 , where 𝑥  is the direction of pulse 

propagation and 𝜌 and 𝑐 denote tissue density and compressibility, respectively. Therefore, it can 

be shown that:  

𝑅(𝑥) ≈ (
1

2𝑍
)

𝑑𝑍(𝑥)

𝑑𝑥
 (1) 

Here we consider three simple types of reflections in a 1D convolution model. First, a small step 

increase in acoustic impedance at position 𝑥0. An example of this would be the interface between 

venous blood and soft tissue. The reflection coefficient 𝑅1 at 𝑥0 will be proportional to the spatial 

derivative of the acoustic impedance at that location: 

𝑅𝐼(𝑥0) ≈
∆𝑍

2𝑍
𝛿(𝑥 − 𝑥0) (2) 

where 𝛿(∙) is the Dirac delta function and derivative of the unit step function. Next, we consider a 

thin material of higher acoustic impedance 𝛥𝑍, such as an arterial wall. In the limit, as the front 

and back walls are located closer together, the reflection function 𝑅𝑇 is: 

𝑅𝑇(𝑥0) ≈
∆𝑍

2𝑍
𝛿′(𝑥 − 𝑥0) (3) 
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where 𝛿′(∙) is the derivative of the Dirac delta function. Finally, in more general scattering theory, 

the Born approximation for a small (subwavelength) spherical scatterer has a leading term for 

backscattered pressure that is proportional to 𝜔2(𝛥𝑍𝑎3), where 𝜔 and 𝑎 are the signal frequency 

and scatterer radius, respectively. The 𝜔2 frequency weighting is an important analytical endpoint 

because by Fourier transform theorems, an 𝜔2 weighting corresponds to the second derivative of 

a function, equivalent to convolution with 𝛿′′(∙), the second derivative of the Dirac delta function. 

Given these three different results described in Figure 1.1, the next task is to identify US echoes 

 
Figure 1.1. Schematic for pulse-echo ultrasound (US) relations from (A) reflection from a 

boundary between two media with a small change in acoustic impedance, Z. The reflection 𝑅 is 

modeled as a delta function. (B) A thin layer of elevated acoustic impedance is modeled as a 

reflection related to the derivative of the delta function. (C) A small Rayleigh scatterer has a 

reflection with the leading term related to the second derivative. If the transmitted pulse is a 𝐺𝐻4 

function scaled by 𝐴0, then the three cases return a 𝐺𝐻4, 𝐺𝐻5, and a 𝐺𝐻6, respectively. The 

classification task is then simplified to identify these signal types.  
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by their relationship to the transmitted US pulse and its derivatives. A family of functions related 

to the Hermite polynomials is one solution. 

Successive differentiation of a Gaussian pulse generates the nth order Hermite polynomial. 

Here we use the notation 𝐺𝐻𝑛 to denote the Gaussian-weighted Hermite polynomial of order 𝑛 

and energy 𝐸𝑛. As illustrated in Figure 1.2, let us assume a pulse-echo US system with a round 

trip impulse response of 𝑅(𝑥) = 𝐴0𝐺𝐻4(𝑥), where 𝐴0 is a scaling factor, then from our model and 

for the echoes 𝑒 from the step, thin layer, and Rayleigh scatterer are: 

𝑒𝑙(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛(𝑡)(𝑡 − 𝑡𝑜) (6) 

𝑒𝑚(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛+1(𝑡)(𝑡 − 𝑡𝑜) (7) 

𝑒𝑠(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛+2(𝑡)(𝑡 − 𝑡𝑜) (8) 

respectively, where the derivative identities of the 𝐺𝐻n  functions are used. In the above 

formulation, the received echoes can be classified by similarity to either 𝐺𝐻4, 𝐺𝐻5, or 𝐺𝐻6. A 

matched filter approach would suggest a convolution of the received signal with scaled versions 

 

Figure 1.2. Comparison of a 2-way pulse-echo US pulse (center frequency of 6.25 MHz) and 4th 

order of Gaussian-weighted Hermite polynomial (𝐺𝐻4).  
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of 𝐺𝐻4, 𝐺𝐻5, or 𝐺𝐻6 to form three postprocessed US signals. An intuitive classification approach 

would simply display the relative strength of the convolution results as colors. However, the 

correlation between 𝐺𝐻4  and 𝐺𝐻5 , and similarly for 𝐺𝐻5  and 𝐺𝐻6 , are substantial due to the 

significant overlap of spectra. To address this issue, some minor adjustments are warranted. One 

approach is to use the standard envelope as intensity with two parallel convolution filters applied 

to measure the relative strength of the US echoes with respect to 𝐺𝐻4  and 𝐺𝐻6 . To further 

minimize spectral overlap, we put more emphasis on the extremes of the spectra by employing 

𝐺𝐻2 and 𝐺𝐻8, to capture the low and high-frequency information, respectively. Thereafter, the 

lower and higher frequency convolution filter outputs are each assigned a red (R) and blue (B) 

color, respectively, after envelope detection.  

1.2.2 Limitation of H-scan US Imaging Framework 

During H-scan US imaging, frequency-dependent attenuation can significantly diminish the image 

quality and its ability of tissue characterization when imaging deep tissue [37]. Several studies 

have been done to address the frequency-dependent attenuation. One study [38] proposed a 

comprehensive correction method to measure and eliminate the effect of attenuation based on the 

Fourier transform of the tissue motion. But they need robust wave generation with the acoustic 

radiation force beam and motion detection methods to track waves that could be affected by phase 

aberration and attenuation in the first case. Another study [16] reported favorable attenuation 

correction achievements by investigating and comparing the reference US pulse received from a 

hydrophone with the attenuated signal. But their approach needs a complicated signal analysis to 

control the gain. Although the proposed histogram equalization for image processing can be used 

as an alternative to attenuation compensation, the quantification of image intensity based on this 
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approach still needs to be validated [39]. While the techniques presented in the abovementioned 

three studies have shown improvements in attenuation correction, they were all developed based 

on traditional B-mode US images. As introduced previously, H-scan US imaging involves 

different ordered GH kernels to isolate echoes to classify and visualize major scattering classes, 

which complicates these attenuation correction techniques. 

Moreover, cancer is a heterogeneous group of tissues with different histological prognostic, 

and clinical aspects. This heterogeneity has been documented at both the spatial and temporal 

level. Thus, it poses a fundamental evaluation challenge because different tumor subregions might 

have different drug sensitivities. This implies that 2D H-scan US evaluation strategies might not 

represent the whole tumor.  

1.2.3 Research Objectives 

The overall objective of this work is to reduce the barrier to clinical application of H-scan with 

robust methods to classify the tissue scatterers responsible for the backscattered US signal 

generation and subsequently used for tissue imaging. The main paths to this objective are to 

develop a robust three-dimensional (3D) H- scan US imaging technique to capture data from the 

entire tumor burden. The availability of volumetric information allowed the introduction of 

innovative applications for tissue characterization, as well as for surgery by intraoperative 

visualization. Two-dimensional arrays for 3-D imaging systems are already available for research 

purposes [40]–[43], it can capture data from the entire tumor burden to produce a more robust 

tumor statistic. Moreover, 2-D arrays enable ultrafast imaging [44]–[47] by the transmission of a 

plane or diverging waves, which can also be combined to improve contrast and resolution. Hence, 

we hypothesize that 3D H-scan US imaging will capture data from the entire tumor burden, allow 
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visualization of any heterogenous tissue patterns, and fundamentally improve any tissue 

characterization strategy and treatment response determination, especially when data averaging is 

employed to produce a more robust tumor statistic.  

Specific Aim 1: Maximize image quality in volume space and then evaluate the sensitivity of 3-D 

H-scan US imaging technique. 

(a): Develop a detailed simulation program to investigate theoretical considerations 

supporting the novel H-scan US technology and help guide future 3-D H-scan US developments.  

(b): Develop a real-time 3D H-scan US imaging system equipped with a custom two-

dimensional (2D) 1024-element (32 x 32) matrix array transducer 

(c): Confirm the results of simulation with in vitro experiments in tissue-mimicking 

phantoms.  

Specific Aim 2: Improve the tissue characterization ability of the H-scan when imaging complex 

tissue at depth. 

(a): Implement a frequency-dependent attenuation correction technique to adjust GH 

kernels at depth based on K-means clustering algorithms.  

(b): Test the proposed technique with ex vivo tissue.  

Specific Aim 3: Implement new US excitation pulsing and machine learning algorithms to help 

improve H- scan US image quality and tissue classification. 

(a): Implement a real-time 3-D H-scan US imaging technique using a customized wobbler 

linear transducer.  

(b): Test the proposed technique with in vitro tissue-mimicking phantom embedded with 

different-sized scatterers.  
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(c): Implement a deep convolution neural network (CNN) to help improve the H- scan US 

scatterer size estimation ability. 

Specific Aim 4: Evaluate the 3-D H-scan US imaging for monitoring tumor response to 

neoadjuvant chemotherapy in a novel transgenic murine model of breast cancer.  

(a): Confirm the H-scan results with in vivo bioluminescent imaging findings.  

(b): Confirm the H-scan results with ex vivo histological findings.  

Chapters 2 – 5 address aims 1 – 4, respectively. In Chapter 2, we introduce herein an H-scan US 

imaging system equipped with a 32 × 32 element matrix array transducer and method for voxel-

level characterization of US scattering. The primary objective of this research was to maximize 

image quality in volume space and then evaluate the sensitivity of H-scan US imaging and compare 

findings to traditional B-scan US results. It was found that H-scan US was more sensitive to 

changes in scatterer size than traditional B-scan US imaging. In Chapter 3, a compensation strategy 

by using an adaptive K-means clustering algorithm is proposed in this paper to adjust GH 

polynomials based on RF signal spectra changes at different depth to improve the robustness and 

reliability of the H-scan US imaging method for tissue characterization across different organs in 

the lateral direction. 

We found that the proposed method can properly adjust the GH kernels to account for 

frequency-dependent attenuation, which leads to the formation of an H-scan US image with a more 

uniform brightness. This technique may eventually enable the imaging of complex tissue at depth 

to monitor the tumor response to therapy at an early stage. In Chapter 4, We investigate the 

feasibility of using 3D H-scan US volumes for tracking relative changes in scatterer size 

throughout the entire volume space.  A convolutional neural network (CNN) architecture based on 
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a modified Visual Geometry Group (VGG) regression model was introduced to map the H-scan 

US image to scatterer size and enable real-time tissue characterization. We demonstrate that the 

H-scan US image intensity was considerably impacted by variations in scatterer size but not 

concentration and use of a CNN architecture based on a modified VGG regression model allowed 

voxel-level mapping of H-scan US data to scatterer sizes. In Chapter 5, we detailed the initial use 

of in vivo 3-D H-scan ultrasound imaging for the assessment of early TNBC response to 

neoadjuvant therapy. The experimental results suggest that the proposed in vivo 3-D H-scan 

ultrasound imaging is a promising technique that allows visualization of the heterogeneous tumor 

microenvironment in a mouse model of TNBC. Validated by two independent in vivo studies and 

ex vivo histological measures. Nuclear size was shown to have a strong linear correlation with local 

H-scan ultrasound image intensity that also coincided with biomarkers of cancer cell death like 

apoptosis. 
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In this study, we detail 3-D H-scan US as a high-resolution imaging technology for voxel-level 

tissue characterization. Using a matrix array transducer, H-scan US imaging system was developed 

to comprehensively evaluate the relative size of US scattering aggregates in volume space. 

Experimental data was acquired using a programmable US scanner (Vantage 256, Verasonics Inc, 

Kirkland, WA) equipped with a 1024-element (32 × 32) matrix array transducer (Vermon Inc, 

Tours, France). US imaging was performed using a full array in transmission. Radiofrequency 

(RF) data sequences were collected using the sparse random aperture compounding technique with 

four mutually exclusive sparse apertures. Plane wave imaging at five angles was performed at a 

center frequency of 8 MHz. Scan conversion and attenuation correction were applied. To generate 

the 3-D H-scan US image, a mathematically designed convolution filter bank (N = 256) was used 

to process the RF data sequences and measure the fine grain shifts of the received signals. 

Preliminary studies were conducted using tissue-mimicking phantom materials embedded with 

different-sized spherical scatterers. Both simulated and experimental results indicate that the 

proposed volumetric H-scan US imaging method has low spatial variance when tested with 

homogeneous phantom materials and is more sensitive than B-mode US for differentiating US 

scatterers of varying size. Overall, this study helps demonstrate feasibility of evaluating tissue 

scatterer patterns in volume space using 3-D H-scan US imaging.  
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2.1 Introduction  

Cancer accounts for nearly 600,000 deaths every year [1]. Traditional chemotherapy is not 

effective for all patients due in part to tumor heterogeneity, which implicates that detection of any 

early tumor response (or lack thereof) is critically important. To have a better understanding of 

cancer treatment protocols and to improve development of more personalized medicines, 

monitoring the tissue microstructure is an evolving clinical procedure. Noninvasive medical 

imaging offers promising solutions. To that end, several ultrasound (US)-based techniques have 

been investigated for the purpose of soft tissue characterization and include attenuation and 

backscatter coefficient estimation [2], [3], tissue elastography [4]–[6], shear wave speed and 

attenuation quantification [7]–[9], and speckle pattern analysis [10]. Each of these techniques 

provide different insight into the underlying target tissue structures. To simplify tissue 

characterization in real-time, a novel high-resolution US-based modality has emerged. Termed H-

scan US (where the ‘H’ stands for Hermite or hue) imaging, this technique depicts the relative size 

of US scatterer aggregates [11]. Our previous studies have demonstrated that H-scan US imaging 

can distinguish subtle changes at the cellular level that are otherwise not visible in the traditional 

B-scan US images [12], [13], thereby adding new information to a diagnostic US examination.  

 It is widely understood that diseased tissues like cancerous lesions are heterogenous in 

composition. This disease heterogeneity has implications in pathogenesis, diagnosis, and 

therapeutic management [14]. This suggests that a 2-dimensional (2-D) cross-sectional tissue 

assessment may not sufficiently represent conditions throughout the entire diseased tissue burden. 

While magnetic resonance imaging (MRI)-based methods allow tissue characterization in volume 

space [15]–[17], there are some inherent safety issues. These include the effects of high magnetic 
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fields and radiofrequency (RF) pulses on the body and on implanted devices. Claustrophobia and 

hearing loss are additional risks of clinical MRI examinations. With the development of 3-D 

transducer technology, US imaging can now provide complementary tissue information in volume 

space with isotropic measures [18]. While the earlier mechanically-driven wobbler transducers are 

sufficient for US-based tissue characterization [19]–[21], device bulkiness and issues like position 

tracking introduce control errors that make it relatively difficult to record tilt angle of each imaging 

plane within the volume acquisition. Further, depending on the region-of-interest (ROI) and 

transducer sweep speed, US imaging using mechanically driven wobbler transducers is limited to 

volume rates on the low Hz scale.  

The recent development of programmable US systems equipped with matrix array 

transducers has created new opportunities for volumetric imaging with high spatiotemporal 

resolution [22]–[24]. For example, the use of plane or diverging waves with these transducer 

technologies allow acquisition of volume data at rates up to 20 kHz [25]. When coupled with 

advanced shear wave elastography techniques, the prospect of 3-D tissue characterization is 

becoming a reality [26]. To that end, we introduce herein a H-scan US imaging system equipped 

with a 32 × 32 element matrix array transducer and method for voxel-level characterization of US 

scattering. The primary objective of this research was to maximize image quality in volume space 

and then evaluate the sensitivity of H-scan US imaging and compare findings to traditional B-scan 

US results. To investigate theoretical considerations supporting this novel H-scan US technology, 

a detailed simulation program was also developed. The proposed simulation provides additional 

insight into the existing US technology and may help guide future 3-D H-scan US developments. 
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The feasibility of using US imaging for detecting relative changes in scatterer size was assessed 

using a series of phantom materials in simulation and experimentation.  

2.2 Materials and Methods  

2.2.1 Simulation Program 

A custom US simulation program was developed in MATLAB (MathWorks Inc, Natick, MA) 

using the Field II open-source toolkit [27]. A 1024-element (32 × 32 element) matrix array 

transducer was implemented to match the spatial configuration and layout as depicted in Figure 

2.1. The center frequency 𝑓0  was set to 8 MHz with an effective bandwidth 𝜎  of 60% and 

backscattered US signal sampling frequency of 32 MHz. The spatial impulse response was defined 

for the simulated transducer and elements were excited using a modified function during 

transmission to match experimental setting (detailed below). Briefly, the simulated backscattered 

US signal 𝑒(𝑡) was generated by convolving the US pulse-echo (i.e. one-way) response ℎ(𝑡) of 

the transducer with a medium consisting of randomly distributed US scatterers as follows [28]: 

𝑒(𝑡) = ℎ(𝑡) ∗ 𝑏(𝛼)𝑠(𝑡) (1) 

where * denotes convolution and the 𝑏(𝛼)𝑠(𝑡) product describes the local scattering function. To 

simulate the impact of different-sized US scatterers, the scattering function was further defined to 

have the following distribution [29]:  

 

𝑏(𝛼) =  
8𝑅𝑠

2𝑘4𝛼3𝑒
−𝑘2𝛼2

4

√𝜋
 (2) 

where 𝛼 denotes scatterer size (radius), 𝑅𝑠 = 𝑅𝑖√(𝑁𝛼3 + 𝑁2𝛼6), 𝑅𝑖 is the amplitude reflection 

coefficient, 𝑁 is the scatterer density, 𝑘 = 2𝜋𝑓0/c, and 𝑐 is the speed of sound. To match the 
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transmitted US signal generated by our experimental platform, the simulated one-way response 

was defined as [30]: 

 

ℎ(𝑡) =  
𝑒

−
𝑡2

2𝜎2

𝜎√(2𝜋)
(4𝑡2 − 1) (3) 

A pulse-echo US system with a round trip (transmit-receive) impulse response is then 

approximated as:  

 

ℎ(𝑡) ∗ 𝑏(𝛼)𝑠(𝑡) =  𝐴0𝑏(𝛼)
𝑒

−
𝑡2

2𝜎2

𝜎
𝐻𝑛(𝑡) ≈ 𝐴0𝑏(𝛼)𝐺𝐻𝑛(𝑡) 

(4) 

where 𝐴0 is an amplitude scaling constant. Note the nth-order Hermite function 𝐻𝑛(𝑡) was defined 

by Pierre-Simon Laplace [31] and successive differentiation of this polynomial yields the 

following: 

 

𝐻𝑛(𝑡) = (−1)𝑛𝑒𝑡2 𝑑𝑛

𝑑𝑡𝑛
𝐺(𝑡) 

(5) 

𝑛 = 0, 1, 2, … , −∞ < 𝑡 < ∞ 
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Figure 2.1. Layout of the 2-D sparse array (opti256) with red and black circles showing the selected 

elements. Random aperture compounding is performed by activating a sequence of four 256-

element mutually exclusive random apertures in reception. The pitch between consecutive 

elements in the x and y directions is 0.3 mm. The rows at 9, 18, and 27 were intentionally left 

blank during manufacturing and are not related to the density-tapered 2-D spiral method. 
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where 
𝑑𝑛

𝑑𝑡𝑛 𝐺(𝑡) is the nth order derivative for a Gaussian pulse, 𝐺(𝑡) = 𝑒−𝑡2
. A previous study has 

shown a pulse-echo US system with 𝑓0 = 8 MHz has a round trip impulse response that is very 

similar to a 4th-order Gaussian-weighted Hermite polynomial, 𝐺𝐻4(𝑡) [32].  

 In practice, different 𝐺𝐻𝑛 functions can be used to produce a bandpass filter bank to isolate 

frequency information of interest. In fact, if we assume that the 𝐺𝐻𝑛(𝑡) function resembles a 

 

Figure 2.2. Pseudo-random distribution of US scatterers was used to simulate a simulated 3-D 

acoustic phantom (A) object with a pseudo-random arrangement. A representative 2-D 

arrangement of scatterers (B) in the simulated phantom material. 
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general broadband US pulse and that a pulse-echo system has a round trip impulse response of 

𝐴0𝐺𝐻𝑛(𝑡), then the backscattered US signal can be approximated as: 

𝑒𝑙(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛(𝑡)(𝑡 − 𝑡𝑜) (6) 

𝑒𝑚(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛+1(𝑡)(𝑡 − 𝑡𝑜) (7) 

and 

𝑒𝑠(𝑡) = 𝐴0𝑍0𝐺𝐻𝑛+2(𝑡)(𝑡 − 𝑡𝑜) (8) 

for a relatively large, moderate, and small scatterer or incoherent aggregate of small scatterers, 

respectively. Under the assumption of small spatial variation, the constant 𝑍0 is a term related to 

the derivative of the acoustic impedance in the direction of the propagating US pulse [32]. For all 

simulations, material dimensions were fixed at a volume of 30 × 30 × 30 mm. Within that volume, 

2 x 105 scatterers were pseudo-randomly positioned to allow simulation of US images with speckle 

patterns [33]. An example 3-D phantom material embedded with a distribution of spherical 

scatterers is illustrated in Figure 2.2 

2.2.2 Sparse Synthetic Aperture Beamformer 

A 2-D matrix array transducer was implemented using the gridded layout as shown in Figure 2.1. 

Each element was set to be the same size in both the lateral and elevational dimensions. Before 

beamforming the raw RF data, sparse synthetic apodization was performed by adjusting the receive 

apodization functions to account for the missing transmit elements while maintaining spatial 

resolution [34]. Next, 3-D delay-and-sum beamforming was applied to the simulated RF data to 

form the final US image reconstructions. In this approach, the expected delay is calculated from 

transducer element position to each pixel location on the reconstruction grid. As illustrated in 

Figure 2.3, the value for each pixel in the reconstruction grid is obtained by summing the signal 
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traces for all elements at the time delay associated with that pixel location [35]. Given the signal 

emitted by an arbitrary transmit element at location (𝑋𝑡𝑥, 𝑌𝑡𝑥, 𝑍𝑡𝑥) is ℎ, and considering that the 

target function at a given point location is (𝑋𝑠, 𝑌𝑠, 𝑍𝑠) in the spatial domain, the beamformed RF 

data is obtained by the following expression [36]: 

𝑒𝑏𝑒𝑎𝑚𝑓𝑜𝑟𝑚𝑒𝑑(𝑟𝑥, 𝑡) = ∑ 𝑒(𝑡)ℎ(𝑡 − δ)

𝑠

 (9) 

where δ =
1

𝑐
[√𝑍𝑠

2 + (𝑋𝑠 − 𝑋𝑡𝑥)2 + (𝑌𝑠 − 𝑌𝑡𝑥)2 + √𝑍𝑠
2 + (𝑋𝑠 − 𝑋𝑟𝑥)2 + (𝑌𝑠 − 𝑌𝑟𝑥)2]  is the 

round-trip delay of the backscattered US signal.  

 

Figure 2.3. Array geometry used for processing the radio frequency US signal. By calculating 

the distance between the acoustic scatterer and the receive elements, the weighted delay-and-sum 

beamforming was performed across all depth to provide the beamformed RF data. 
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2.2.1 H-scan US Imaging 

Experimental studies were performed using a programmable US scanner (Vantage 256, Verasonics 

Inc, Kirkland, WA) equipped with a 1024-element (32 × 32) matrix array transducer (Vermon, 

Tours, France). Plane wave imaging was performed at a center frequency of 8 MHz. The 2-D 

matrix array was divided into 4 aperture segments as depicted in Figure 2.1. This configuration 

allows for direct volume scanning by electronically interrogating a ROI and acquisition of a 

pyramidal volume of US data. A 2-D array (termed complementary) was designed by activating 

all elements for transmission (1 Tx) and 4 sets of complementary sparse random apertures for 

reception (4 Rx) to reduce the collected data size and side lobes [37]. Thus, a total number of 

transmit and receive events (i.e., 1 Tx × 4 Rx) were generated to interrogate the entire volume. A 

map of the transmitting and receiving elements was stored as a matrix for simulation validation. 

Coherent spatial angular compounding was implemented by successively steering and summing 

overlapping plane wave transmissions using five equally spaced angles in the ± 20° range. In 

addition, different data acquisition methods were designed to study the robustness of 3-D H-scan 

US imaging and potential improvement in image quality: (1) synthetic, (2) sparse, (3) random, (4) 

sparse complimentary (sparseComp), and (5) sparse transmit (sparseTx) apodization. By switching 

sub-banks, synthetic apodization was performed using a full reception with 1024 active elements 

for the full array transmissions, whereas sparse apodization was performed by using the same 

optimally selected sparse random element map in both transmission and reception, respectively. 

Two different sets of sparse random element maps were used for transmitting and receiving during 

random apodization. Using sparse elements for transmitting and sparse random aperture 

compounding for receiving, the sparseComp imaging scheme was designed. Finally, sparseTx was 
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performed using 256-element sparse random aperture for transmit while using all 1024 elements 

for receiving.  

 H-scan US image processing was applied to each backscattered US signal [38]. Gaussian 

bandpass functions with 256 distinct center frequencies and bandwidth of 0.02 MHz were 

implemented in the 5.6 to 10.4 MHz range to measure the frequency content of the received signals 

[39]. The signal envelope for each of the filtered and compounded data sequences were then 

calculated by using the Hilbert transformation. Thereafter, the best matched filter index at each 

voxel location was selected by finding the maximum value among the 256 different convolution 

results to generate the H-scan US image. A colormap scheme is used to enhance visualization, 

whereby the relative strength of these filter outputs was color coded where the lower frequency 

signals were assigned redder values and the higher frequency components were bluer. In general, 

lower frequency content is generated from larger scattering structures while higher frequency 

backscattered US signal content is generated by an US wave interacting with small scatterers at a 

scale below the wavelength of the US transmit pulse (i.e., Rayleigh scatterers). 

2.2.2 Phantom Material Fabrication 

A series of tissue-mimicking phantom materials were prepared to contain spherical US scatterers 

of varying size. Each phantom contained a base mixture of 75 g of gelatin (300 Bloom, Sigma 

Aldrich, St. Louis, MO), spherical US scatterers with diameters in the range of (1) 27 to 45 μm, 

(2) 63 to 75 μm, or (3) 106 to 125 μm (CoSpheric LLC, Santa Barbara, CA) at a 0.5% 

concentration, and 1 L of degassed water. After heating to 65 °C to promote gelatin crosslinking, 

the solution was poured into a solid mold and allowed to cool in a refrigerator overnight. The final 

material size was 30 × 30 × 30 mm. All phantoms were US imaged at room temperature after 
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solidification. Note that a calculation of the true scatterer size distribution was performed from 

optical microscopy images of diluted samples.  

 

Figure 2.4. Schematic diagram highlighting the parallel processing strategy of 3-D volumetric 

H-scan US imaging. After local attenuation correction, a bandpass filter bank (N = 256) is applied 

to the US data for measuring relative strength of the received signals. Thereafter, an 8-bit color 

map is set for H-scan based on maximum matched filter output. Note that the color map is 

gradually shifting from red to blue as the filter index value changes from 1 to 256 (from low to 

high frequency). Array geometry used for processing the radio frequency US signal. By 

calculating the distance between the acoustic scatterer and the receive elements, the weighted 

delay-and-sum beamforming was performed across all depth to provide the beamformed RF data. 
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2.2.3 Acoustic Output Measurements 

The acoustic output of the US system was measured using a calibrated hydrophone setup (AIMS 

III, Onda Corp, Sunnyvale, CA). The system consists of a large degassed water tank and stepper 

motors to precisely control hydrophone movement as it spatially records the peak negative pressure 

parameter from a fixed transducer. Three orthogonal planes of data were collected to form the final 

3-D US beampattern.  

2.2.4 Statistical Analysis 

 

Figure 2.5. The simulated (top) and corresponding Hydrophone measured (bottom) 3-D US beam 

pattern from the same sparse array transmission and synthetic aperture are shown using plane 

wave propagation. Note that a self-defined pulse was simultaneously transmitted from 256 

elements of the 2-D array. All the images are normalized to their respective maximum. 
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For each experimental group, US image intensity was summarized as mean ± SD and spatial 

variance was measured throughout the entire volume space to evaluate the different US data 

acquisition approaches. The data deviation between each measurement was used to reflect 

robustness. To evaluate the impact of scatterer size on US image intensity, a one-way analysis of 

variance (ANOVA) test was performed. Any p-value less than 0.05 was considered statistically 

significant. All analyses were performed using Prism 9.0 (GraphPad Software, San Diego, CA).  

2.3 Results 

The hydrophone measured US beampattern obtained from the synthetic aperture (full flash) and 

256-element sparse array transmission with the corresponding simulation result is shown in Figure 

2.5. A customized system impulse with a center frequency of 8 MHz was used during the 

simulation to have a comparable resolution with the Vermon matrix array transducer. The 

comparison of simulated and experimental acoustic field also demonstrates that plane waves were 

successfully generated.  

Acoustic scatterers were imaged using the microscope system and a set of image processing 

algorithms were utilized to estimate the relative size of the acoustic scatterers. These scatterer sizes 

were then used in the phantom simulation for validation. Note that the scatterer used in both the 

simulation and experiment were similarly distributed over equivalent range. The segmentation 

approach for quantitative measurement of acoustic scatterer size was done using digitized 

microscope images. After thresholding the image to identify pixels associated with scatterer 

location, an active contour was used for complete segmentation of each scatterer. Next, 

morphological operations were used to improve boundary definition. The scatterer boundaries 

obtained by the proposed segmentation technique were computed throughout the image. The 
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processed scatterers are listed in numerical order based on the calculated diameter, and the 

summarized diameter distribution data are shown in Figure 2.6. To simplify the procedure, the 

scatterer size was assumed to be Rayleigh-distributed during the acoustic phantom simulation 

(curve-fitting correlation value, R2 > 0.95). 

 
Figure 2.6. Summary of the segmentation approach for quantitative measurement of acoustic 

scatterer size from the digitized microscope images (RGB color format) of different sized 

scatterers (column 1) from relatively small (top), moderate (middle), to large (bottom). After 

thresholding the image to identify pixels associated with the scatterer location, an active contour 

used for complete segmentation of each nucleus and area measurement (column 2). Next, 

morphological operations are used to improve the boundary definition (right column). Note that 

scatterers partially located outside of the image were not considered. Statistical analysis of the 

size estimation of different scatterers was performed thereafter. The estimated sizes of the 

scatterers were 42.6 (±2.6), 70.8 (±2.2), and 114.8 (±4.1) µm after curve fitting with the Rayleigh 

function, which helps to simplify the phantom modeling procedure in simulations.  
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3-D H-scan US imaging was performed to assess impact of the various apodization 

methods. Inspection of the reconstructed H-scan US images in Figure 2.7 reveals a subtle 

intergroup color variation when different apodization methods were used (p > 0.29). However, the 

proposed complimentary apodization technique demonstrated a marked lower spatial variation (± 

3.7 × 10-3) versus the synthetic (± 1.1 × 10-1), sparse (± 1.2 × 10-1), random (± 1.3 × 10-1), 

sparseComp (± 3.3 × 10-2), and sparseTx (± 3.5 × 10-2) approaches.  

Simulated B-scan and H-scan US images from phantom materials with scatterer sizes of 

42.6 ± 2.6, 70.8 ± 2.2, and 114.8 ± 4.1 µm are presented in Figure 2.8. These results highlight the 

progressive change in the backscattered US signal as the cross-sectional diameter of the scattering 

object increases. Analysis of this data using the convolutional filter bank reveals a progressive red 

color shift (whereas a diminished strength of blue) as the size of the US scatterers increases. This 

validates the H-scan US theory whereby the US signal from larger scatterers dominates the red 

channel and that from smaller scattering objects dominates the blue channel. More importantly, 

spatial distribution of the acoustic scatterers could be displayed and visualized throughout the 

entire volume space. B-scan and H-scan US images were then reconstructed using voxel-based 

image reconstruction. Overall, simulated results demonstrate that the proposed H-scan US imaging 

technique is sensitive to scatterer size. 

A series of tissue-mimicking phantom materials were embedded with 27 to 45, 63 to 75, or 

106 to 125 µm spherical scatterers and then used to cross validate the simulated H-scan US results. 

Corresponding B-scan and H-scan US images from matched orthogonal views are presented in 

Figure 2.8. Inspection of the results reveal that the H-scan US image intensity increases with 

increasing scatterer size which is not a trended observed in the B-scan US images. 
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Figure 2.7. Comparison of different apodization methods with different transmission and 

reception strategies (A) on H-scan US imaging, namely, synthetic, sparse, random, 

complimentary, sparseComp, and sparseTx apodization. The H-scan US image color is consistent 

across all different groups and the inspection of H-scan US image intensity indicates that there 

is no significant difference between the 6 groups. 
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Figure 2.8. Comparison of simulated B-scan (row 1), H-scan (row 2), experimental B-scan (row 

3) and H-scan (row 4) 3-D US images from a series of phantom materials containing different 

sized US scatterers, namely, 42.6 (±2.6), 70.8 (±2.2), and 114.8 (±4.1) µm. The red hue (Lower 

frequency information) becomes dominant with the increase of scatterer size while the blue 

(Higher frequency information) diminishes. 
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Collectively, these results also indicate a progressive red color shift with increased US 

scatterer size. This again agrees with H-scan US theory whereby subtle changes in scatterer size 

alter the spectrum of the backscattered US signals. These expected changes can be detected by 

matched filters in the H-scan process.  

 
Figure 2.9. Mean image intensity from co-registered B-scan and H-scan US images collected 

during simulation (left) and experiment (right). Note that changes in US scatterer size have a 

greater impact on H-scan US images compared to B-scan US results. Repeated measurements 

were obtained in both simulations and experiments, then the H-scan US image intensity captured 

from each phantom and the corresponding simulated data was computed. * indicates p < 0.01 
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 All simulated and experimental B-scan and H-scan US results were summarized as the 

mean image intensity and plotted as a function of US scatterer size, Figure 2.9. Note that changes 

in scatterer size produce relative changes in both B-scan and H-scan US images, which was 

consistent in both simulated and experimental data. Further inspection of this data reveals that the 

variation of scatterer size is better reflected in the H-scan US images compared to the matched B-

scan US image (p < 0.01). These findings highlight the sensitivity of H-scan US imaging to 

changes in scatterer size and feasibility for voxel-level tissue classification.  

2.4 Discussion 

In this study we demonstrated improved H-scan US image quality in volume space using a matrix 

array transducer. Simulated H-scan US results were validated by experimental findings. Both 

demonstrate feasibility of using US as an imaging modality for volumetric tissue characterization. 

Analyzed data exhibits high correlations between experimental and simulated data for both B-scan 

and H-scan US imaging. Compared to previous H-scan US studies that collected cross-sectional 

images [40]–[42], data collected throughout the entire volume (3-D space) enables multi-planar 

visualization. Although US systems with matrix array transducers and use of random apertures 

have been well studied to reduce the number of receive data channels, this is the first time that 

random aperture compounding was performed for H-scan US imaging. The proposed apodization 

method demonstrated an improvement in image quality while maintaining high volume rates. 

Moreover, the proposed method provides spatial information that highlights scattering behavior 

among different tissue microstructures. Furthermore, the proposed 3-D H-scan imaging 

technology was accomplished by using a 2-D matrix array transducer and without mechanically 

sweeping a linear array transducer. This improvement could potentially expand the use of the H-
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scan US technique when rapid processing is needed to ensure real-time imaging. Additionally, 3-

D H-scan US exhibits less variance compared to planar measurements due to an increased sample 

size and statistical averaging.  

The 2-D sparse array H-scan US imaging technique was theoretically investigated and 

experimentally validated. A limited number of receive pairs allow a reliable visualization in 

volume space, which has made 3-D H-scan US imaging with high spatiotemporal resolution 

possible [37]. A comparison of different acquisition techniques demonstrated that spatial variance 

of two complimentary random apertures affords a slight advantage (lower values) over the full 

array when imaging uniform phantom materials. This may be due to the presence of noise during 

data acquisition that is reduced by averaging the multiple random apertures. Additionally, random 

apertures were optimally selected from the full array using an optimization algorithm, which can 

potentially obtain comparable or even better image quality than with use of a larger number of 

transducer elements. Conversely, 3-D H-scan US images had higher spatial variance when the 

acquisition is performed using a sparse aperture. This is in agreement with a previous study that 

used the sparse-random-aperture compounding technique and found improved main-lobe-to-side-

lobe ratios of 2.9 ± 0.5 and 1.5 ± 0.7 dB when compared to sparse and full aperture methods, 

respectively  [43]. Compared to a previous H-scan US study [19], the complimentary apodization 

technique introduced herein can reduce the data acquisition time and achieve real-time H-scan US 

imaging. Random selection of transducer elements during apodization can significantly reduce the 

impact of grating lobes and can provide higher quality US images [44]. In another study, a fast 3-

D US imaging approach with improved temporal resolution was developed using a novel image 

acquisition sequence [22], [45]. Multiple datasets were sequentially acquired and synchronized for 
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structural visualization of an ex vivo porcine eye at high resolution. This is one technique that can 

potentially improve US imaging system performance and functionality to achieve sufficiently high 

temporal resolution. A potential challenge is that simultaneous control of too many transducer 

elements using a high number of transmit-receive events would dramatically increase power 

consumption in addition to system and computational costs [46]. By contrast, our study was 

conducted by optimally selecting four sets of mutually exclusive 256-element apertures during 

receive events that can considerably reduce the computational burden while maintaining a 

sufficiently high data processing speed. 

 Analysis of our US data revealed that image resolution in the axial dimension was 

relatively high whereas in the lateral and elevational dimensions the spatial resolution was much 

lower. This is in part due to the missing element rows in the transducer assembly, which increases 

the size of the side lobes and impacts US image quality in those directions. A more advanced 

beamformer could help improve the existing H-scan US image quality. Sparse array design 

approaches (i.e., random approach, linear programming, or sparse periodic layout, etc.) can also 

be used to reduce grating lobes by optimally selecting the active transducer elements [47]. 

Alternatively, high-volume-rate 3-D US imaging can be achieved using synthetic aperture 

sequential beamforming with chirp-coded excitation [48]. Another limitation of our study is the 

number of transmit and receive events is higher than use of sparse apodization with one aperture. 

This led to improved image quality but at the expense of a reduced volume acquisition rate. If 

higher H-scan US volume acquisition rates are preferred, sparse apodization with one aperture is 

a logical solution. Future work will explore use of advanced element apodization and coded 
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excitations techniques in addition to a more complex phantom study to improve the robustness of 

3-D H-scan US imaging.  

2.5 Conclusion 

3-D H-scan US imaging is a novel approach for voxel-level tissue characterization. It was found 

that H-scan US was more sensitive to changes in scatterer size than traditional B-scan US imaging. 

Furthermore, the proposed US method can significantly reduce the computational burden and 

potentially improve imaging quality, which has made tissue characterization in volumetric space 

possible. Overall, the research presented herein provides additional validation of H-scan US 

imaging and will help guide future development of this promising modality.  
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The goal of this research was to develop a novel attenuation correction method based on adaptive 

K-means clustering. To properly isolate these signals, a lateral moving window approach applied 

to adaptively adjust GH filters based on the changing of RF vector spectrums. Then the signal 

isolated via the same filter will be combined via overlap-add technology to keep the information 

loss minimum. Experimental data was collected using a Verasonics 256 US scanner equipped with 

a L11-4v linear array transducer. In vivo data indicates that H-scan US imaging after adaptive 

attenuation correction can optimally re-scale the GH kernels and match to the changing spectrum 

undergoing attenuation (i.e. high frequency shift). This approach produces H-scan US images with 

more uniform spatial intensity and outperforms global attenuation correction strategies. Overall, 

this approach will improve the ability of H-scan US imaging to estimate acoustic scatterer size and 

will improve its clinical use for tissue characterization when imaging complex tissues.   
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3.1 Introduction 

Ultrasound (US) imaging is a real-time and low-cost imaging modality with minimal health risks, 

which has made it one of the most frequently used clinical imaging method (Jensen 2007; Wells 

Peter N. T. and Liang Hai-Dong 2011). To monitor subtle size changes among tumor cells, a new 

US-based technology has been proposed to classify the tissue scatterers responsible for echo signal 

generation [3], [4]. Termed H-scan US Imaging (where the ‘H’ stands for ‘Hermite’), this imaging 

approach links the mathematics of Gaussian-weighted Hermite polynomials (GH) to the physics 

of scattering and reflection from different tissue structures within a standard convolutional model 

of US pulse-echo systems [5]. The 2nd and 8th order GH polynomials have been used to reduce 

spectral overlap (correlation) and achieve improved imaging results. This allows H-scan US 

imaging and tissue characterization based on finding relationships between GH polynomials and 

backscattered US signals from different scattering structures [6]–[10].  

One limitation of the current H-scan US imaging method is that it cannot compensate for 

frequency dependent attenuation, which can diminish the image quality and its ability of tissue 

characterization when imaging deep tissue [8]. A number of studies have been done to address the 

frequency dependent attenuation. [11] proposed a comprehensive correction method to measure 

and eliminate the effect of attenuation based on the Fourier transform of the tissue motion. But 

they need robust wave generation with the acoustic radiation force beam and motion detection 

methods to track waves that could be affected by phase aberration and attenuation in the first case. 

[12] reported favorable attenuation correction achievements in their study by investigating and 

comparing the reference US pulse received from a hydrophone with the attenuated signal. But their 

approach needs a complicated signal analysis to control the gain. Although the proposed histogram 
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equalization for image processing can be used as an alternative to attenuation compensation, the 

quantification of image intensity based on this approach still needs to be validated [13]. While the 

techniques presented in the abovementioned three studies have shown improvements in attenuation 

correction, they were all developed based on traditional B-mode US images. As introduced 

previously, H-scan US imaging involves different ordered GH kernels to isolate echoes to classify 

and visualize major scattering classes, which complicates these attenuation correction techniques. 

For example, the US information isolated by higher order of GH kernels are attenuated more than 

that at the fundamental frequency. Therefore, an accurate adaptive attenuation compensation 

technique is of major importance. Besides, frequency attenuation cannot be addressed by simply 

increasing signal amplitude. According to H-scan US imaging theory, the center frequency of GH 

functions should be centered at the low and high-frequency of raw radio frequency (RF) signal to 

properly isolate backscatter signals [14]. A progressive loss of high-frequency information in RF 

signal has been observed [15], which leads to spectra changes during propagation. This made the 

isolation of signals problematic, especially higher frequency signals reflected from small 

scatterers. Hence, the corresponding H-scan US image quality will be reduced because of 

attenuation [16]. 

To improve the robustness and reliability of H-scan US imaging method for tissue 

characterization across different organs in lateral direction, a compensation strategy by using 

adaptive K-means clustering algorithm is proposed in this paper to adjust GH polynomials based 

on RF signal spectra changes at different depth. In this method, the RF signal was segmented via 

a region-of-interest (ROI) window and then the RF components were sequentially analyzed to 

adjust the matched GH functions to account for frequency dependent attenuation. The low- and 
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high-frequency US information are then isolated via these GH kernels to strengthen its acoustic 

scatterer classification ability. Thus this research may increase the ability of tissue characterization 

of H-scan US imaging and its clinical potential for imaging complex tissue structures and deep 

organs. 

3.2 Theory 

3.2.1 H-scan US Imaging Method 

There are three types of acoustic scattering objects that could be assumed to have small spatial 

variations in medium density and compressibility in H-scan US imaging technology. The concept 

has been well explained in [5], [17], [18]. In H-scan imaging, the receiving signals from larger, 

smaller, and Rayleigh scatterers could be classified by their correlation to GH4, GH5 and GH6 after 

normalization by the signal energy √𝐸. In order to minimize the overlapping spectra [19], GH5 

and GH6 are replaced by GH2 and GH8 to achieve a better frequency recognition. 

 
Figure 3.1. An overview of H-scan US imaging technology, where normalized GH2 and GH8 are 

used as two kernels to isolate the low- and high-frequency information in echo signal 𝑒(𝑡), 

respectively. The low-frequency information is then color mapped as the red and the high-

frequency information as the blue. A final RGB H-scan US image is the result of using the red 

and blue channels along with the B mode image as the green channel to increase its image 

resolution. 
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With the increase of the order of GH functions, its corresponding central frequency increases. 

Since smaller scatterer clusters have high frequency US echo, GH2 function is used as a low-

frequency kernel and GH8 function is performed as high-frequency kernel to isolate low and high-

frequency information and then color map these information as red and blue, respectively, in an 

RGB image (Figure 3.1). 

3.2.2 Adaptive K-means Clustering 

K-means clustering is an unsupervised machine learning algorithm, which enables the clustering 

of a dataset into K groups in which each data point belongs to one group with the nearest distance. 

This is a prototype of the clustering method [20], [21], and then the new centers will be iteratively 

calculated via items in the same group. This procedure ends when the centers stop moving [22]–

[24]. Using adaptive K-means clustering as an objective measure of the low- and high-frequency 

centers of backscattered echo signals at tissue depth, the GH polynomials can be re-scaled and 

shift its central frequency to fit different RF signal spectra to reduce the impact of attenuation on 

the quality of H-scan US image. Given a data X with m samples, thus the data can be modeled as 

follows [25]: 

 
                                   𝑋 = (𝑥1, 𝑥2, 𝑥3 … 𝑥𝑚) (1) 

The clustering is done by minimizing the sum of distances between items and the 

corresponding centroid of the groups. The distance between items could be calculated as: 

 
                              𝐷𝑖,𝑗 =  ∑ ∑ (‖𝑥𝑖 − 𝐶𝑗‖)𝑘

𝑗=1
𝑚
𝑖=1  (2) 
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where 𝐷𝑖,𝑗  is the distance between ith items and the jth center. Given the set of centers 𝐶 =

{𝑐1, 𝑐2, 𝑐3 … 𝑐𝑘}, there are m items that need to be clustered into K groups. The center in each group 

could be calculated as: 

 
                                         𝐶𝑗 =  

∑ 𝑋𝑋∈𝐶𝑗

𝑁(𝑥𝑖∈𝐶𝑗)
 (3) 

Where ∑ 𝑋𝑋∈𝐶𝑗
 represents the summation of all data items in jth cluster and 𝑁(𝑥𝑖 ∈ 𝐶𝑗) is the 

corresponding sample size in that cluster.  

After comparing the distance with each center, items will be clustered in the nearest group 

with the smallest distance. The same process is done iteratively to update centers of the clusters 

and group the items in a new cluster. When the centers of the clusters become fixed, the K-means 

clustering iteration loop will stop. Thus the value of the center and its corresponding items can be 

obtained, which can be represented as: 

 
                                 min ∑ ∑ (‖𝑥𝑖 − 𝐶𝑗‖)𝑘

𝑗=1
𝑚
𝑖=1  (4) 

3.2.3 GH Function Adjusting Strategy 

Hermite functions were defined by Pierre-Simon Laplace in 1810 [26] and the nth order Hermite 

polynomials can be modeled by: 

 
𝐻𝑛(𝑡) = (−1)𝑛𝑒𝑡2 𝑑𝑛

𝑑𝑡𝑛
𝐺(𝑡) 

(5) 

𝑛 = 0, 1, 2, … ; −∞ < 𝑡 < ∞. 

where 
𝑑𝑛

𝑑𝑡𝑛 𝐺(𝑡) is the nth order of derivative for a Gaussian pulse 𝐺(𝑡) = 𝑒−𝑡2
. To simulate the US 

pulse, 𝐺(𝑡) is used to weight the Hermite functions which also could be used as bandpass filters 
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to correlate frequency information in US echo pulse. Thus, according to H-scan US imaging theory 

(Figure 3.2), US signals reflected from large and small acoustic scatterers could be modeled as:  

 
𝑒𝐿(𝑡) = 𝐴𝐿(𝑑)

∆𝑍

2𝑍
𝐺𝐻2(𝑡)(𝑡 − 𝑡𝑜) (6) 

 
𝑒𝑆(𝑡) = 𝐴𝑆(𝑑)

∆𝑍

2𝑍
𝐺𝐻8(𝑡)(𝑡 − 𝑡𝑜) (7) 

respectively, where 𝐴(𝑑) is the signal attenuation as a function of depth 𝑑,  
∆𝑍

2𝑍
(𝑡 − 𝑡𝑜) denotes the 

acoustic impedance and 𝑡𝑜 is the time delay. 

To isolate frequency information properly, the GH frequency centers need to be adjusted 

based on a particular RF signal spectrum. The Fourier transform (FT) of GH2 was defined as 

(without considering the sampling frequency for simplicity):  

 

ℱ[𝐺𝐻2(𝜔)] =
𝑒−

1
4

𝜔2

𝜔2

√2
 

(8) 

so the shifting of GH2 in the frequency domain can be modeled as: 

 

𝑎 ∙ 𝐺𝐻2(𝑡) =  ℱ−1[
𝑒−

1
4

(𝜔−𝜔𝑎)2

(𝜔 − 𝜔𝑎)2

√2
] (9) 

where 𝑎 =  ‖𝑒𝑖𝑤𝑎‖ could be regarded as scaling factor of GH2 and 
1

2
∑(𝜔𝑎) is an arbitrary low-

frequency center of C that could be calculated via (3). By doing so, the spectrum of GH2 could 

move by a constant value of 𝜔𝑎 in the frequency domain, which makes the adjustment of GH 

functions possible via adaptive K-means clustering algorithm. We also generalized the Fourier 

transform for 8th order of GH functions: 
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𝑏 ∙ 𝐺𝐻8(𝑡) = 𝜉−1[
𝑒−

1
4

(𝜔−𝜔𝑏)2

(𝜔 − 𝜔𝑏)8

√2
] (10) 

where 𝑏 =  ‖𝑒𝑖𝑤𝑏‖ could be used as scaling factor of GH8 and 
1

2
∑(𝜔𝑏)  is an arbitrary high- 

frequency center C  calculated via adaptive K-means clustering algorithm.  

According to this theory, the center frequency of both GH2 and GH8 are increasing when 

increase of scaling factor value (Figure 3.3). When GH2 and GH8 are scaled to fit within the RF 

spectrum at different depths, the low- and high-frequency signals (corresponding to different 

ROIs) are isolated by these kernels and combined together, respectively, via the overlap-add 

method. (Crochiere 1980; Charpentier and Stella 1986; Raki et al. 2005). Attenuation values were 

calculated by measuring the kernel center frequency shift at different depths [4]. These attenuation 

values were compared with an expected attenuation value of 0.3 dB/cm/MHz as defined by [29] 

for beef skeletal muscle tissue, Table 3.1.   

3.3 Methodology 

3.3.1 Ultrasound Data Acquisition 

Ultrasound data was acquired using a Vantage 256 programmable scanner equipped with a 128-

element L11-4 v linear array transducer (Verasonics Inc., Kirkland, WA, USA) for off-line 

processing. Plane wave imaging was performed at a center frequency of 5.2 MHz and 

backscattered raw RF data was quantized at sampling rate of 20.4 MHz after beamforming. For 

spatial angular compounding, successively steered and overlapping plane wave transmissions were 

performed using five equally spaced angles in the range of ±18° [8]. To increase the image 

intensity, we applied a power-law transformation (γ = 0.3). 
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3.3.2 Materials 

The in vivo H-scan US data was acquired by imaging a commercially available beef chunk (length 

× width × depth of 20 cm × 20 cm × 10 cm. This beef chunk contains muscle tissue and the 

imaging depth was about 4.4 cm.     

3.3.3 Statistical Analysis 

The H-scan US image intensity of each channel was summarized as the mean ± SD. All statistical 

measurements were performed from the mean of individual R, G or B channel components at 

particular position and the variance between multiple measurements was used to assess the 

reproducibility and robustness of the data. To evaluate any improvement in H-scan US image 

intensity from adaptive attenuation correction before and after power-law transformation, a two-

way analysis of variance (ANOVA) test without replication was performed to analyze 20 images 

collected from US system. Any p-value less than 0.05 was considered statistically significant. 

3.4 Results 

The energy associated with the magnitude of RF data in Figure 3.2A is reducing with distance 

travelled (from left to right) caused by attenuation. Then it was equally subdivided to different 

region of interest (ROI) windows. The RF components in 1st and last ROI windows are regarded 

as the representative shallow and deep part of RF data, respectively. To know the impact of 

frequency-dependent attenuation on signal spectra, the frequency spectrum of the RF data was 

analyzed and compared. The result in Figure 3.2B shows that the RF signal was significantly 

attenuated along the lateral direction. There is a greater change in the high-frequency parts (right 

side of the peak) of the RF spectrums compared to their low-frequency parts (left side of the peak).  
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The spectra analysis of low-(color-coded as red) and high-frequency (color-coded as blue) signal 

of shallow part of RF signal in Figure 3.2C shows the amplitude of both signal is high and their 

centers are approximately located at the centers of RF signal. However, Figure 3.2D illustrates that 

the higher-frequency signal isolated by GH8 kernel is noticeably reduced within the deeper ROI 

windows due to attenuation effects and corresponding spectral changes. In contrast, the amplitude 

of lower-frequency signal remains approximately unchanged.  

To properly isolate frequency information, the GH functions have to be adjusted based on 

the RF frequency spectra. Figure 3.3 shows the effect of scaling factor on GH2 and GH8 kernels in 

time and frequency, respectively. As shown in Figure 3.3B and 3.3D, the center frequency of both 

GH2 and GH8 increases with increasing of scaling factor. And their corresponding signal in time 

domain becomes narrower. 

 

Figure 3.2. The raw RF signal and the frequency spectrum of low and high-frequency information 

isolated at different ROI windows, (A) RF signal collected from US imaging system. (B) 

Periodogram spectrum of RF signal in shallow and deep ROI window. The RF signal spectra 

changes especially its high-frequency information on lateral direction. (C) Frequency spectrum 

of the RF signal from the shallow ROI and its corresponding low- and high-frequency 

information isolated via GH2 and GH8 color mapped as red and blue, respectively (D) Frequency 

spectrum of the RF signal from the deep ROI and its corresponding red and blue signal 

information. 
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The signal frequency centers at different depths were found using adaptive K-mean 

clustering algorithm (Figure 3.4A). Then guided by these centers, the corresponding scaling factors 

are calculated to re-scale GH kernels and its evolution functions through deeper tissue to isolate 

frequency information. Figure 3.4B shows the signal spectra of red and blue channels of the last 

ROI isolated via adjusted GH2 and GH8 kernels. The high-frequency signal amplitude was 3 times 

 

Figure 3.3. The initial pulses of GH2 and GH8 with the impact of different scaling factors on 

them. (A) The GH2 kernel for different factors (1, 2, 3 and 7) in time domain. (B) The frequency 

spectra of GH2 for different scaling factors. The center frequency of the kernel moving towards 

higher frequencies with the increase of scaling factor. (C) The GH8 kernel for the same scaling 

factors in time domain. (D) The corresponding frequency spectra for GH8 functions scaled via 

different scaling factors. The center frequency of GH8 kernels increases if we increase the scaling 

factor. 
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higher, which means the adjusted GH functions were properly scaled and were able to isolate low 

and high-frequency information. 

The in vivo H-scan US image data suggests that the deep ROI is relatively darker and the 

higher frequency information is increasingly attenuated (Figure 3.5A), which causes a decrease in 

the image intensity along the lateral direction. Compared to the shallow ROI (marked as orange), 

the image intensity at deep ROI (marked as dash blue) is 32.8% lower in Figure 3.5A. The analysis 

 

Figure 3.4. The centers of low- and high-frequency kernels in RF signal spectrum calculated via 

adaptive K-means clustering algorithm. (A) The spectrum of RF signal in deep ROI window, and 

the low and high-frequency centers calculated via adaptive K-means clustering. (B) The spectrum 

of low and high-frequency information (color mapped as red and blue, respectively) isolated by 

re-scaled GH2 and GH8 kernels. 

Table 3.1. Attenuation parameter (dB/cm/MHz) calculated using adaptive K-means clustering 

algorithm for different order of GH functions with/without power-law correction at different 

depths. 

 

Frequency (MHz)

10

B-mode
Red

Blue

0 2 4 6 8
0

0.2

0.4

0.6

0.8

1
B

A
m

p
lit

u
d

e

100 2 4 6 8
Frequency (MHz)

0

0.2

0.4

0.6

0.8

1

 

A
m

p
lit

u
d

e
A



 

58 

of GH frequency center after adjustment account for attenuation was reported in Table 3.1 which 

shows that the low-frequency attenuation parameter is 0.27 dB/MHz and 0.29 dB/MHz for the 

high-frequency attenuation parameter at deep ROI is calculated. This can also be seen from its 

corresponding H-scan US signal, where the signal amplitude is more uniform than the H-scan US 

signal in Figure 3.5A.  

 

 

Figure 3.5. The H-scan US images before and after frequency-dependent attenuation correction, 

the RF signals and the co-registered B-scan US images are provided for comparison (A) H-scan 

US image and its corresponding B mode image where the attenuation in the lateral direction (i.e. 

depth) is visible in the H-scan image as well as the RF signals. (B) Attenuation corrected H-scan 

US image. The image intensity is noticeably increased especially at deep part of the image. (C) 

H-scan US image with power-law transformation (γ = 0.3). (D) Attenuation corrected H-scan US 

image with power-law transformation. Image widths and depths are 30 and 44 mm, respectively. 

Note the uniform intensity of attenuation corrected H-scan US images. This trend also be 

observed in the cosigned H-scan US signal, especially when imaging depth is greater than 25mm.   
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The H-scan US images in Figure 3.5C and 3.5D are reconstructed by using RF data 

processed via power-law transformation. The image at its deep ROI is brighter in Figure 3.5C 

according to the co-registered B-mode image, but the mean of H-scan US image intensity is still 

29.7% lower than shallow ROI. The H-scan US image shown in Figure 3.5C and 3.5D demonstrate 

that the frequency-dependent attenuation cannot be addressed via power-law transformation.  

Attenuation measurement of the corrected H-scan US signal in Table 3.1 shows that the 

proposed method calculated 0.25 dB/cm/MHz for the low-frequency attenuation parameter and 

high-frequency attenuation parameter is 0.29 dB/cm/MHz at deep ROI. This further demonstrated 

that the frequency dependent attenuation cannot be addressed by increase image intensity. By 

adjusting GH kernels can make the H-scan US image more uniform, the improvements are more 

pronounced in Figure 3.6. The comparison of image intensity at deep ROIs show that the 

attenuation corrected H-scan US imaging made a statistically significant improvement compared 

to current H-scan US imaging method (p < 0.02). 

3.4 Discussion 

The analysis of in vivo data evaluated the feasibility of the proposed adaptive attenuation correction 

H-scan US imaging. The H-scan US image exhibits a uniform intensity at all depths after 

attenuation correction since the value of attenuation is corrected by our approach. To compare with 

other attenuation correction studies, this research simplified the attenuation approach by using 

machine learning algorithm to adjust GH kernels.  

Compared to the work mentioned previously, our approach has two advantages. First, our 

method addresses an attenuation problem associated with H-scan US imaging. H-scan US imaging 

can increase contrast between different sized scatterers as compared to traditional B-mode 
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imaging, making H-scan a superior technique for tissue characterization, especially for deep 

tissues. This is a promising technique to compensate heterogeneous tissue attenuation and make 

tissue characterization adaptive for different patients. Second, the use of an unsupervised machine 

learning algorithm can increase the accuracy of the frequency calculation at a lower computational 

cost compared to the study performed by [30], and it can efficiently adjust GH kernels to fit 

changes in the RF signal spectrum. Compared to other scatterer size estimation approaches that 

involve calculating the correlation between a mathematically-designed theoretical and an acquired 

backscattered US signal [31], H-scan US format for tissue characterization is a more simplistic 

method. 

But this research still need more future works to be done, such as even though the color 

shift of the H-scan US images has been demonstrated when imaging different sized scatterers, the 

mapping of scatterer size to H-scan US image is still not studied. Therefore, one of the directions 

for future work is to strengthen its ability on scatterer size estimation by combining with other 

methods, such as machine learning or deep convolutional neural networks. Our approach was 

performed using a standard linear array transducer and needs to be validated on different imaging 

probes to improve the possibility of widespread clinical use. 

The imaging of complex tissue structures was not included in this study. When imaging 

heterogeneous tissue, RF signals received by different elements have to be analyzed to achieve 

high computation accuracy as compared to the case where homogeneous tissue is being 

considered, and RF data from few elements are sufficient. However, this will increase the 

computational costs and further reduce the efficiency of the adaptive attenuation correction 

algorithm. Hence, future work should improve the attenuation correction method to address the 
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complexity of imaging deep tissue structures in vivo. This would further help to study and possibly 

reduce the impact of other factors on color shift, such as the concentration of cells. 

3.6 Conclusion 

Attenuation correction of H-scan US imaging was proposed as a novel US-based imaging method 

to address the frequency-dependent attenuation of H-scan US imaging technology. This method 

uses adaptive K-means clustering algorithm to re-scale the GH polynomials at different depths, 

which can adjust its frequency centers to adaptively fit RF spectra changes. Preliminary in vivo 

results suggest that the proposed method can properly adjust the GH kernels to account for 

frequency dependent attenuation, which leads to formation of an H-scan US image with more 

uniform brightness. Hence, attenuation correction H-scan US imaging method holds a promise to 

enhance the ability of tissue characterization at deep tissue using H-scan US imaging technology. 

An improved reliability of H-scan US imaging modality may eventually enable the imaging of 

complex tissue at depth to monitor the tumor response to therapy at an early stage.  
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The purpose of this study was to introduce a three-dimensional (3D) H-scan US imaging approach 

for scatterer size estimation in volume space. Using a programmable research scanner (Vantage 

256, Verasonics Inc, Kirkland, WA, USA) equipped with a custom volumetric imaging transducer 

(4DL7, Vermon, Tours, France), raw radiofrequency (RF) data was collected for offline processing 

to generate H-scan US volumes. A deep convolutional neural network (CNN) was modified and 

used to achieve voxel mapping from the input H-scan US image to underlying scatterer size. 

Preliminary studies were conducted using homogeneous gelatin-based tissue-mimicking phantom 

materials embedded with acoustic scatterers of varying size (15 to 250 μm) and concentrations 

(0.1 to 1%). Two additional phantoms were embedded with 63 or 125 µm-sized microspheres and 

used to test CNN estimation accuracy. In vitro results indicate that 3D H-scan US imaging can 

visualize the spatial distribution of acoustic scatterers of varying size at different concentrations 

(R2 > 0.85, p < 0.03). The result of scatterer size estimation reveals that a CNN can achieve an 

average mapping accuracy of 93.3%. Overall, our preliminary in vitro findings reveal that 3D H-

scan US imaging allows the visualization of tissue scatterer patterns and incorporation of a CNN 

can be used to help estimate size of the acoustic scattering objects.  
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4.1 Introduction  

The use of noninvasive ultrasound (US) imaging for quantitative tissue characterization has been 

the focus of research efforts for several decades now [1]. The overarching challenge is to find 

hidden patterns in the US data to reveal more information about tissue function and pathology [1]–

[3]. Several promising US-based tissue characterization methods have been introduced, namely, 

backscatter classification [4], integrated backscatter [5], spectral feature extraction [6], and tissue 

elasticity imaging [7], [8]. A potential limitation for some of these tissue characterization methods 

is that they use a relatively large kernel (window) of US data during quantification, which can 

impact spatial resolution and make in vivo measurement of local changes problematic. Since the 

visual criteria for scatterer size estimation is highly subjective, a deep convolutional neural 

network (CNN) can play an essential role in extracting image features and simplify the estimation 

task, especially in vivo where scatterer size may be unknown [9]–[11].  

Recently, a new tissue characterization modality has emerged for the US classification of 

acoustic scatterers. Termed H-scan US (where the ‘H’ stands for Hermite or hue), this imaging 

approach links the mathematics of Gaussian-weighted Hermite (GH) functions to the physics of 

scattering and reflection from different tissue structures within a standard convolutional model of 

US pulse-echo systems [12]–[19]. Specific integer orders, termed GHn, are related to the nth 

derivative of a Gaussian function. Matched filters employing specific orders of GHn functions are 

then used to analyze the spectral content of US backscattered echo signals and to colorize the 

display, providing visual discrimination between the major tissue scattering classes at high 

resolution [14]. In general, lower frequency spectral content is generated from larger scattering 

structures whereas higher frequency echo content is produced by the US wave interacting with 
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small scatterers of scale below the wavelength of the US transmit pulse (i.e. Rayleigh scatterers). 

Therefore, H-scan US is capable of estimating the relative size and spatial distribution of cellular 

structures and has shown promise in applications of monitoring cancer response to treatment [16]. 

To help improve the scatterer size estimation strategy, we developed a novel 3D H-scan 

US imaging system. The aim of this study was to validate this new US system using tissue-

mimicking phantom materials. We investigated the feasibility of using 3D H-scan US volumes for 

tracking relative changes in scatterer size throughout the entire volume space. A convolutional 

neural network (CNN) architecture based on a modified Visual Geometry Group (VGG) regression 

model was introduced to map the H-scan US image to scatterer size and enable real-time tissue 

characterization. Overall, the hypothesis was that the proposed US imaging technology can 

increase the accuracy of scatterer size estimation, and data in volume space can highlight the 

heterogenous tissue microenvironment. 

4.2 Materials and Methods 

4.2.1 Phantom Material Fabrication 

A series of homogeneous tissue-mimicking phantoms were prepared to contain a range of acoustic 

scatterers of varying size and concentration. Each phantom contained a base mixture of 75 g of 

gelatin (300 Bloom, Sigma Aldrich, St. Louis, MO, USA) and spherical US scatterers (US Silica, 

Pacific, MO, USA) in 1 L of H2O. The diameter and concentration of the spherical scatterers were 

varied for each phantom produced, 15, 30, 40 or 250 μm and 0.1, 0.3, 0.5 or 1.0 %, respectively. 

Two separate phantoms containing spherical scatterers that were 63 or 125 μm in diameter (0.3 % 

concentration) were made to test the H-scan US imaging system estimation accuracy after training 

the CNN architecture. Phantom blocks were formed by heating the gelatin solution to at least 50 
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°C and then pouring into a rigid rectangular mold and allowing to cool overnight. The final material 

size was about 35 × 35 × 40 mm (depth ×  width × elevation) and all 3D H-scan US imaging was 

performed at room temperature (25 °C). 

4.2.2 US Data Acquisition 

Volumetric H-scan US data was collected using a programmable research scanner (Vantage 256, 

Verasonics Inc, Kirkland, WA, USA) integrated with a custom imaging transducer (4DL7, 

Vermon, Tours, France). This 192-element (0.2 mm pitch) transducer has an 8.5 MHz center 

frequency and a motor-controlled mechanism to rapidly sweep the linear array for 3D data 

 

Figure 4.1. Flowchart of three-dimensional (3D) H-scan ultrasound (US) imaging. (A) By 

processing the 3D US image data, the H-scan US volume is reconstructed. (B) An adaptive k-

means clustering algorithm is used to adjust the Gaussian-weighted Hermite (GH) kernels to 

account for frequency dependent attenuation. (C) The H-scan US processing via two different 

order GH polynomials used as parallel convolution filters. The low and high frequency 

information are then color-coded as red (R) and blue (B) to make the contrast among different 

sized scatterers more pronounced. The envelope of the received US echo is assigned to the green 

(G) channel to complete the RGB map. 
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acquisitions. The total scan angle was 27° (maximum negative and positive displacements of -

13.5° and 13.5°, respectively) with the acceleration angle set to 0.135° to contain 200 frames per 

volume. All backscattered radiofrequency (RF) data was acquired using ultrafast plane wave 

imaging. Although the spatial resolution of US plane wave imaging is known to be inferior to 

focused US approaches, each frame using the former exposes the entire image field with nearly 

uniform acoustic intensity and avoids resolution differences at depth and away from any focusing 

used. Spatial angular compounding improves the spatial resolution of plane wave-based H-scan 

US imaging [15].  

4.2.3 3D H-scan US Image Processing 

After scan conversion, two parallel convolution filter kernels were applied to the acquired RF data 

sequences to measure the relative strength of the received signals relative to GHn after 

normalization by the signal energy, Figure 4.1. To minimize correlation between the GH spectra 

and increase the image contrast, we used more disparate functions for the convolution filtering, 

namely GH2 and GH8 (Khairalseed et al. 2018, 2019a). The signal envelops for each of the filtered 

data sequences were then calculated using a Hilbert transformation. Using an RGB colormap 

scheme, the relative strength of these filter outputs was color-coded whereby the lower frequency 

(GH2) backscattered signals are assigned to the red (R) channel and the higher frequency (GH8) 

components to the blue (B) channel. The envelope of the original unfiltered compounded B-scan 

US image is assigned to the green (G) channel to complete the colormap and 3D H-scan US image 

display.  
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4.2.4 Attenuation Correction 

The Hermite functions have been well defined by Pierre-Simon Laplace [20] and the nth order of 

its polynomial can be modeled as follows: 

𝐻𝑛(𝑡) = (−1)𝑛𝑒𝑡2 𝑑𝑛

𝑑𝑡𝑛
𝐺(𝑡) 

(1) 

𝑛 = 0, 1, 2, … ; −∞ < 𝑡 < ∞. 

where 
𝑑𝑛

𝑑𝑡𝑛
𝐺(𝑡) is the nth order of derivative for a Gaussian pulse 𝐺(𝑡) = 𝑒−𝑡2

. A pulse-echo US 

system (operating at 8 MHz center frequency) with a round trip impulse response has a high 

correlation with the 4th order of Gaussian weighted Hermite polynomial [19]. Therefore, 𝐺(𝑡) is 

used to weight the GH functions and then applied as bandpass filters to identify or associate the 

received US backscattered signal with the major signal types from tissue. According to H-scan US 

imaging theory [19], the US backscattered signal from larger and smaller acoustic scatterers can 

be modeled as follows: 

𝑒𝐿(𝑡) = 𝐴(𝑑)
∆𝑍

2𝑍
𝐺𝐻2(𝑡)(𝑡 − 𝑡0) (2) 

𝑒𝑆(𝑡) = 𝐴(𝑑)
∆𝑍

2𝑍
𝐺𝐻8(𝑡)(𝑡 − 𝑡0) (3) 

where 𝐴(𝑑) is the US attenuation coefficient as a function of image depth 𝑑, 
∆𝑍

2𝑍
(𝑡 − 𝑡𝑜) is used to 

represent the acoustic impedance, and 𝑡0  is a time delay. To isolate frequency information 

properly, GH functions in the frequency domain (spectrum centers) must be adjusted based on a 

particular RF signal spectrum. The Fourier transform (ℱ) of GHn was defined as:  
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ℱ [𝐺𝐻n (
𝑡

𝜏
)] =

𝑒−
1
4

τ2𝜔2

τ𝑛+1𝜔n

√2
 

(4) 

where 𝜏 ≈
1

𝑓0
, and 𝑓0 is the center frequency of transducer. The adjusting of GHn in the frequency 

domain can be controlled via a scaling factor in the time domain as follows: 
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0
, which can be calculated by a depth-adaptive K-means 

clustering algorithm [21]–[23]. The center frequencies of the GHn kernels were independently and 

continuously adjusted at all depths to maximize spectral coverage (see Figure 4.1), and the filtered 

signals were combined via an overlap-add method [24], [25]. 

4.2.5 Training and Testing Protocols 

All H-scan and B-scan US datasets were in a standard 8-bit image format. The training was 

performed using a Windows 10 Pro operating system platform(Microsoft Corporation, Redmond, 

WA, USA) installed with MATLAB (Mathworks Inc, Natick, MA, USA) and the Neural Network 

and Parallel Processing Toolbox [26]. To adequately handle the processing, the computer had an 

NVIDIA TESLA K80 24GB graphics processor (Nvidia Corporation, Santa Clara, CA, USA) and 

64 GB of RAM installed. 

Training data for each category (i.e. scatterer size and concentration) was collected by 

imaging an assortment of tissue-mimicking phantom materials (N = 14, 200 images each). The 
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sample size for each category was 2800. The US data collected from imaging the phantoms 

embedded with 15, 30, 40 or 250 µm-sized scatterers were randomly split into either training (70%) 

or validation (30%) sections. During the CNN training process, a modified VGG convolution 

operator was applied to extract image features [26], Figure 4.2. It contained 16 layers and the last 

layer was replaced with a regression layer to spatially map output images with estimates of 

scatterer size. For each patch, the training patches were resampled to a size of 227 × 227 × 3 

pixels. The initial learning rate was set to 0.001 to update weights every epoch. During final testing, 

200 H-scan US images collected from phantom materials embedded with 63 or 125-µm scatterers 

were utilized. The average scatterer size (standard deviation, SD) was estimated by the trained 

CNN.   

Figure 4.2. The architecture of the deep convolutional neural network (CNN) and modified Visual 

Geometry Group (VGG) kernels with down sampling and feature extraction. Architecture consists 

of 13 convolutional with rectified linear unit (ReLU) layers and 3 fully connected layers. The input 

data includes H-scan US images of phantom materials embedded with US scatterers of various 

sizes (15 to 250 μm) and concentrations (0.1 to 1.0 %). All image data was down sampled to small 

patches for CNN training. 
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4.2.6 Statistical Analysis 

For each experimental group, US volumes were summarized as the mean ± SD from the weighted 

summation of the individual RGB channel components. The data variance between each 

measurement was used to assess heterogeneity in the spatial image intensity. To evaluate the 

impact of US scatterer size and concentration on 3D H-scan US imaging, a two-way analysis of 

variance (ANOVA) test was performed. A p-value less than 0.05 was considered statistically 

significant. 

4.3 Results 

A representative set of 3D H-scan US volume reconstructions is depicted in Figure 4.3. 

Collectively, the results reveal a progressive red color shift (with diminishing blue channel signal 

strength) as the size of the US scatterers was increased in the range from 15 to 250 μm. This agrees 

with the H-scan US theory whereby received backscattered US signals from larger scatterers 

dominate the red channel and that from smaller scattering objects dominates the blue channel. 

Recall that the red and blue channels are derived from the lower and higher frequency signals, 

respectively. The spatial distribution of the acoustic scatterers could be clearly detected throughout 

the entire 3D H-scan US volume space. Importantly, the H-scan volume color appears unchanged 

when the scatterer concentration in the phantom materials was varied. To study the impact of 

scatterer size and concentration on H-scan US image intensity, the mean value for each red and 

blue channel was summarized, Figure 4.4. Review of these measurements confirms the visual 

trends noted above. Since the H-scan US signal amplitude is a weighted sum of the RGB channel 

components, the image intensity variation (listed in Table 4.1) is more pronounced in volume 

reconstructions. 
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Figure 4.3. 3D H-scan images from phantoms embedded with 15, 30, 40 or 250 μm scatterers at 

concentrations of 0.1, 0.3, 0.5 or 1.0 %. The red channel (lower frequency US signal information) 

becomes dominant as scatterer size progressively increases while the blue channel (higher 

frequency information) diminishes.
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Statistical analysis of the red channel data used to produce the final H-scan US image 

suggests that intensity is significantly affected by scatterer size (p < 0.03), but not concentration 

(p = 0.24). Scatterer size also had a significant impact on the blue channel data (p < 0.03), which 

was not the case for scatterer concentration (p = 0.40). Analysis of 3D H-scan US image intensities 

reveals the same data patterns and supports the use for scatterer size estimation (p < 0.001) and 

independent of scatterer density (p = 0.62). Overall, the ANOVA results of H-scan US images did 

not show a significant interaction between the effect of the concentration and the scatterer size (p 

< 0.03).  

Table 4.1. Mean image intensity values calculated by averaging US data collected in phantom 

materials of varying concentrations. 

 

 

Figure 4.4. Spatial analysis of the (A) red and (B) blue channel signals used to generate the H-scan 

US images acquired from different phantoms materials. Note the blue channel intensity decreases 

while red image intensity increases when the scatterer size increases. (C) Mean voxel values of the 

H-scan US images. Average image intensity increases with corresponding increased scatterer size.
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To further illustrate scatterer size estimation using 3D H-scan US, different volume 

subregions from matched B-scan US were randomly selected for comparison. As Figure 4.5 

reveals, the H-scan US images clearly highlights the capacity to characterize different sized 

acoustic scatterer populations, which is not possible using conventional B-scan US imaging alone. 

More specifically, after embedding spherical scatterers in the phantom materials of increasing size, 

the H-scan US images exhibited an overall intensity increase (R2 = 0.94, p = 0.02). However, 

analysis of B-scan US image intensity values reveal this mode is less sensitive to changes in 

scatterer size (R2 = 0.89, p = 0.08). Also illustrated in Figure 4.5, H-scan US image shows a more 

rapid change in image intensity with increases scatterer size (278.6%) as compared to B-scan 

(27.8%), which suggests H-scan US imaging is more sensitive to the scatterer size changes that 

were evaluated during the in vitro phantom studies (p < 0.03). 

 

Figure 4.5. Representative H-scan US slices with coregistered B-scan US images for comparison. 

Phantoms were prepared using either (A) 15 μm, (B) 30 μm, (C) 40 μm, or (D) 250 μm acoustic 

scatterers. (E) Mean image intensity and the corresponding percentage changes reveals that 3D 

H-scan US is more sensitive to scatterer size changes than traditional B-mode US imaging. 



 

78 

The H-scan US images obtained from homogenous phantoms were optimally modeled via 

machine learning methodologies. The 3D H-scan US images obtained from homogenous phantoms 

were used to train a CNN architecture based on a modified VGG regression model for accurate 

scatterer size estimation. The validation results reported in Figure 4.6 reveal that the CNN can 

yield a low average root-mean-square error (RMSE) of 0.95. Lastly, the trained CNN was used to 

estimate the scatterer size through H-scan US data collected by imaging phantoms that contained 

either 63 or 125-μm sized scatterers. Note that neither these phantom materials nor same-sized 

acoustic scatterer types were used in any of the CNN training sessions. Overall, the scatterer size 

predicted by the VGG model was 59.7 (± 0.6) μm when the input images were collected from 

homogeneous phantom materials embedded with the 63-μm sized scatterers. The estimated result 

was 124.6 (± 0.6) μm when the phantoms containing the 125-μm sized scatterers were studied.  

 

Figure 4.6. Box and whisker plots representing the root mean square error (RMSE) of the (A) four 

predicted and actual scatterer sizes during the training process and the (B) scatterer size estimates 

produced by the trained CNN. Note that the scatterers used for testing were not used during CNN 

training. The mean (standard deviation, SD) of the RMSE was reported to show the robustness of 

our model, namely, -0.98 (0.40), -0.40 (0.34), 0.59 (0.79) and 0.94 (0.60). H-scan US-based 

scatterer size estimates in (B) are 59.7 (0.6) μm and 124.6 (0.6) μm.  
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4.4 Discussion 

Analysis of the in vitro 3D H-scan US imaging data demonstrated the feasibility of qualitatively 

detecting changes in acoustic scatterer size in volume space. Furthermore, the trained CNN 

architecture helped reduce scatterer size estimation errors. Hence, the hypothesis of accurate 

scatterer size estimation using H-scan US and a CNN was supported by these findings. Compared 

to other scatterer size estimation algorithms, presented herein is the first study to demonstrate use 

of a 3D H-scan US technology to improve image contrast between different-sized US scatterers 

(in the range 15 to 250 μm) and independent of concentration (0.1 to 1.0 %). 

Tracking scatterer changes can provide useful quantitative assessments for understanding 

the condition of healthy and diseased tissue. The scatterer size estimation methods proposed by 

Kurokawa et al. (2016) and Oelze and O’Brien (2002) use a moving region-of-interest (ROI) to 

calculate the correlation between a theoretical and acquired backscattered US signal. However, the 

design of the theoretical signal is complex and does not implicitly consider the mathematical 

relationship between the reflected US signal and underlying scatterer size. The calculation of 

signal correlation from the power spectrum can improve results but increases the computational 

cost. In contrast, it has been shown that the physics of reflection or scattering are linked to the 

mathematics of GH functions so the overall tissue characterization task can be simplified yet 

accurate [19]. Compared to the study conducted by [17], the 3D H-scan US imaging captures data 

from volume space and permits extended view of any tissue patterns or heterogeneities. Also, 3D 

imaging provides a more comprehensive view of the whole tissue structure and yield a more robust 

statistic if needed, which can further increase the accuracy of scatterer size estimation strategy. 

Our approach was shown to be robust when changing scatterer concentrations, whereas statistical 



 

80 

analysis of matched B-scan US data reveals image intensity may be different when scatterer 

density changes (p < 0.05). Thus, the use of B-scan US images alone for acoustic scatterer size 

tracking may be problematic and more work is needed. 

The feature extraction model described by [28] appears to be less efficient than the method 

used and detailed herein, since the VGG model appears to help improve scatterer size estimation. 

Specifically, mapping accuracy using the Al-Kadi-based method was slightly lower when we used 

the same H-scan US images to train their model (86.3 versus 99.3 %). The estimation accuracy 

does increase by 15.1 % if H-scan US images are utilized as compared to the B-scan US images 

[29]. These improvements are attributed in part to increasing the dimension of the data for the 

input layer [30] and size of each kernel [31], [32]. Moreover, most of the previous studies in have 

been performed using two-dimensional (2D) B-scan US images [1]–[3], [5], [33]. The data 

collection throughout the entire volume (3D) space can highlight the heterogenous 

microenvironment and further help improve tissue characterization in vivo [34]. A custom 3D US 

transducer was used to generate high resolution H-scan US images and allows the user to pan 

through the entire tissue volume. This makes the monitoring of scatterer size on different 

subregions possible. Our image analysis revealed that when the phantom scatterer concentration 

was low (0.1 %), H-scan US image intensity was relatively lower than intensities calculated from 

phantom materials embedded with higher concentrations of same-sized acoustic scatterers, but still 

valid for our regression task. This confirms that the 3D H-scan US imaging is based on the clusters 

of scattering objects instead of an individual acoustic scatterer. The H-scan US technology could 

yield acceptable image quality from a medium containing a range of scatterer sizes and 

concentrations (i.e. heterogeneous tissue), but this needs to be verified with a detailed in vivo 
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imaging study including spatial correlation of matched physical measurements from tissue 

microscopy sections.  

4.5 Conclusion 

3D H-scan US is a novel bioimaging technology for estimating the size of acoustic scattering 

objects and structures. This approach outperformed B-scan US imaging when used for the same 

task. The H-scan US image intensity was considerably impacted by variations in scatterer size but 

not concentration. Use of a CNN architecture based on a modified VGG regression model allowed 

voxel-level mapping of H-scan US data to scatterer sizes (accuracy of 93.3 %). Overall, 

preliminary in vitro studies using 3D H-scan US imaging were encouraging and future work will 

explore use for in vivo tissue characterization.  
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The goal of this research was to evaluate use of 3-D H-scan ultrasound imaging for monitoring 

early breast cancer response to neoadjuvant therapy using a preclinical murine model of breast 

cancer. Preclinical studies were conducted using luciferase-positive breast cancer-bearing mice (N 

= 40). Anesthetized animals underwent ultrasound imaging at baseline before administration with 

an apoptosis-inducing drug or a saline control. Image data was acquired using an ultrasound 

scanner equipped with a volumetric transducer following either a shorter or longer term protocol. 

The later included bioluminescent imaging to quantify tumor cell viability. At termination, tumors 

were excised for ex vivo analysis. In vivo results showed that 3-D H-scan ultrasound imaging is 

considerably more sensitive to tumor changes after apoptosis-inducing drug therapy as compared 

to traditional B-scan ultrasound. While there was no difference at baseline (p > 0.99), H-scan 

ultrasound results from treated tumors exhibited progressive decreases in image intensity (up to 

62.2% by day 3) that had a significant linear correlation with cancer cell nuclear size (R2 > 0.51, p 

< 0.001). Results were validated by histological data and a secondary longitudinal study with 

survival as the primary endpoint. Experimental results demonstrate that noninvasive 3-D H-scan 

ultrasound imaging can detect an early breast tumor response to apoptosis-inducing drug therapy. 

Local in vivo H-scan ultrasound image intensity correlated with cancer cell nuclear size, which is 

one of the first observable changes of a cancer cell undergoing apoptosis and confirmed using 

histological techniques. Early imaging results appear to provide prognostic insight on longer-term 
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tumor response. Overall, 3-D H-scan ultrasound imaging is a promising technique that visualizes 

the entire tumor and detects breast cancer response at an early stage of therapy. 

5.1 Part 1 

5.1.1 Introduction 

The goal of personalized medicine is becoming increasingly important to maximize effective 

therapy for an individual patient, reduce morbidity, and constrain escalating health care costs 

associated with overtreatment. Breast cancer is the most common type of cancer in women (30% 

of new cases) with the second highest mortality rate (15% of cancer deaths each year) [1]. 

Monitoring response to treatment is a key element in the management of breast cancer. In the 

neoadjuvant setting, assessing tumor response to treatment prior to surgery to include evaluation 

for pathologic response can provide prognostic information to help guide follow up care.[2] The 

more successful breast cancer treatments are targeted to cancer cell receptors known to promote 

tumor growth, namely, estrogen receptors (ER), progesterone receptors (PR), and human 

epidermal growth factor receptor 2 (HER2). However, triple negative breast cancer (TNBC) is a 

particularly aggressive form of breast cancer that is not treated with drugs that target the 

aforementioned receptors.[3]–[5] Approximately 15 to 20% of all breast tumors are classified as 

TNBC[6] and this disease disproportionately affects young women of African origin.[7] Due to 

high metastatic potential and poor patient prognosis, improved therapy is needed for women 

diagnosed with TNBC. In the interim, inexpensive and noninvasive methods to determine early 

treatment response are urgently needed to determine if the chosen anticancer therapy is efficacious 

and discontinue treatment of the patient with a costly high-risk regimen with no demonstrable 

benefit.  
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By a biological process known as apoptosis, the aim of cancer treatment is to induce tumor 

cell death. This process involves a carefully orchestrated sequence of intracellular events that 

systematically dismantle the cell. Previous studies have demonstrated that a wide range of 

anticancer drugs, including many chemotherapeutic agents, induce apoptosis in malignant cells in 

vitro.[8] Characteristic apoptotic changes have also been described in solid tumors after 

treatment.[9] As illustrated in Figure 5.1, the first observable morphological change in a cancer 

cell undergoing apoptosis is considerable shrinkage of both the cell and nucleus (up to 50% volume 

change).[10], [11] Both acquired and intrinsic drug resistance often prevents cancer cells from 

undergoing sufficient levels of apoptosis, resulting in cancer cell survival and treatment 

failure.[12] This chemotherapy-induced autophagy is a protective response that actually leads to 

cancer cell swelling.[13] Noninvasive imaging tools that are sensitive to changes in cancer cell 

size after neoadjuvant therapy represent a new prognostic biomarker for evaluating early treatment 

response. 

 
Figure 5.1. Apoptosis is a form of programmed cell death that leads to the physical change of 

cancer cells including considerable nuclear shrinkage (condensation) at the early stage after 

treatment with apoptosis-inducing chemotherapeutic drugs.  
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A major clinical challenge in monitoring neoadjuvant therapy is how to detect and 

accurately quantify response at an early stage. Current methods for evaluating breast tumor 

response to neoadjuvant therapy consist of physical examination and conventional breast imaging 

with mammography and ultrasound. These assessment methods involve tracking changes in tumor 

size relative to baseline measures, using guidelines provided by the Response Evaluation Criteria 

in Solid Tumors (RECIST) [14]. However quantifiable changes in bulk tumor size may not be 

detectable until after multiple cycles of chemotherapy, i.e. months.[15] Specialized magnetic 

resonance imaging (MRI) techniques like diffusion-weighted MRI (DW-MRI) and dynamic 

contrast-enhanced MRI (DCE-MRI), have also been explored for use in monitoring early 

therapeutic response in breast cancer patients [16]. However, MRI requires a considerable capital 

investment, and lengthy exam times can produce patient discomfort and claustrophobia. There is 

also an ongoing concern that preoperative MRI shows clinically irrelevant tumors and increases 

mastectomies without patient benefit [17], [18]. In recent years, clinical use of contrast-enhanced 

spectral mammography (CESM) has shown promise for neoadjuvant therapy monitoring [19]. 

Notwithstanding, studies in large patient populations are still needed to validate initial findings 

[20]. While ultrasound is a convenient and affordable modality, newer advances are necessary to 

improve breast tumor imaging.  

Noninvasive ultrasound imaging has slowly evolved from a modality for only a subset of 

practitioners to a tool with applications in nearly all medical fields. In addition to being relatively 

inexpensive, ultrasound has other unique features that make it attractive for medical professionals 

like use of nonionizing radiation, portability, and real-time imaging capability [21]. Given the 

ubiquitous use of ultrasound imaging, researchers were motivated to search for hidden patterns in 
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the ultrasound data that might help reveal more information about tissue health and function.[22] 

Termed tissue characterization, several promising quantitative ultrasound methods have been 

explored.[23]–[25] Independent of instrumentation and the operator when properly implemented, 

these techniques examine the frequency content of backscatter ultrasound signals to extract 

quantitative parameters that are directly linked to the tissue microstructure. Accuracy of these 

quantitative ultrasound methods is dependent on reference signal measurements from a calibration 

phantom and hydrophone. Despite preclinical successes, translation to human studies and clinical 

adoption has encountered barriers. In part, quantitative ultrasound techniques are too 

computationally intensive for existing hardware, or not robust enough for everyday clinical 

use.[26] Notwithstanding, these issues are being diminished with modern technology and 

quantitative ultrasound imaging for tissue characterization may be on the verge of wide clinical 

applicability and use as an adjunct to diagnostic procedure.       

Bypassing some of the computational complexity issues associated with the more 

established tissue characterization approaches, a new ultrasound modality has recently emerged to 

qualitatively investigate the backscattering properties of tissue. Called H-scan ultrasound (where 

‘H’ denotes Hermite), this imaging approach is based on the classification theory for tissue 

scattering.[27] Using a matched filter methodology applied to backscattered ultrasound signals, 

filter outputs are used to colorize a display to provide local discrimination between various-sized 

ultrasound scatterers in real-time.[28], [29] In general, lower frequency spectral content is 

generated from larger scattering structures whereas the higher frequency signal content is produced 

by an ultrasound wave interacting with smaller scatterers of scale below the wavelength of the 

ultrasound transmit pulse (i.e., Rayleigh scatterers). Using a murine model of TNBC, it was shown 
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that this ultrasound imaging modality can detect an early response to neoadjuvant therapy.[30], 

[31]. Early intratumoral changes in the in vivo H-scan ultrasound signal amplitude were shown to 

be positively correlated with histologic measurements of apoptotic activity. Independently, a 

strong correlation was also found between the local H-scan ultrasound image intensity and physical 

measures of cancer cell nuclear size from co-registered histologic tissue sections.[32], [33] 

Collectively, these findings demonstrate how H-scan ultrasound images depict scatterer size and 

spatial distribution of the rigid cell nucleus while offering prognostic insight on chemotherapy-

induced cancer cell death.  

A potential limitation of current in vivo H-scan ultrasound approaches is that they are 

restricted to planar imaging and may not accurately capture spatially-varying tissue patterns. In 

response, recent research efforts have introduced a volumetric H-scan ultrasound imaging system 

and method that estimates the relative size of scattering objects and structures. Preliminary in vitro 

studies in phantom materials embedded with microspheres revealed 3-dimensional (3-D) H-scan 

ultrasound imaging can visualize the spatial distribution of acoustic scatterers of varying size at 

different concentrations.[34] When coupled with a deep learning approach, quantitative estimates 

of actual scatterer size achieved an average mapping accuracy exceeding 93%.   

Breast cancer is now widely known to be a heterogeneous disease that differs greatly 

between different patients and within each individual tumor type.[35], [36] This spatial 

heterogeneity inevitably impacts tumorgenicity, metastatic potential, and therapy response or 

resistance. Therefore, the purpose of this study was to detail the initial use of in vivo 3-D H-scan 

ultrasound imaging for the assessment of early TNBC response to neoadjuvant therapy. Using a 

murine model of breast cancer and two different experimental protocols, longitudinal H-scan 
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ultrasound imaging was applied at baseline and again at different time points after administration 

of neoadjuvant therapy. Image findings were compared to histologic measures of treatment 

efficacy.  

5.1.2 Materials and Methods 

5.1.2.1 Animal Model and Treatment Protocol 

All procedures were carried out in accordance with relevant guidelines and regulations. Animal 

experiments were performed based on a protocol approved by the Institutional Animal Care and 

Use Committee (IACUC) at the University of Texas at Dallas. Preclinical studies were conducted 

using female nude athymic mice (N = 40, Charles River Laboratories, Wilmington, MA) implanted 

with 1 million luciferase-positive breast cancer cells (MDA-MB-231, American Type Culture 

Collection, Manassas, VA) in the mammary fat pad. Once tumors reached approximately 6 to 8 

mm in size (maximum diameter) as measured using calipers, mice were randomized into the 

control or treatment groups. After baseline (day 0) imaging, mice received intraperitoneal 

injections of (i) 0.3 ml sterile saline (control), (ii) 8 mg/kg of agnostic TRA-8 monoclonal antibody 

 
Figure 5.2. Timeline of the in vivo imaging and drug treatment schedule timeline for both a shorter-

term and longer-term study. At study conclusion or when tumor burden guidelines warranted, mice 

were sacrificed and tumors excised for ex vivo analysis. 
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to human death receptor 5 (DR5) + 0.1 ml sterile saline, (iii) 4 mg/kg paclitaxel + 0.2 ml sterile 

saline, or (iv) 8 mg/kg TRA-8 + 4 mg/kg paclitaxel (N = 5 per group). The post baseline 

experimental schedule and timeline for both a shorter-term (days 0 to 3) and longer-term (day 0 to 

21) study is presented in Figure 5.2, whereby the primary endpoints were histological and survival 

analysis, respectively. At study conclusion or when tumor burden guidelines warranted, mice were 

humanely euthanized via cervical dislocation and tumors excised for ex vivo analysis. During all 

in vivo imaging procedures, animals were controlled with isoflurane anesthesia (V3000PK, 

Parkland Scientific, Coral Springs, FL).  

5.1.2.2 H-scan Ultrasound Imaging 

3-D H-scan ultrasound data was collected using a programmable research scanner (Vantage 256, 

Verasonics Inc, Kirkland, WA) equipped with a custom transducer (4DL7, Vermon, Tours, 

France). This 192-element (0.2 mm pitch) transducer has an 8.5 MHz center frequency and a 

motor-controlled mechanism to rapidly sweep the linear array for volumetric data acquisitions. 

The total scan angle was 27° (maximum negative and positive displacements of -13.5° and 13.5°, 

respectively) with an acceleration angle set to 0.135° to allow collection of 200 frames per volume 

at a rate of about 2 Hz. Under B-scan ultrasound guidance, radiofrequency (RF) data was acquired 

using a plane wave imaging and saved for offline processing. 

All ultrasound data underwent scan conversion and attenuation correction to recover any depth-

dependent signal loss [37]. The RF data was then processed to classify the scattering transfer 

functions of tissue.  Knowing the two-way impulse response of our ultrasound system has a high 

correlation to a 4th-order Gaussian-weighted Hermite polynomial (𝐺𝐻4), parallel convolutional 

filters comprised of 2nd and 8th-order Gaussian-weighted Hermite polynomials (𝐺𝐻2 and 𝐺𝐻8) 
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were used to capture the low and high frequency information, respectively. After normalization by 

the signal energy and envelop detection, lower and higher frequency filter outputs were assigned 

to a pseudo-color map and used for the H-scan ultrasound volume reconstruction and visualization 

of larger and smaller scatterers, respectively.[38], [39] A review of the H-scan ultrasound image 

formation process is presented in Figure 5.3.     

 
Figure 5.3. Schematic diagram of the 3-D H-scan ultrasound image formation process. Using a 

pair of nth-order Gaussian-weighted Hermite polynomials (denoted 𝐺𝐻2 and 𝐺𝐻8, respectively), 

parallel convolution filters were applied before normalization by the signal energy (𝐸𝑛). After 

envelope detection, low and high frequency information is then color-coded as red and blue to 

describe larger and smaller ultrasound scatterers, respectively.  
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Figure 5.4. Summary of the segmentation approach for measurement of nuclear size and location 

from the DAPI-stained histologic images. After nuclei localization using a directional filter bank, 

an initial global segmentation is performed. Nuclei edges were then processed to find the best 

contour with minimum calculated loss before calculating mean nuclear size from small 

subregions. 
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5.1.2.3 Optical Imaging 

Optical imaging allows longitudinal measurement of bioluminescent signals from luciferase-

positive cancer cells and commonly used for indication cell viability in living organisms. Mice 

were administered D-luciferin (300 mg∙kg-1 body weight in saline; Gold Biotechnology Inc, St. 

Louis, MO) via intraperitoneal injection. Following a 10 min incubation period, mice were 

anesthetized and bioluminescence imaging was performed using a small animal optical system 

(Pearl Trilogy, LI-COR Bioscience, Lincoln, NE). Images were acquired at baseline and again at 

each time corresponding to the ultrasound imaging sessions. Bioluminescent signal intensity was 

measured for each tumor using system software (Image Studio Software, LI-COR Biosciences). 

All measurements were normalized by the background bioluminescent signal and then pixel count 

of the tumor region. 

5.1.2.4 Histology 

Animals were humanely euthanized via cervical dislocation under deep anesthesia and tumors 

were excised for ex vivo analysis. Tumors were fixed in 10% neutral-buffered formalin for at least 

7 d at room temperature. Tissue samples were embedded in paraffin, sectioned (5 μm), and 

mounted taking care to select similarly sized sections representative of both the tissue edge and 

center. Deparaffinization was performed using xylene for 10 min followed by washing through a 

descending alcohol series and tap water. Multiple sections were obtained throughout the entire 

tumor volume and stained for activated caspase-3 (AC3, cell apoptosis) and Ki-67 (cell 

proliferation) using established protocols. Tumor sections were also fluorescently stained with 

4',6-diamidino-2-phenylindole (DAPI) to identify cancer cell nuclei. Whole tissue cross-sections 

were optically scanned and digitized at 40x magnification (Axio Observer 7, Carl Zeiss 
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Microscopy, White Plains, NY). Both AC3 and Ki67 activity was analyzed and tissue stain was 

recorded as a fraction of the entire tissue cross-section. 

5.1.2.5 Histological Image Analysis 

All image processing was performed using custom MATLAB software MathWorks Inc, Natick, 

MA). Feature matching based image automatic registration was performed to find the H-scan 

ultrasound image from the volume stack that best matched the DAPI-stained histologic tissue 

cross-section.[40] Generalized Laplacian of Gaussian (gLoG) kernels with five different 

orientations were used to localize the nucleus of each cancer cell and then a multi-scale radial line 

scanning (mRLS) method performed contour delineation.[41] The mRLS-based technique first 

identifies several candidate boundary contours for each cell nucleus. The gradient, intensity, and 

shape information are then integrated to determine the optimal boundary from candidate boundary 

contours. The Dice coefficient measure is finally applied to resolve any severely overlapped cancer 

cell nuclei. A summary of the histologic image analysis is presented in Figure 5.4. Next, the co-

registered H-scan ultrasound and histologic image with nuclei localizations were equally divided 

into 100 distinct region-of-interests (ROIs). For each, the mean H-scan ultrasound image intensity 

and nuclear size was computed. Each detected nucleus was segmented to compute nuclear size and 

the average was calculated within the ROI to compare with corresponding matched H-scan 

ultrasound image features. 

5.1.2.6 Statistical Analysis 

In vivo group data was summarized as mean ± SD. A two-way analysis with repeat measures was 

used to assess changes in the longitudinal data. A mixed-effects model analysis was performed to 
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make comparisons between ultrasound imaging-based group measurements. A Welch’s t-test was 

used to compare group means from the histologic data. A simple linear regression analysis was 

applied to local H-scan ultrasound image intensity and nuclear size. A P-value less than 0.05 will 

be considered statistically significant. All analyses were performed using Prism software 

(GraphPad Software, San Diego, CA). 

5.1.3 Results 

3-D H-scan ultrasound imaging was used to assess early TNBC response to neoadjuvant therapy 

following initiation of neoadjuvant therapy in a murine model. This drug treatment included a 

single dose of control, agnostic TRA-8 monoclonal antibody to human death receptor 5 (DR5), 

paclitaxel, or combination TRA-8 + paclitaxel. A representative group of 3-D H-scan ultrasound 

image reconstructions and plots of group summary statistics are depicted in Figure 5.5. Inspection 

of the segmented H-scan ultrasound volumes reveals subtle spatial heterogeneity around the tumor 

periphery. While no differences in image intensity were found at baseline (p > 0.99), longitudinal 

H-scan ultrasound volumes reveal a progressive blue color (hue) shift for tumors undergoing 

chemotherapy, while the control group appears unchanged over the same short time interval.  

A repeat measures analysis found a statistically significant change in H-scan ultrasound 

image intensity from the TRA-8 + paclitaxel treated mice (p = 0.04) but not from the other 

treatment groups (p > 0.21). Notwithstanding, compared to baseline measurements, there were 

pronounced -19.8 ± 8.2%, -51.4 ± 0.1%, and -62.2 ± 7.8% decreases in the mean H-scan ultrasound 

image intensity at day 3 for the TRA-8, paclitaxel, and TRA-8 + paclitaxel treated tumor groups, 

respectively. A similar analysis of repeat 3-D B-scan ultrasound images found no significant 

differences for any of the treatment group measurements (p > 0.58).  
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Figure 5.5. 3-D H-scan US image reconstructions from breast cancer-bearing mice at baseline (day 

0) and days 1, 2 and 3 after receiving a single dose of control or chemotherapeutic drug, namely, 

TRA-8, paclitaxel, or TRA-8 + paclitaxel (top). A summary of in vivo H-scan US image intensities 

reveals a marked early response and trend not found in the B-scan US measures (bottom). 
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After ultrasound imaging on day 3, animals were humanely euthanized and tissue excised 

for histological processing. An example of matched H-scan US and histologic images depicting 

cancer cell proliferation (Ki67), apoptosis (AC3), and nuclear size (DAPI) are presented in Figure 

5.6. These representative in vivo and ex vivo images from a TRA-8 + paclitaxel group mouse reveal 

breast tumor heterogeneity and a differential spatial response to therapy at termination. After 

summarizing intratumoral measurements from the entire histological cross-sections, significantly 

different levels of cell proliferation and apoptotic activity were found for both the control and 

treated tumors. Reported as a fraction of the entire tissue cross-section, proliferation activity was 

24.4 ± 2.2% for the control group compared to the therapy groups, which were found to be 13.2 ± 

2.1%, 10.9 ± 1.6% and 4.2 ± 1.6% for the TRA-8, paclitaxel, and TRA-8 + paclitaxel, respectively 

(p < 0.001). Using a similar metric, apoptotic activity for the control group was 3.8 ± 0.4% and 

18.2 ± 1.9%, 19.3 ± 0.7% and 27.8 ± 3% for the TRA-8, paclitaxel, and TRA-8 + paclitaxel, 

respectively (p < 0.001). Lastly, DAPI-stained tissue sections allowed sensitive detection of cancer 

cell nuclei using fluorescent microscopy. Dedicated image processing algorithms were then used 

to measure mean nuclear diameter. While no significant differences were found between the 

control and TRA-8 or paclitaxel treated tumors, that is 21.2 ± 1.5 μm versus 18.2 ± 1.3 and 16.9 ± 

1.7 μm (p > 0.06), mice administered the combination TRA-8 + paclitaxel therapy had tumor tissue 

with nuclear sizes that were significantly smaller at 15.8 ± 1.2 μm (p = 0.006). Given the dense 

volume of H-scan ultrasound images, DAPA-stained tissue sections were resized and oriented to 

the same perspective.  
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Then the H-scan image that most closely matched the histologic section was selected for 

further analysis. After dividing each image into smaller nonoverlapping ROIs and ignoring areas 

with necrotic tissue, local H-scan ultrasound image intensity and nuclear size measures were 

summarized for both the control and treated tumor groups. It is noteworthy that there was a 

significant linear correlation between the local H-scan ultrasound image intensity and nuclear size 

(R2 > 0.51, p < 0.001) (see Figure 5.6). Given TRA-8 and paclitaxel are apoptosis-inducing 

 

Figure 5.6. Comparison of matched H-scan US and histologic images depicting cell proliferation 

(Ki-67), apoptosis (AC3), and nuclear size (DAPI, top). Enlarged regions show breast tumor 

heterogeneity and a differential spatial response to neoadjuvant therapy as highlighted by the three 

distinct zoomed subregions. Bar plots summarize control tumor histologic measures and those 

administered a single dose of TRA-8, paclitaxel, or TRA-8 + paclitaxel (bottom left). A linear 

comparison of in vivo H-scan US image intensities and co-registered local measures of cancer cell 

nuclear size suggests that H-scan US imaging can detect increased apoptotic activity and cancer 

cell nuclear shrinkage in tumors administered neoadjuvant therapy. A * indicates p < 0.05 versus 

control data.  
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chemotherapeutic drugs, progressive changes in local H-scan ultrasound image intensity were due 

in part to varying levels of cell death and nuclear condensation.  

In a second experiment, 3-D H-scan ultrasound imaging was again used to assess response 

to neoadjuvant therapy in luciferase-positive TNBC-bearing mice. Longitudinal bioluminescent 

images of tumor cell viability were also acquired and the main endpoint of this longer-term study 

was subject survival. A representative group of 3-D H-scan ultrasound image reconstructions and 

plots of group summary statistics are detailed in Figure 5.7. On average, results reveal that H-scan 

ultrasound images of the tumors exhibited a considerable blue shift at 72 h of therapy 

administration that are in good agreement with the independent measures depicted in Figure 5.5 

(p > 0.11).  

Thereafter, progressive intensity changes in the segmented H-scan ultrasound volumes 

were very pronounced for tumors undergoing chemotherapy, while the control group again appears 

mostly unchanged over the same longer-time interval. An analysis of repeat measures found a 

statistically significant change in H-scan ultrasound image intensities for all treated mice by day 7 

(p < 0.01), but not for the control group (p = 0.87). These trends continued to became more 

pronounced on subsequent days up until the last H-scan ultrasound imaging session on day 14 and 

were comparable to bioluminescent image findings presented in Figure 5.8.  
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Figure 5.7. 3-D H-scan US image reconstructions of breast cancer-bearing mice after receiving 

a single dose of sham or neoadjuvant therapy (top). A summary of in vivo H-scan US image 

intensities reveals a considerable change and longer-term treatment response (bottom). 
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The optical images depict a progressive increase for the control group and reflects a 

progressive increase in viable cancer cells in the growing TNBCs. Conversely, tumors in the TRA-

8, paclitaxel, and TRA-8 + paclitaxel treated mice exhibit progressive deceases suggestive of 

increased cell death. When tumor burden warranted, mice were euthanized up until the terminal 

endpoint of day 21. Survival curves detail a general improvement in subject outcomes following a 

single dose of neoadjuvant therapy compared to controls. These longer-term survival trends were 

less consistent than the in vivo H-scan ultrasound and optical imaging because several mice were 

euthanized prematurely due to tumor ulceration from the house bedding and not due to size 

limitation concerns. 

 

Figure 5.8. Whole body bioluminescent images of breast cancer-bearing mice at baseline (day 0) 

and days 3, 7, 10, and 14 after receiving a single dose of control or chemotherapeutic drug, 

namely, TRA-8, paclitaxel, or TRA-8 + paclitaxel (top). A summary of in vivo bioluminescent 

image intensities (bottom left) reveals a marked early response and trend comparable to that 

found using 3-D H-scan ultrasound imaging. Survival curves detail a general improvement in 

subject outcomes following neoadjuvant therapy compared to controls. 
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5.1.4 Discussion 

During this research, we explored the use of 3-D H-scan ultrasound imaging to visualize 

heterogenous patterns in TNBC-bearing mice and characterization of tissue scatterers. During the 

shorter-term study, changes in H-scan ultrasound image intensity compared favorably to histologic 

measures at termination. Specifically, there was a decrease in the H-scan ultrasound signal 

following neoadjuvant therapy that coincided with increased cancer cell apoptosis and decreased 

proliferation, both hallmark features of a successful cancer treatment. Tumor response was most 

pronounced in the TRA-8 + paclitaxel treatment group mice, as TRA-8 is known to sensitize 

TNBC to paclitaxel.[42] Following measurement of cancer cell nuclear size from histological 

images, it was found that a strong correlation with the local H-scan ultrasound image intensity 

existed. During the longer-term study, changes in H-scan ultrasound imaging intensity were 

supported by those found using optical imaging and survival analysis. These collective findings 

suggest that in vivo 3-D H-scan ultrasound imaging can noninvasively detect an early TNBC 

response to neoadjuvant therapy (apoptosis-induced cell death) and within days of treatment 

initiation. It also can be inferred that spatial variations in ultrasound scatter size is more accurately 

depicted using H-scan ultrasound images compared to the conventional B-scan ultrasound imaging 

techniques [28].  

During the H-scan ultrasound analysis and display, visualization of different scattering 

sizes and types are enabled by a matched filter approach involving different orders of Gaussian-

weighted Hermite functions. Like the technology detailed in this paper, an H-scan ultrasound 

system employing a transducer with center frequencies in the 10 MHz range are suitable for 

clinical imaging of human breast. If available, use of a higher frequency and wideband array 
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transducer would further increase H-scan ultrasound sensitivity to tissue scatterer size.[28], [43] 

While the effects are less consequential during preclinical murine studies, depth-dependent 

attenuation in human tissues is more pronounced and will strongly influence the H-scan ultrasound 

analysis. Before clinical translation can be pursued, additional work is required to develop robust 

compensation strategies that minimize any depth-dependent biases.  

Analysis of backscattered ultrasound signals is promising noninvasive approach to tissue 

characterization. For example, Kolios et al. used a spectral feature-based method to analyze 

backscattered ultrasound signals from aggregates of both normal healthy cells and cancer cells 

(like a simplified tumor model) treated with chemotherapeutic drugs.[44] Unlike measurements 

from the untreated cells, tissue characterization parameters from treated cell aggregates changed 

as a consequence of the decrease in effective scatterer size caused by nuclear condensation during 

apoptotic death. More recent studies provided additional evidence that these changes in ultrasound 

scattering were linked to the degree of chromatin condensation (density of nuclear material).[45], 

[46] As a greater fraction of tumor tissue undergoes cell death, a greater degree of chromatic 

condensation and possibly fragmentation is expected to occur.[47] In a large cohort of breast 

cancer patients, Czarnota et al. detailed how quantitative ultrasound imaging and spatial 

heterogeneities in size and spacing of ultrasound scatterers could predict response to neoadjuvant 

therapy within weeks of treatment initiation.[48] Furthermore, tissue characterization features in 

the core and margin of breast tumors can predict five-year recurrence free survival.[49] Preclinical 

H-scan ultrasound imaging findings presented herein are in good agreement with several of the 

conclusions from these pioneering in vitro and in vivo studies. An advantage of our 3-D H-scan 

ultrasound approach is it provides information in volumetric space throughout the entire cancer 
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burden. However, the absolute value of this volumetric data (like spatial heterogeneity) and 

comparison to an established quantitative ultrasound method needs to be carefully explored. Future 

work will also integrate a deep learning modeling approach with in vivo 3-D H-scan ultrasound 

imaging to allow quantitative estimation of actual scatterer size.[34] This innovation will require 

a rather large amount of labeled image data (for model training and testing) that is spatially 

registered to known histological measurements, which was not feasible using the limited data 

collected for the current study.         

 3-D H-scan ultrasound imaging was performed using a wobbler transducer that includes 

mechanically sweeping a linear array transducer to capture volumetric data from a spatial series of 

ultrasound images. The advantage of this mechanical scanner is low cost, and relatively low power 

consumption. The disadvantage includes reverberation artifacts caused by an impedance mismatch 

between oil and the transducer lens. Given these reverberation artifacts would presumably 

compromise any tissue characterization attempts, future work could investigate use of 3-D H-scan 

ultrasound imaging using a 2-D matrix array transducer. While allowing electronic beam steering 

and considerably higher volume imaging rates if needed, these matrix arrays are devoid of 

mechanical parts that are prone to failure. Techniques for the mechanical characterization of tissue 

have been detailed and preliminary results are encouraging.[50], [51]     

5.1.5 Conclusions 

Overall, it was shown that in vivo 3-D H-scan ultrasound imaging is a promising technique that 

allows visualization of the heterogeneous tumor microenvironment in a mouse model of TNBC. 

H-scan ultrasound imaging was also considerably more sensitive to tumor changes after apoptosis-

inducing drug therapy as compared to traditional B-scan ultrasound. While there was no difference 
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at baseline (p > 0.99), H-scan ultrasound results from treated tumors exhibited progressive 

decreases in image intensity (up to 62.2% by day 3) that had a significant linear correlation with 

cancer cell nuclear size (R2 > 0.51, p < 0.001). In short, the proposed 3-D H-scan methodology 

was validated by two independent in vivo studies and ex vivo histological measures. Nuclear size 

was shown to have a strong linear correlation with local H-scan ultrasound image intensity that 

also coincided with biomarkers of cancer cell death like apoptosis.  
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5.2 Part 2 

5.2.1 Introduction 

Breast cancer accounts for 30% of all new cancer diagnoses in women [1]. Despite encouraging 

clinical advances that have spurred a decline in mortality, breast cancer remains a major public 

health and economic issue. For many breast cancer patients, neoadjuvant chemotherapy is the 

standard of care. Several clinical studies have demonstrated that an early response to neoadjuvant 

chemotherapy is a good predictor of a patient’s long-term survival [2]. Therefore, a responsive 

adaptive chemotherapy selection in the neoadjuvant setting could improve the cure rate and 

prognosis of breast cancer patients. This highlights the importance of early predictions of patient 

response to neoadjuvant chemotherapy. 

A major challenge in monitoring neoadjuvant chemotherapy is how to detect and 

accurately quantify response at an early stage of drug treatment. The use of noninvasive ultrasound 

(US) for monitoring this tumor response has been the focus of research efforts for decades. Several 

promising quantitative US-based tissue characterization methods have been introduced like 

backscatter classification and spectral feature extraction [3]. These approaches examine the 

frequency content of backscattered US signals to extract quantitative parameters linked to the 

tumor microstructure [4]. However, these techniques routinely use a kernel of data for tissue 

parameter estimation, which introduces a fundamental tradeoff between estimator accuracy and 

spatial resolution.  

To help overcome limitations of the more traditional tumor tissue characterization 

approaches and to simplify the procedure, the hue-scanning (H-scan) US imaging technique has 

emerged [5]. This newer modality depicts subtle changes in the tissue microstructure that are 
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otherwise invisible during B-scan US imaging, thereby adding new information to a diagnostic US 

examination. In approach, the H-scan US format links the mathematics of Gaussian-weighted 

Hermite (GH) functions to the physics of scattering and reflection from different-sized tissue 

components. In general, lower frequency signal content is generated from larger scattering 

structures whereas higher frequency backscattered US signal content is produced by an US wave 

interacting with small scatterers of scale below the wavelength of the US transmit pulse (i.e., 

Rayleigh scatterers) [6], [7]. The purpose of this study was to introduce a new 3-dimensional (3-

D) H-scan US imaging technique for investigating an early chemotherapy response in breast 

cancer-bearing mice. US findings were then compared to measurements from diffusion-weighted 

magnetic resonance imaging (DW-MRI) and histological analysis of excised tumor tissue samples. 

5.2.2 Materials and Methods 

5.2.2.1 Animal Preparation 

All protocols were approved by the Institutional Animal Care and Use Committee (IACUC) at the 

University of Texas at Dallas. Preclinical studies were conducted using six-week-old female nude 

athymic mice (N = 18, Charles River Laboratories, Wilmington, MA) orthotopically implanted 

with 1 million breast cancer cells (MDA-MB-231, American Type Culture Collection, Manassas, 

VA). When tumor size reached 6 to 8 mm (maximum diameter), mice were divided into three 

groups and administered the following intraperitoneal injections: (1) 5 mg/kg of sterile saline 

(sham drug), (2) 5 mg/kg of cisplatin, or (3) 25 mg/kg cisplatin. The animals were treated biweekly. 

All US and MRI scans were performed at baseline before drug injection and again at days 1, 3, 

and 7.  
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5.2.2.2 Ultrasound Data Acquisition and H-scan Processing 

US imaging was performed using a Vevo 3100 system (FUJIFILM VisualSonics Inc) equipped 

with an MX201 linear array transducer. This 256-element (0.125 mm pitch) transducer was 

operated at a 15 MHz center frequency. Volumetric data acquisitions were acquired by fixing the 

transducer to a motorized stage and then a collecting a series of US images at discrete positions 

that are equally spaced 50 μm apart. Using custom MATLAB software (MathWorks Inc, Natick, 

MA), all US data underwent attenuation correction for depth-dependent signal loss [8]. To generate 

the H-scan US images, two parallel convolutional filters comprised of 2nd and 8th-order GH 

polynomials (GH2 and GH8) were applied to measure the relative strength of the backscattered 

US signals [9]. After normalization and envelope detection, lower frequency signals were assigned 

to a red (R) channel and the higher frequency components to a blue (B) channel. The unfiltered 

original RF signal was assigned to the green (G) channel to complete the RGB colormap and final 

H-scan US volume reconstruction [10].  

5.2.2.3 Magnetic Resonance Data Acquisition 

MRI data acquisitions were performed using a 3 T preclinical system (BioSpec 3T, Bruker, 

Billerica, MA) equipped with a mouse body coil. Images were acquired using a pulsed-gradient 

spin echo sequence with a TR/TE (repetition time/echo time) of 30 ms and b-value set to 650 

s/mm2. Using vendor software (ParaVision 360, Bruker Corp), apparent diffusion coefficient 

(ADC) maps generated. A region-of-interest (ROI) was then placed to encompass the tumor 

volume before calculation of the mean ADC value. 
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5.2.2.4 Ex vivo Processing of Tumor Tissue 

Immediately after the last imaging session, animals were humanely euthanized via cervical 

dislocation under deep anesthesia. Tumors were surgically excised and fixed in neutral-buffered 

formalin for 7 d at room temperature. After complete fixation, tissue samples were embedded in 

paraffin and thin 5 μm sections were prepared from the blocks. To help identify the cell nucleus, 

tissue sections were repeatedly treated with a 4′,6-diamidino-2-phenylindole (DAPI) solution (1 

µg/mL, Thermal Fisher Scientific) and washed with phosphate buffered saline (PBS). Slides were 

mounted with fluorescent mounting media (HCO8, Millipore, Burlington, VT). Finally, whole 

tumor tissue sections were scanned and digitized using a fluorescence microscope equipped with 

a motorized volumetric scanning stage (Axio Observer 7, Carl Zeiss Inc, Thornwood, NY) and a 

fluorescent filter for DAPI (λ = 461 nm). Lastly, digital histology images were analyzed using 

custom image processing software to quantify nuclear size throughout each tumor tissue section 

[11]. 

5.2.2.5 Statistical Analysis 

Group data was summarized as mean ± SD. A mixed-effects one-way analysis of variance 

(ANOVA) test was performed to make comparisons between group measurements. A p-value less 

than 0.05 was considered statistically significant. All statistical analyses were performed using 

Prism 9.0 (GraphPad Software, San Diego, CA).  
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5.2.3 Results and Discussion 

Example 3-D H-scan US image reconstructions and plots of group summary statistics are 

depicted in Figure 5.9. Inspection of the segmented US volumes reveals subtle patterns of spatial 

heterogeneity along the tumor periphery. While no differences in H-scan US image intensity were 

found at baseline (p > 0.99), repeat images at days 1, 3, and 7 reveal a progressive blue hue shift 

for tumors that were undergoing chemotherapy, while the control group tumors appear unchanged. 

Compared to baseline H-scan US image intensity levels, there were pronounced increases of 36.4 

± 6.9% and 43.8 ± 8.1% at day 7 for the low and high dose cisplatin treated tumors, respectively. 

A similar analysis of repeat B-scan US images (not shown) found no differences for any of the 

treatment group measures (p > 0.92).  

 

Figure 5.9. Representative H-scan ultrasound (US) tumor volume reconstructions from breast 

cancer-bearing mice at baseline (day 0) and days 1, 3, and 7 after the start of control treatment or 

chemotherapy using 3 mg/kg (low dose) or 25 mg/kg (high dose) of cisplatin. A summary of H-

scan US image intensities reveals marked intratumoral changes in the drug dosed animals versus 

those treated with sham drug.  
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ADC maps were derived from DW-MRI data acquisitions. Inspection of the DW-MRI 

sequences presented in Figure 5.10 reveals progressive dose-related increases in intratumoral ADC 

values for animals undergoing chemotherapy. Relative to control group changes after 7 d,  mean 

ADC values from the low and high dose cisplatin treated tumors were significantly increased, 1.3 

± 7.3%, 26.4 ± 7.7%, and 41.1 ± 15.4%, respectively (p < 0.01). These observation were attributed 

to elevated water mobility following induced cancer cell apoptotic activity within the bulk tumor 

mass.  

 

Figure 5.10. Representative diffusion-weighted magnetic resonance imaging (DW-MRI)-derived 

apparent diffusion coefficient (ADC) maps of breast cancer-bearing mice at baseline (day 0) and 

days 1, 3 and 7 after the start of control treatment or chemotherapy. A summary of ADC values 

reveals marked intratumoral changes in the drug dosed animals versus those treated with sham 

drug.  
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After US and MRI studies on day 7, animals were humanely euthanized and tissue was 

excised for histological processing. As illustrated in Figure 5.11, fluorescent microscopy imaging 

of DAPI stained tumor tissue sections allowed visualization of the spatial location and distribution 

pattern of cancer cell nuclei. Digitized DAPI images were then processed to compute 

measurements of cancer cell nuclear size. Specifically, mean nuclear size was found to be 17.2 ± 

 

Figure 5.11. Example histological images after staining for nuclear location (DAPI, top). A 

summary of cancer cell nuclear size measurements are provided for tumors administered control 

treatment or chemotherapy using 3 mg/kg (low dose) or 25 mg/kg (high dose) of cisplatin (bottom). 

No changes in tumor size were noted during the experimental period. A * indicates a p-value less 

than 0.05 versus controls.    
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2.5 μm in control tumors versus 11.8 ± 2.1 and 9.9 ± 3.2 μm in tumors treated with low and high 

dose cisplatin, respectively (p < 0.02).  

Previous research has shown that in highly cellular tissue like tumors, the cancer cell 

nucleus is up 10-times stiffer than the surrounding cytoplasm [12] and helps contribute to 

backscattered US signals. Likewise, our group has shown that the local H-scan US image intensity 

is linearly related to cancer cell nuclear size and spatial distancing [11], [13], [14]. It is not 

surprising that US-derived measurements reflective of scatterer spacing and organization have 

been used to differentiate normal from pathological tissue [15]. A number of preclinical studies 

have also shown that tissue characterization using various US techniques are effective resources 

for detecting tumor response to a variety of anticancer therapies including chemotherapy [16], 

[17]. This supports the findings of this present study and further highlights the potential of H-scan 

US imaging for assessing an early tumor response to apoptosis-inducing drugs.  

5.2.4 Conclusion 

3-D H-scan US imaging was implemented using a preclinical scanner and shown to be a promising 

approach for monitoring early cancer response to neoadjuvant chemotherapy. These US results 

were validated by independent findings from DW-MRI and histological analysis of excised tumor 

tissue samples. 
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CHAPTER 6 

 

CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

Preliminary preclinical findings using both in vitro and in vivo H-scan US have indicated this new 

quantitative US imaging technique may be useful for detecting apoptotic activity and acute 

response to neoadjuvant chemotherapy. The model was used to compare biological tissues, and 

the initial analyses of the H-scan US images revealed distinct color patterns related to the 

underlying scattering behavior. More specifically, experimental work performed by our group has 

shown visual changes in scatterer size on the order of 15 to 250 µm in phantom materials with H-

scan US imaging. After the development of a real-time H-scan US imaging system and using a 

murine xenograft model, our group demonstrated this new and innovative imaging modality could 

detect early response to neoadjuvant treatment.  

To make H-scan US a more robust and reliable modality for human imaging, the matched 

Gaussian-weighted Hermite polynomial functions must be properly set for the initial pulse 

sequence and then continuously readjusted at tissue depth as high-frequency spectral content is 

progressively attenuated. To compensate for frequency-dependent attenuation at tissue depth, we 

adaptively adjusted the two spectral windows using the K-means clustering technique, optimizing 

H-scan US results for data collected from heterogeneous tissue (Figure 3.5). Another challenge 

associated with translating current H-scan US research to clinical practice is cancer heterogeneity, 

which causes different drug sensitivities at varying tumor subregions. With that said, utilizing 3-

D H-scan US imaging to capture data from the entire tumor burden can fundamentally improve 

any tissue characterization strategy and treatment response determination. Therefore, a real-time 
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3D H-scan US imaging system equipped with customized two-dimensional (2D) 1024-element 

(32 x 32) matrix array (chapter 2) and wobbler (chapter 4) US transducers was developed to 

produce more robust tumor statistical analyses. In vitro results indicate that 3D H-scan US imaging 

technique can detect acoustic scatterers of varying size (p < 0.01, Figure 2.8) and is independent 

of scatterer concentration (p > 0.05, Figure 4.3). Furthermore, the developed H-scan US shows a 

rapid change in image intensity with increased scatterer size (> 200%) compared to a slight 

increase observed in the B-mode US images (< 30%, Figure 4.5). This suggests H-scan US 

imaging is more sensitive than B-scan US to changes in scatterer size. Additionally, our 

preliminary in vivo study suggests acute changes in the H-scan US signal amplitude were shown 

to strongly correlate with apoptotic activity (Figure 5.7). With cell shrinkage, the cells are smaller 

in size, the cytoplasm is dense, and the organelles are more tightly packed, which was suggested 

to be due to fundamental differences in scatterer size distributions (Figure 5.6 and 5.8). Our 

repeated in vivo study found a strong linear relationship between nuclear size and H-scan US image 

intensity, indicating apoptosis is one of the important factors that contribute to US signal changes. 

In Chapter 2, we developed a 3D H-scan US imaging system and method for voxel-level 

classification of US scattering. To investigate theoretical considerations supporting this new H-

scan US technology, a detailed simulation program was developed. This simulation helps provide 

insight into existing US technology and can inform future developments. The overarching purpose 

of the research presented herein was to study and evaluate the sensitivity of 3D H-scan US to 

scatterer objects and compare to co-registered B-scan US findings. We investigated the feasibility 

of using US imaging to detect relative changes in scatterer size for a series of homogeneous 
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phantom materials in simulation and experimentation. Overall, our hypothesis was that H-scan US 

imaging would be more sensitive to variations in scatterer size than traditional B-scan US. 

In Chapter 3, we developed a deep network for spatiotemporal filtering to be used with the 

H-scan US imaging method for tissue characterization across different organs in the lateral 

direction. A compensation strategy involving an adaptive K-means clustering algorithm was 

introduced in this chapter to adjust GH polynomials based on RF signal spectrum changes at 

different depths. The proposed method analyzed the RF signal to adjust the matched GH functions, 

accounting for frequency-dependent attenuation. This technique was initially validated in vivo via 

beef muscle tissue. Our hypothesis was that tissue attenuation could be addressed by using an 

adaptive K-means clustering algorithm, and the GH kernels could be adjusted via a calculated 

scaler to improve H-scan US image quality over the entire depth. Thus, this research may increase 

the ability of tissue characterization using H-scan US imaging and its clinical potential for imaging 

complex tissue structures and deep organs.    

We extended the results from Chapter 3 in Chapter 4 by developing a 2D sparse array H-

scan US imaging system and a method for voxel-level classification of US scattering. The 

overarching purpose was to study and evaluate the sensitivity of the sparse H-scan volumetric US 

imaging technique to scatterer objects and to compare with B-scan US findings. We investigated 

the feasibility of using US imaging to detect relative changes in scatterer size for a series of 

homogeneous phantom materials in experimentation. We hypothesized that 3D sparse array H-

scan US imaging is more sensitive to variations in scatterer size than the traditional B-scan US 

approach. Then ML methodologies were introduced to make the scatterer size estimation in real-

time possible. Overall, the hypothesis was that the proposed imaging technology could increase 
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the ability of US for scatterer size estimation, and the data throughout the selected volume space 

could highlight the heterogenous microenvironment to make size estimation at different sub-

regions possible. 

In Chapter 5, we designed a high-resolution 3D H-scan US imaging technique to 

distinguish subtle changes at the cellular level and evaluate its use for monitoring tumor apoptotic 

activity and acute response to neoadjuvant chemotherapy. Inspection of the segmented H-scan US 

volumes reveals subtle spatial heterogeneity around the tumor periphery. While no differences in 

image intensity were found at baseline (p > 0.99), H-scan US volumes revealed a progressive blue 

color (hue) shift for tumors undergoing chemotherapy, while the control group appears unchanged 

over the same time interval. A one-way ANOVA analysis found a statistically significant change 

in H-scan US image intensity for the low-dose and high-dose cisplatin-treated mice (p = 0.04 and 

p = 0.03, respectively) but not for the control group (p = 0.92). Compared to baseline 

measurements, there were 51.2 ± 5.1% and 68.4 ± 2.6% increases in H-scan US image intensity at 

day 10 for the low and high-dose treated groups, respectively. The image homogeneity analysis 

indicated a decrease associated with H-scan US image intensity. Analysis of image homogeneity 

found no significant differences in the control group by day 10 (-0.63 ± 0.36%; p = 0.24). 

However, animals administrated with low-dose (-1.53 ± 0.36%; p < 0.01) or high-dose cisplatin (-

2.51 ± 0.22%; p < 0.01) showed significantly lower levels of homogeneity when compared to 

control tumors. Furthermore, an inspection of MRI images revealed a progressive increase in the 

average ADC value when mice were undergoing therapy. Specifically, when compared to the mean 

ADC value of the control group on day 10, changes were significantly higher in the low-dose 

cisplatin group (i.e., -2.57 ± 4.02% versus 37.74 ± 15.66%, p < 0.01). Additionally, the average 
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ADC value of the high-dose cisplatin-treatment group was significantly higher (73.47 ± 2.95%; p 

< 0.001) than that of the other two groups caused by progressive water accumulation due to 

apoptosis. After US imaging on day 10, animals were humanely euthanized, and tumor tissue was 

excised for histological processing. Reported as an entire tissue cross-section, proliferation activity 

was 79.3 ± 0.8% for the control group while for the low-and high-dose cisplatin-treated groups 

was found to be 51.5 ± 2.6% and 40.3 ± 4.5%, respectively (p < 0.01). Using a similar metric, 

apoptotic activity was 20.7 ± 0.9%, 48.5 ± 2.6% and 59.7 ± 4.5% for the control, low-and high-

dose treatment groups, respectively (p < 0.001). Lastly, versus the calculated nuclei size in the 

control group, 17.6 ± 6.5 μm, mice administered with cisplatin had tumor tissue with significantly 

smaller nuclear sizes at 14.1 ± 4.5 and 8.9 ± 8.8 μm, respectively (p < 0.02). Overall, the in vivo 

volumetric H-scan US imaging technique was introduced and shown to be a promising 

methodology for monitoring acute tumor response to anticancer drug treatment in TNBC. Analysis 

of the H-scan US results indicated no significant difference at baseline (p = 0.92), whereas the 

apoptosis-inducing drug-treated tumors exhibited a progressive increase in signal intensity within 

days of treatment initiation (up to 49.4% by day 3). Validated by three independent studies (i.e., 

image homogeneity, DW-MRI and histological measures), the findings of this study provided 

preclinical insight into US scattering properties of TNBC after chemotherapy and have potential 

implications for patient care by translating this technique to clinic. 

6.2 Future Work 

The analysis of our simulated US in Chapter 2 suggested that the image resolution along the depth 

axis is high, whereas the lateral resolution is low. A more advantaged technique is needed to 

improve the image resolution. Additionally, a random distribution of the acoustic scatterers was 
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modeled in this study to represent the tissue microstructure; the results presented here are more 

representative of the in vivo tumor microenvironment. Even though there was a subtle intergroup 

difference among different imaging apodization techniques, an improvement in image SNR was 

found when imaging homogenous phantom materials. To obtain more reliable analysis results to 

represent human tissue and to evaluate the impact of imaging apodization on H-scan US, a more 

complicated phantom model will be designed for a future study to improve the robustness of the 

analysis.  

 The imaging of complex tissue structure, such as tumors, was not included in Chapter 3. 

Since analyzing RF signals reflected from complex tissue needs a large ROI window size or small 

ROI with more signal overlap to achieve high computational accuracy, this can increase the 

computational costs and reduce the efficiency of the adaptive attenuation correction algorithm. 

Hence, future work needs to focus on the improvement of the attenuation correction method (i.e., 

code excitation) to address the signal attenuation involved with imaging of deep complex tissue 

structures in vivo. This would further help to reduce the impact of other factors on color shift, such 

as the concentration of cells. 

One limitation of the proposed technique in Chapter 5 is that it cannot quantitatively 

measure the acoustic scatterer (nuclear) size in vivo, which is one of the essential ways to evaluate 

the effect of chemotherapy agents on cancer cells [1]–[3]. The limitation was mainly due to the lack 

of matched histological data. It can introduce bias when studying correlations between imaging and 

histological data due to the significant mismatch between the imaging scan planes and the surgical 

sample [4], [5]. The ability to link microscopy data to tissue properties through spatial 

correspondence can be critical for validating H-scan US imaging techniques. Therefore, future 
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works (e.g., attenuation correction techniques) are planned to improve the ability of H-scan US 

imaging for tissue characterization when imaging complex tissues in a clinical setting.  
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