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Supervising Professor: Bilal Akin

The power electronics industry is continuously striving to improve the efficiency and density

of power converters. At the same time, with increasing electrification and automation across

application domains, the power electronic systems are expected to meet stringent reliability

requirements, especially in safety-critical applications such as aerospace, autonomous vehicles,

data centers, etc. Silicon Carbide (SiC) power semiconductor devices promise significantly

superior electro-thermal performance to traditional silicon IGBTs and MOSFETs. However,

given their relative nascence, the field reliability of SiC devices is unproven and certain

fundamental reliability challenges exist. This dissertation aims to study on-board condition

monitoring methods as a potential solution to addressing reliability challenges with SiC

MOSFET based converters. The dissertation first presents a detailed architecture for a

modular, highly-scalable accelerated testing platform for SiC MOSFETs. The proposed

testing setup enables rapid aging of large batches of SiC MOSFETs for the purpose of

generating large datasets to study long-term reliability, and identify electrical precursors

that can be used for on-board condition monitoring of SiC devices. Testing on a batch of

discrete SiC MOSFETs using the developed test platform revealed the frequent occurrences of

gate-open failure in discrete SiC MOSFETs. Therefore, in this dissertation, gate-open failures

are systematically studied in the context of SiC MOSFETs, and potential causes for SiC

viii



MOSFETs’ increased susceptibility to gate-open failures is discussed. Importantly, a robust

cycle-by-cycle gate-open failure detection solution is presented and its superior performance

over traditional protection schemes is experimentally validated. Lastly, this dissertation

proposes an end-to-end practical online condition monitoring solution for SiC MOSFET-

based traction inverters using device on-state resistance (Rds−on) as an aging precursor.

The proposed solution includes accurate on-board on-state resistance (Rds−on) measurement

circuits along with code-efficient data acquisition and filtering algorithms. Importantly, the

presented solution uses a stochastic Bayesian state-of-health estimation algorithm. The

algorithm presents an elegant solution to the fundamental problem of separating aging-related

Rds−on change from operating conditions-related changes by exploiting the symmetrical

nature of the inverter’s operation. In particular, the presented solution is highly scalable as

it automatically accounts for device and system level variations and eliminates the need for

extensive system/device specific calibration.
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CHAPTER 1

INTRODUCTION

1.1 Advantages of Silicon Carbide Power Semiconductors

Silicon carbide (SiC) power MOSFETs have superior conduction, switching and thermal

properties compared to silicon (Si) MOSFETs and IGBTs [2]. Superior properties are

fundamentally enabled by the wider bandgap of SiC semiconductors. The wider bandgap

results in a higher breakdown strength. Since most power devices have vertical structures,

the higher breakdown strength of the semiconductor enables thinner dies with a smaller

cross-section area. Table 1.1 shows the comparison between a SiC MOSFET and a similarly

rated Si IGBT. The equivalent on-state resistance figure for the Si IGBT is derived from

the specified VCE−Sat. It is seen that despite having a higher current rating than Si IGBT,

the SiC MOSFET has significantly lower input, output, and reverse transfer capacitance

values. Since the capacitance values are proportional to the physical overlap, the smaller

values are indicative of the significantly smaller die size of the SiC MOSFET. The lower

capacitance values significantly increase SiC MOSFET’s switching speed resulting in reduced

switching losses. Moreover, the lower specific on-resistance of SiC MOSFETs also reduces

their conduction losses.

1.2 Reliability Challenges in Adopting SiC Devices

However despite the many advantages SiC MOSFETs have over Si devices, their long-term

reliability is not well understood. Moreover, given that SiC technology has only started

witnessing wide-scale deployment, currently available field data is limited. Although SiC

technology has progressed over the past several years, certain fundamental reliability concerns

remain with the current generation of SiC devices. From the package point of view, SiC’s
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Table 1.1: Comparison of SiC MOSFET vs Si IGBT

Property
SiC MOSFET
(C3M0030090K)

Si IGBT
(IXFN56N90P)

Breakdown voltage 900 V 900 V

Continuous drain current 63 A 56 A

On-state resistance (Rds−on) 30 mΩ 145 mΩ

Input capacitance (Ciss) 1747 pF 23 nF

Output capacitance (Coss) 131 pF 1385 nF

Reverse transfer capacitance (Crss) 8 pF 106 pF

Young’s modulus is roughly three times that of Si (501 GPa vs. 162 GPa) [3]. The resulting

stiffness of SiC creates higher mechanical stress on the package for the same temperature

gradient. In addition, current packaging technologies limit the upper limit of the operating

temperature range of SiC and its specific on-resistance [4]. Therefore, the device market faces

growing pressure to reach the theoretical levels of SiC by decreasing the reliability-oriented

package margins. From the chip point of view, some of the issues related to the extrinsic

defects, Basal plane dislocations, and stacking fault (SF) have been addressed over recent

years [5, 6]. However, there are still some challenges regarding gate oxide weakness which are

mostly related to the higher density of interface traps and smaller band offset [7].

1.3 On-Board Condition Monitoring

As shown in Fig. 1.1 the challenges with SiC devices’ reliability can possibly be addressed

through two complementary solutions: 1) developing a large accelerated aging dataset of

SiC devices under various conditions to understand their long-term reliability and guiding

future device development, 2) using on-board, in-system prognostics, and device health

monitoring techniques to predict imminent device failures well ahead of time, thus ensuring

reliable system operation [8]. The high-level process flow for developing an online condition

2



Large Scale DC Power 

Cycling Test Bench

Large Scale DC Power 

Cycling Test Bench

Large Scale Accelerated 

Aging dataset

Large Scale Accelerated 

Aging dataset

Fundamental design feedback Fundamental design feedback 

Comprehensive library of failure 

modes and mechanisms without 

waiting for years of field data

Comprehensive library of failure 

modes and mechanisms without 

waiting for years of field data

More robust and resilient 

devices

More robust and resilient 

devices

Greater system level 

reliability

Greater system level 

reliability

ML, AI based blackbox lifetime model

or 

Physics aided hybrid lifetime model 

ML, AI based blackbox lifetime model

or 

Physics aided hybrid lifetime model 

Identification of 

candidate electrical 

precursors

Identification of 

candidate electrical 

precursors

Simple in-circuit precursor measurement 

techniques

Simple in-circuit precursor measurement 

techniques

Quicker SiC adoptionQuicker SiC adoption

In-circuit health monitoring tool

Prediction of failures well ahead of time. 

Enables preemptive maintenence

Prediction of failures well ahead of time. 

Enables preemptive maintenence

Figure 1.1: Process flow in developing an on-board condition monitoring process.

Figure 1.2: Process flow in developing an on-board condition monitoring solution.

monitoring (OCM) solution is shown in Fig. 1.2 Developing an OCM solution starts with

the selection of a suitable precursor. An ideal precursor for OCM is (1) sensitive to device

aging, (2) insensitive to changes in junction temperature/operating conditions, and (3) easy

to measure online. However, these requirements are often conflicting which makes developing

a practical OCM solution challenging. In particular, compensating for precursor change

due to variable operating conditions and isolating aging-related change is difficult [9]. This

dissertation proposes several practical solutions to address several of these challenges as

highlighted further.
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1.4 Thesis Outline and Challenges Addressed

• In Chapter 2, a modular, highly-scalable DC power cycling (DC PC) test bench archi-

tecture is proposed. Firstly, crucial aging parameters in DC PC, junction temperature

measurement (Tj) techniques, and high-level architectures are reviewed. Based on this

understanding, the design of a module which is the fundamental unit of the proposed

architecture is introduced. The module is self-sufficient in terms of processing, gate

drive capability, Tj measurement, and on-board parameter measurement. Specifically,

device body-diode voltage drop is used for Tj measurement. Thereafter, an independent

parallel high-level architecture and a scalable, decentralized approach to its operation

are proposed. In the context of the architectural choices, a switch-over technique for

current transfer among the paralleled modules to ensure accurate on-board parameter

measurement is highlighted. Further, a hybrid feedforward hysteresis control algorithm

for accurate control of junction temperature swing is proposed. Additionally, the module

design is leveraged to propose a robust fault detection, isolation, and classification

scheme. The proposed architecture is validated on an actual test bench that can

simultaneously age 48 discrete SiC MOSFETs. Also, thermal isolation when aging

multiple devices is verified through computational fluid dynamics (CFD) simulations of

the designed test bench.

• An improved model based aging independent closed-loop junction temperature profile

control method is presented in Chapter 3. Specifically, the temperature ramp rate and

dwell time at the maximum junction temperature are controlled. The device’s on-state

resistance measurements are used to accurately estimate its junction temperature. A

code and memory efficient technique is presented for mapping measured resistance

to junction temperature. The proposed technique also considers the variation in

aging-related on-state resistance change. Specifically, SiC MOSFET’s body-diode
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forward voltage drop (Vf) at negative gate voltage and a small current is used as an

aging independent temperature sensitive electrical parameter (TSEP) to adjust the

temperature reference to compensate for aging-related shifts. The detailed algorithm,

filter, and controller design methods are presented in detail. The proposed algorithm is

validated on a custom DC power cycling test bench.

• Intermittent gate-open failures are comprehensively investigated in the context of

discrete SiC MOSFETs in Chapter 4. First, the MOSFET’s behavior under various

possible gate-open failure scenarios is analyzed through SPICE simulations. Several

SiC MOSFETs are aged on a DC power cycling setup and the gate-open failure

mechanism is verified through systematic multi-step failure analysis which includes on-

board characterization, non-destructive confocal scanning acoustic microscopy (C-SAM)

analysis, decapsulation and optical inspection followed by scanning electron microscopy

(SEM) analysis of the failed devices. To understand the potential mechanism behind

gate-open failure in SiC MOSFETs, thermo-mechanical finite element analysis (FEA)

is performed on a high-fidelity model which shows interfacial shear stress at gate-bond.

Further, a robust on-board technique for reliable cycle-by-cycle detection of gate-open

faults is proposed. The proposed technique is experimentally verified for all possible

fault scenarios and shown to detect faults in as low as 150 ns. It is shown that compared

to the traditional desaturation (DESAT) protection scheme, the proposed mechanism

can prevent potential shoot-through events that may be caused by gate-open failure.

• In Chapter 5, an end-to-end practical online condition monitoring solution based on

switch on-state resistance is proposed. Specifically, a sensing circuit is proposed which

enables accurate online on-state resistance (Rds−on) measurement for all six switches

of the inverter. To address the challenge of periodic data acquisition alongside higher-

priority motor control tasks, a fast, code-efficient out-of-order equivalent time sampling
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technique is also proposed. The obtained periodic, high-resolution Rds−on data is filtered

by a Kalman filter stage. With the proposed measurement solution, Rds−on obtained at

the motor current peak has an error of < 1.5%. Furthermore, the symmetrical nature

of the inverter’s operation is exploited to propose a Bayesian inference solution for

independent online state-of-health (SoH) estimation for all six switches. This technique

isolates aging-related Rds−on change from operating conditions related changes. In

particular, by automatically accounting for device and system level variations in the

model, the proposed Bayesian SoH estimation solution eliminates the need for extensive

system/device specific calibration. The efficacy and robustness of the proposed solution

are tested by inducing bond-wire failure in several decapsulated discrete SiC MOSFETs.

• The key contributions, conclusions of this thesis and potential future work is briefly

presented in Chapter 6
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CHAPTER 2

A HIGHLY SCALABLE, MODULAR TEST BENCH ARCHITECTURE FOR

LARGE-SCALE DC POWER CYCLING OF SIC MOSFETS

2.1 Background

As discussed in the introduction, existing reliability challenges with SiC devices can potentially

be addressed by either validating their long-term reliability through large accelerated aging

datasets or by using on-board device condition monitoring techniques. In both these cases,

large-scale reliability testing of SiC MOSFETs is needed. For example, the effectiveness

of on-board health monitoring systems depends on the accuracy of the remaining useful

life (RUL) estimation algorithm. Generally, RUL estimation methods for power devices use

empirical models fitted to the accelerated aging data [10–14]. Consequently, the accuracy of

RUL models directly corresponds to the size and variety of available accelerated aging datasets.

Therefore, it is evident that large accelerated aging datasets are crucial for understanding

and monitoring the reliability of SiC power MOSFETs, thus enabling their quicker adoption.

Accelerated aging methodologies must balance the tradeoff between mimicking real

converter operation (multiple stressors present simultaneously) and correlating a particular

stressor to corresponding aging mechanisms. DC power cycling test is a widely used accelerated

aging test that fits this tradeoff well [15]. In this test, a current is passed through the device

in on-state and its self-heating is used to vary the device junction temperature (Tj) between

two set points which, to an extent, mimics real converter operation. In this test, although, the

device aging is accelerated by applying a large ∆Tj , it still takes on the order of several weeks

or months for the device to fail. However, applying very large stress to cause faster aging can

trigger unnatural degradation mechanisms. Consequently, obtaining a large, comprehensive,

and rich accelerated aging dataset can take several years. Therefore, to obtain a large and
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comprehensive dataset as quickly as possible, it is imperative to be able to age a large number

of devices simultaneously.

From the preceding discussion, it is evident that there is a need for a test bench

architecture that can enable simultaneous testing of a large number of devices under different

aging conditions. In this chapter, first, to clearly understand the requirements of a large-

scale DC power cycling test bench architecture, various factors influencing the quality

of the test results are reviewed. Different lifetime models are analyzed to highlight the

variables of interest. Especially, the importance of accurate junction temperature control is

highlighted. However, accurate measurement of junction temperature is generally challenging,

and various potential techniques are reviewed in this context. Further, high-level architectures

of several DC power cycling test setups proposed in the literature are reviewed in terms of

their scalability, practicality, flexibility, and fault isolation capabilities. Their merits and

challenges are analyzed in detail. Based on this theoretical understanding, a fully modular,

highly scalable, and practical DC power cycling architecture for discrete SiC MOSFETs

is proposed. The proposed architecture allows the simultaneous aging of 48 devices while

enabling independent control of the aging conditions of each device under test (DUT). The

fundamental unit of the proposed architecture is a self-contained module that has its own

processing, gate drive circuits, junction temperature measurement capability, and signal

acquisition and condition circuits for on-board device on-state resistance measurement. Based

on the review of available techniques, body diode voltage drop (Vsd) at negative gate voltage is

chosen as the temperature sensitive electrical parameter (TSEP) for on-board Tj measurement

due to its aging independent characteristic and its universality. Each module also has an

external communication interface that allows software enabled operation of the test bench.

Further, the high-level independent parallel architecture that incorporates the above modules

is illustrated. In this architecture, multiple modules are paralleled across a power supply

that operates in constant current mode. A decentralized operational approach is proposed
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and discussed that enables easy scalability. Basically, the modules are turned on sequentially

which allows independent control over their aging conditions. However, in this approach, it

needs to be ensured that the outgoing and incoming modules have a small overlap period

during which both the corresponding DUTs are on to prevent measurement errors due to

voltage spikes caused by current discontinuity. Therefore, a switch-over technique is proposed

to optimize the overlap period and to implement this in a scalable decentralized manner.

However, the use of Vsd for Tj measurement, means measurement can only be performed when

the device is off. This implies real-time Tj is unavailable. To overcome this issue, a hybrid

feed-forward hysteresis control algorithm for accurate control of ∆Tj is proposed. Since power

cycling tests inherently cause devices to fail, fault isolation is a crucial requirement for a test

bench. Therefore, a robust fault detection, isolation, and fault classification technique for the

proposed architecture is proposed. Finally, the performance of the test bench is validated on

actual hardware. Further, when multiple devices are aged simultaneously, it is also important

to minimize any potential thermal interaction. Thermal isolation in the proposed setup is

verified through CFD simulation. The proposed DC power cycling test bench architecture is

also compared to other architectures in the literature.

2.2 Review of Considerations in DC Power Cycling of SiC Devices

2.2.1 Review of DC Power Cycling

In a typical DC power cycling test, the DUT is subjected to repeated cycles of temperature

swing between two set values using the device self-heating as shown in Fig. 2.1.

DC power cycling accelerates package related degradation mechanisms. Fatigue in

bond wire attachments and die attach solder layer is caused due to gradual mechanical

stress accumulation caused by coefficient of thermal expansion (CTE) mismatch at the

interfaces. This can eventually lead to failures such as wire bond liftoff or die-attach solder
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Figure 2.1: DC power cycling illustration.

delamination [16, 17]. In addition to package degradation, DC power cycling also accelerates

gate oxide degradation. The gate oxide layer in SiC devices is relatively more susceptible

to degradation when compared to Si devices [18]. The lower thickness of the oxide layer in

addition to greater defect density leads to oxide and interface trapped charges [19]. These

trapped charges lead to time-dependent die electric breakdown (TDDB) which could manifest

as a gate to source short. The high temp interval during the on time as shown in Fig. 2.1

is mainly responsible for accelerating gate oxide degradation. During this interval, the

gate oxide is simultaneously subjected to a high electric field and high temperature which

cause an increase in defect density. Therefore, to a large extent, DC power cycling mimics

the electro-mechanical stresses experienced by a device during real converter operation.

Table 2.1 lists the commonly used cycles-to-failure analytical models used for device lifetime

estimation based on power cycling data. Although these models are focused on package

degradation-related failure in Si devices, they are representative of SiC devices also due

to similarity in failure mechanisms. Here, Nf is the cycles to failure, ∆Tj is the junction

temperature swing, ton is the DUT on-time, Id the drain current per bond wire, V is the

switch blocking voltage and D is the bond wire diameter, Tmin is the minimum junction

temperature, Ea is the activation energy, kB is the Boltzman constant and A, β2, β3, β4,
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Table 2.1: Common cycles-to-failure Analytical Models

Model Name Lifetime Model

Coffin-Manson Model [10] Nf = A∆T−n
j

General Coffin-Manson Model [13] Nf = A(∆Tj −∆T0)
−n

Modified Coffin-Manson Model [14] Nf = A∆T−n
j exp( Ea

kBTm
)

Bayerer’s Model [12] Nf = A∆T−n
j exp( Ea

Tmin
)tβ3

onI
β4V β5Dβ6

β5, β6 are empirical constants . The models are shown in increasing order of complexity.

Bayerer’s model, for example, considers many more factors in estimating the device life than

the relatively simple Coffin-Manson model. However, from every model, it is seen that Nf and

∆Tj are directly related. Qualitatively, this is because a larger ∆Tj creates larger mechanical

stress accumulation at the interfaces leading to a quicker failure. Therefore, during a DC

power cycling test, accurate control of DUT junction temperature swing is crucial. Any

unintentional variation in ∆Tj during testing can lead to an error in the predicted life of the

device. Further, it is also crucial to be able to independently control parameters such as ton,

Id. Furthermore, it is also evident that comprehensive data in terms of devices with different

specifications is likely to result in a more accurate lifetime model.

2.2.2 Junction Temperature Measurement

From the preceding discussion, it is clear that accurate Tj is imperative for accurate lifetime

estimation. The junction temperature of a device can either be measured directly or indirectly.

A DC power cycling setup is presented in [20], where a fiber optic temperature probe is used

to directly measure the die temperature in SiC power modules. While the accuracy of the Tj

is high, such techniques are limited to packages with direct access to the die. Therefore, it is

challenging to implement direct measurement techniques in discrete devices where the die is

encapsulated.
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Figure 2.2: C-SAM image of an aged device from backside showing die attach solder layer
delamination.

Alternatively, there are two main ways to indirectly measure the Tj of a DUT. In the

first technique, the case temperature (Tcase) of the device is measured using a thermocouple,

resistance temperature detector (RTD), or a temperature measurement chip. The junction

temperature is then estimated from junction to case thermal impedance (Rth−JC) values

provided by the manufacturer in the datasheet and estimated power loss in the device. In [21]

and [22] this technique is used for Tj estimation during DC power cycling. However, during

DC power cycling, die-attach solder delamination is often observed. Figure 3.1 shows a

C-SAM (Confocal Scanning Acoustic Microscopy) image of a SiC MOSFET device aged

under DC power cycling from the backside. The dark areas under the die represent healthy

die attach solder. Lighter areas under the die show voids or delamination. It is seen that die

attach solder delamination is observed near the corners of the die. Such delamination leads to

a gradual increase in the junction to case thermal impedance. Therefore, unless compensated

for aging, Tj estimation using Tcase and Rth−JC can lead to inaccurate values. However,

such compensation techniques can either be cumbersome or have extensive computational

requirements [23]. Another popular indirect method of Tj measurement of a device is to use

a temperature sensitive electrical parameter (TSEP). Device on-state resistance (Rds−on),
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gate threshold voltage (Vth), and body-diode on-state voltage (Vsd) are popular choices for Tj

measurement due to their strong temperature dependency and ease of measurement. In [24],

a DC power cycling setup is proposed where Rds−on is used for Tj measurement. Rds−on of a

SiC MOSFET is given by (2.1), where Rch is the channel resistance, Rj is the JFET region

resistance, Rd is the drift region resistance, Rs is the substrate resistance and Rpk is the

package resistance.

Rds−on ≈ Rch +Rj +Rd +Rs +Rpk. (2.1)

Among these, Rch and Rd are usually dominant and are strongly temperature dependent.

However, Rch can also vary with device aging. In SiC devices, the device threshold voltage

usually increases with aging, and a corresponding increase in Rch is also observed. Furthermore,

during DC power cycling, package degradation is observed. This can lead to an increase

in Rpk. Both of the previous factors can result in aging-related Rds−on change. Therefore,

Rds−on based Tj measurement can lead to inaccuracies with aging. As mentioned previously,

Vth although temperature dependent, is also affected by aging. Therefore, accurate Tj

measurement over aging using Rds−on and Vth as TSEPs is challenging. Body diode forward

voltage drop is well-known TSEP for Tj measurement [25–27]. Vsd based Tj measurement is

used in [28] for DC power cycling of SiC devices. However, to eliminate the effect of package

degradation on Vsd over aging, it is necessary for the injected current to be small. Further, in

most SiC devices, unlike Si devices, the channel can conduct in the reverse direction even at

zero gate voltage due to the body effect. To eliminate this effect, the measurement current

needs to be injected at a negative gate voltage. At negative gate voltages, the channel is

fully off. Therefore, the effect of gate oxide degradation on Vsd is negligible at negative gate

voltages. Moreover, Vsd also shows a very linear temperature characteristic. Therefore, Vsd

is reliable aging independent, linearly varying TSEP. However, one challenge with the use

of Vsd for Tj measurement is the requirement for the device to be turned off during the

measurement.
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2.2.3 Multi-Device DC Power Cycling

Generally, in DC power cycling tests it is required to age multiple devices simultaneously. As

previously mentioned, to obtain a comprehensive aging dataset for accurate lifetime modeling,

a test setup must be able to age devices of different specifications at different aging conditions.

It is also important to accurately measure the device parameters during testing. Further,

to obtain a large dataset it should be able to age a large number of devices simultaneously.

However, scaling a DC power cycling test setup to age multiple devices while being able

to precisely control the aging conditions is a non-trivial task. In this context, the merits

and challenges of various DC power cycling test architectures proposed in the literature are

reviewed as follows.

Parallel Architecture

In [21], a power cycling setup for MOSFETs is proposed. In this architecture, multiple DUTs

are connected across a power supply in parallel as shown in Fig. 2.3(a). When the DUTs

are turned on, the power supply changes from the constant voltage mode of operation to

the constant current (CC) mode. Provided all the devices have the same specifications, the

current is approximately equal in every device. Once a DUT reaches the desired Tj−max,

it is turned off for cooling. However, merely turning off a DUT would change the current

flowing through all the other DUTs since the supply current is constant. Therefore, to

maintain a constant Id in every device throughout aging, each DUT also has a bypass switch

connected in parallel. The switching signals to the DUT and the corresponding bypass switch

are complimentary. This ensures that the current through each DUT is constant. In this

method, however, the current sharing in all paralleled DUTs is not perfectly equal due to

small manufacturing differences and aging-related parametric changes. Since the current

through each DUT cannot be exactly controlled, it is challenging to precisely control the

aging conditions. Moreover, it is required for all DUTs and corresponding bypass switches to
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Figure 2.3: Schematics of multi-device power cycling architectures a) Parallel architecture b)
Independent architecture c) Staged parallel architecture d) Series architecture.

have the same specifications during a test to ensure predictable current sharing. This can

limit the number of different devices that can be tested simultaneously. Further, short circuit

fault isolation can also be challenging in this architecture. However, the architecture is easy

to scale and very practical in terms of the number of power supplies required.

Independent Architecture

Many of the challenges associated with the parallel architecture can be addressed by connecting

each DUT to an individual power supply as shown in Fig. 2.3(b) [22,28]. A bypass switch

is also connected along with every DUT. In this architecture, the bypass switch is used to

ensure the continuity of the power supply current. Otherwise, a sudden discontinuity in the

supply current can cause the power supply to switch from CC to CV mode during turn-off

and CV to CC mode during turn-on. Such transitions can cause ringing across the DUT and
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lead to online measurement errors. Therefore, the signals to the DUT and the bypass switch

are complimentary with a slight overlap to ensure continuity of supply current. Detailed

analysis of switching-induced ringing across DUT, its impact on online measurement accuracy,

and ways to mitigate it through the use of damping capacitors is discussed in [28]. The

presence of an individual power supply for each DUT enables independent and precise control

over the DUT aging conditions. It also enables aging devices with different specifications

simultaneously. However, aging a large number of devices simultaneously can be practically

challenging in this architecture given the number of power supplies required.

Staged Parallel Architecture

A power cycling setup with multiple paralleled DUTs connected across a current controlled

DC-DC stage, as shown in Fig. 2.3(c), is proposed in [24]. In this architecture, the DUTs are

turned on sequentially. The current through the DUT is ramped up and down smoothly by

the DC-DC stage. This technique eliminates the need for bypass switches and also ensures

there are no transients across DUT during switching, thus improving the accuracy of online

parameter measurement. Further, the setup offers high flexibility in terms of controlling

the applied current profile to each DUT, therefore, enabling precise individualized control

of aging conditions. This architecture is also quite practical in terms of the power supplies

required to age a number of devices simultaneously. However, although this method addresses

many of the previous concerns, the scalability of the setup for high-current devices could be

challenging given the use of a DC-DC stage. Moreover, since all the devices share a common

bus, isolation of short circuit faults can be challenging.

Series Architecture

Alternatively, in [20], multiple strings of DUTs in series are paralleled across the power supply

as shown in Fig. 2.3(d). Every string also has a main switch connected in series. This switch
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isolates the string from the supply bus during cooling. All the DUTs in every string are

always kept on. The current is passed through each string sequentially by controlling the

main switch. This architecture allows the aging of a large number of devices simultaneously.

The throughput in terms of the number of devices aged is also high. In this architecture,

however, the devices in a string have the same current flowing through them. Moreover, since

all the devices in a string are in series, independent ton control is not possible. Consequently,

small differences in device parameters from manufacturing or aging can lead to different ∆Tj

in each of the devices. From the previous discussion, device lifetime is strongly correlated to

∆Tj. Therefore, accurate and independent control of aging conditions is challenging with

the series architecture. Furthermore, in this architecture, the devices in a string experience

similar albeit slightly different ∆Tj . Therefore, devices to be aged at different ∆Tj need to be

placed in different strings. This requirement limits the capability of the series architecture in

terms of simultaneously aging devices at different conditions. While a DUT short circuit fault

wouldn’t be a problem, open circuit fault isolation is challenging in the series architecture.

When aging a large number of devices simultaneously, physical proximity between the

devices is generally necessary with most of the above architectures. Further, DUTs are often

cooled using forced air convection through a fan. In this scenario, it is important to have

thermal isolation among the DUTs. For example, if an air draft from a DUT that is cooling

interferes with a DUT that is simultaneously heating, it can affect the DUT’s ton or ∆Tj.

Therefore, good thermal isolation among the devices is necessary to prevent any unwanted

effect on a DUT’s aging conditions due to other DUTs.

With a large number of DUTs, another, often overlooked, the challenge is that of high-

resolution online data collection. To overcome this problem, in [21,22] online data is recorded

once between several hundred cycles. The use of an external data acquisition system (DAQ) is

also possible. However, with a large number of devices, running individual measurement wires
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to each of the devices from a central DAQ can be cumbersome and introduce measurement

noise. Therefore, it is beneficial to have the ability to collect high-resolution data online.

2.3 Proposed Architecture

The details of various sub-components of the proposed large scale test bench architecture are

discussed further.

2.3.1 Module Design

The fundamental unit of the proposed architecture is a module, the schematic of which

is shown in Fig. 2.4(a). As shown, each module is a fully self-contained unit with its

own processing (microcontroller), sensing circuits, cooling, and an external communication

interface. Every module is capable of aging one device. A cut-off switch called the “main

switch” is connected in series with the DUT. The DUT and the main switch are connected

across the DC bus. The purpose of the main switch (MSW) is twofold. It is used to isolate

the DUT from the DC bus in case of failure, thus providing on-board fault protection. It also

turns off when the DUT is cooling to enable on-board measurements without interference

from other modules’ DUTs as will be discussed in detail later.

Each module has a low-cost on-board microcontroller that generates the necessary signals

to control the switches. Further, the on-chip ADC of the microcontroller is used to sense

the DUT drain-source voltage (Vds) and drain current (Id) signals. These signals are sensed

and conditioned by on-board sensing and conditioning circuits. Localized sensing minimizes

measurement noise and improves measurement accuracy. The DUT is switched by a gate

driver supplied by positive (turn-on) and negative (turn-off) programmable power supplies.

Software programmability of the gate supply offers flexibility in changing the device aging

conditions.
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Figure 2.4: a) Schematic of the module b) Schematic of the complete high-level architecture.
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As previously discussed, accurate junction temperature (Tj) estimation of the DUT is

crucial in DC power cycling tests. Based on the discussion in Section 2.2, Vsd is a suitable

TSEP due to its insensitivity to device aging and linear temperature characteristic. Therefore,

in the proposed architecture Vsd at low current and negative gate turn-off voltage is used for

Tj estimation. For this purpose, each module has a small reverse current injection circuit to

measure DUT Vsd for Tj measurement as discussed earlier. In the proposed setup, 300 mA is

used as the value of the injected current. This value ensures good measurement resolution

while ensuring that the effect of package degradation on Vsd is negligible. Additionally, every

module also has a thermocouple-based temperature measurement functionality to measure

the DUT case temperature. This can potentially enable thermal impedance measurements

and the implementation of over-temperature protection features. Further, every module is

also connected to a PWM controlled cooling fan. This enables controlled active cooling of

the DUT. This feature is crucial in being able to vary the aging conditions.

The on-board microcontroller is also connected to an external I2C communication

bus [29]. The module acts an I2C slave while the rack master, as will be shown later, is the

I2C master and controls the bus. While the on-board microcontroller is responsible for the

control signals and sensing, the high-level parameters and instructions are passed to it by

the rack master. The I2C bus allows the rack master to configure the module settings as

necessary and also read the on-board measurement values.

2.3.2 High Level Architecture

The high-level schematic of the proposed modular, the scalable test bench is shown in

Fig. 2.4(b). It is an independent parallel high-level architecture. In this architecture, a

number of the previously shown modules are connected in parallel across a power supply

to form a “rack”. Although any number of modules can be connected in a rack, for the

purpose of this study, each rack has 6 modules. The common I2C bus which is connected
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to every module also connects to a “rack master” which controls the bus. The test bench

can contain multiple such racks. In this study, the bench contains 8 racks. All the rack

masters are connected to a TCP/IP switch through an ethernet connection. A host computer

also connects to the switch. All the rack masters and the host computer communicate

using the MQTT protocol. MQTT was chosen because of its robustness and relative ease of

implementation. The host computer runs an interface for the user to control the system. The

host computer is also connected to the internet and thus enables access to the test bench

from anywhere in the world.

The proposed independent parallel architecture has several advantages over previously

proposed architectures. It allows multiple DUTs to share a common power supply while

enabling independent control of aging conditions for individual DUTs. Further, it enables the

isolation of faults in individual DUTs without interfering with the operation of the rest of

the bench. Scaling the system is easy since it only requires the addition of modules or racks

as necessary. The same software runs on every module and every rack master. Additionally,

the software is designed to be flexible and no hardcoding during tests is required. It must be

noticed that there is no bypass switch used in the architecture. The bypass functionality is

achieved using the available modules, the details of which are discussed later in the chapter.

2.3.3 Overview of Operation

Fig. 2.5 shows the state flow representations of rack master and module operation. At startup,

the master and all the modules are in standby mode. When a test session is initiated by the

user from the host, a start command with the test configuration for each module is sent to

the rack master. Then, each active module is configured by the rack master. The master

waits for confirmation of configuration from all the corresponding modules. After all the

modules are configured, a START signal is sent to the first module by the master. At this

point, the module controller starts a timer and turns the DUT on. Once the timer reaches
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Figure 2.5: State flow diagrams describing the operation of the rack master and module.

ton, the module signals the end of heating to the master by sending an END signal and waits

for the next module to turn on. The master upon receiving the END signal sends a START

to the next module. Once the next module turns on, the previous module turns off the DUT

and turns on the cooling fan. At this point, the timer is also reset by the module. Further,

the outgoing module updates all the measurements for that particular cycle. Thereafter, the

master reads the measurements from the outgoing module and sends them to the host. This

ensures that data transfers only occur during non-crucial times to minimize delays in the

processing of crucial events. The master then waits for the END signal from the next module.

Once the previous module timer reaches toff , it turns off the cooling fan and waits for the

next START signal. The whole process repeats cyclically. The algorithm to determine ton

and toff for a particular cycle is presented in the next subsection.

As previously shown, in the proposed architecture there are no bypass switches. However,

since the same power supply is shared between multiple paralleled devices, it is necessary to

maintain the continuity of the power supply current during the switch-over from an outgoing

DUT to the incoming DUT. Since the main power supply operates in CC mode, a dead time

23



Id

Id-DUT1

 Id-DUT2

0.5Id

DUT1 ton

DUT 1 END  

DUT 2 

START

DUT 1 Status 

DUT 2 Status 

ON

OFF

ON

OFF

Tj-max

tdelay

Tj-min

Mod 1 Mod 2

DUT 1 DUT 2

Mod 1 Mod 2

DUT 1 DUT 2

Mod 1 Mod 2

DUT 1 DUT 2

Interval 1 Interval 2 Interval 3

Figure 2.6: Illustration of proposed switch-over technique based on “indirect-sensing”.

during switch-over can lead to a large voltage spike across the DUTs. Such spikes can in turn

lead to inaccurate Rds−on measurement of the incoming DUT. To overcome this challenge

without an additional bypass switch, a switch-over technique is proposed. Consider Module 1

(DUT 1) as the outgoing module and Module 2 (DUT2) as the incoming module as shown in

Fig. 2.6. The two modules are located adjacent to each other in the rack. To avoid a large

voltage spike across the DUTs, an overlap period between the outgoing and incoming DUTs

is required. The overlap period ensures current continuity and maintains the main power

supply in CC mode of operation. As previously described, at the end of DUT1’s heating

period i.e. interval 1, Module 1 sends the END signal to the master to request switch-over.

The master then sends a START command to Module 2. However, owing to the time required

for communication and processing, there is a small delay (tdelay) between the transmission of

the END signal by module 1 and DUT2 actually turning on. Therefore, if DUT1 turns off

immediately after sending the END signal, it will likely turn off before DUT2 turns on, thus
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leading to a voltage spike. Moreover, the communication delay can be arbitrary depending

on the program and interrupt execution sequence of each of the microcontrollers. One way to

address this problem is to hard program a known large delay between DUT1 sending the

END and DUT1 turning off. However, such a method could lead to unnecessary additional

overlap between DUT1 and DUT2 which could result in a change in the heating profile of

the switches.

Therefore, to minimize the overlap period between the two switches, a switch-over

technique based on “indirect sensing” is proposed. As shown in Fig. 2.6, after module 1

sends the END signal to the master, the master then commands module 2 to turn on DUT2.

Assuming DUT1 and DUT2 are the same devices with almost equal Rds−on values, the supply

current is now shared almost equally between the two DUTs. Module 1 detects the fall in

DUT1 current based on the on-board current sensor reading and “indirectly senses” the

turn-on of DUT2. At this point, DUT1 is turned off. Therefore, in the proposed technique,

the need for a separate bypass switch is eliminated by using the incoming DUT as a temporary

bypass device. Additionally, the overlap period during switch-over is optimized without

additional control complexity.

2.3.4 Closed Loop Control of ∆Tj

As previously discussed, from Table 2.1, it is evident that accurate closed-loop control

of ∆Tj is crucial for accurate device lifetime modeling using DC power cycling. In the

proposed architecture, Vsd measurement of the DUT is used to estimate Tj. of the DUT. Vsd

measurement is only possible through the injection of a small current when the DUT is off.

Therefore, real-time Tj information cannot be obtained while the DUT is on. To overcome

this challenge and achieve closed-loop control of ∆Tj a hybrid feedforward hysteresis control

algorithm as shown in Fig. 2.7 is proposed. On-time (ton) is defined as the duration between

25



the turn-on of the DUT and the generation of the “END” signal by the module. Off time

(toff ) is defined as the duration for which, the DUT is actively cooled by the fan.

The test is started with an arbitrary value of DUT on-time (ton). However, too large a

value may cause excessive device heating. The best choice for initial ton would be a relatively

small arbitrary value. At the end of the heat-up period, after the DUT turns off, the junction

temperature of the DUT is measured and compared to Tj−max reference value. If the measured

Tj is less than the reference, ton is increased by γ or decreased by δ otherwise. This updated

value of ton is used for the next heating cycle. Similarly, right before the DUT is turned on

for heating, Tj of the DUT is measured and compared with the Tj−min reference value. If the

measured Tj is more than the reference, toff is increased by α or otherwise decreased by β.

This toff value is used as the off time for the next cooling cycle. Every module calculates

the time between the first turn-off event and the second turn-on event and uses it as an

initial value for toff . The values of α, β, γ, and δ parameters need to be chosen such that the

DUT reaches the set values of Tj−max and Tj−min within as few cycles as possible. However,

large values of the parameters can cause oscillations about the reference Tj values. Therefore,

parameters can also be adjusted dynamically. When the deviation from the reference values

is high, the parameters can be chosen to be large and when the deviation is small, the

parameter values can be made smaller for finer adjustment.

Therefore, although hysteresis like control is used to determine the ton and toff , the

information used is not real-time. The values at the end of a cycle are used to determine

the parameters for the next cycle (feedforward). The control algorithm runs in the on-board

microcontroller.

2.3.5 Fault Detection and Isolation

Oftentimes, the DUTs are aged to failure during DC power cycling tests. Failure can be

defined in multiple ways including open and short circuit failure of the device. Open circuit
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Table 2.2: Fault Tree for Detection of OC and SC Faults

Msw

Status
DUT
Status

Condition
Fault
Type

ON ON Id = 0 Msw and/or DUT OC

OFF ON Id > 0 Msw SC

ON OFF Id > 0 DUT SC

OFF OFF Id > 0 Msw and DUT SC

failure can be caused by bond wire failure, die attachment failure, or loss of gate control.

Short circuit failure on the other hand can be caused by loss of gate control for turn-off, mold

compound issues, or catastrophic heating of the die. Therefore, it is imperative for a power

cycling setup to be able to detect and isolate faulty devices and prevent potential interference

with the normal operation of the setup.

In the proposed DC power cycling architecture, the module design enables easy fault

detection and isolation. Further, it is also possible to classify the type of fault. Since most

fault mechanisms manifest as open circuit or short circuit of the DUT, the proposed fault

detection algorithm focuses on the same. As discussed, each module has a main switch in

series with the DUT which is connected to the supply bus. Using the main switch, the DUT

is periodically tested for fault. Moreover, the main switch itself is also tested since it is

susceptible to failure as well. The technique is summarized in Table 2.2. When the DUT is

commanded to turn on by the master, the controller turns on the two switches and waits to

detect current through the DUT. If no current is detected, it implies either the DUT or the

main switch has failed open. Similarly, when the device is not actively, heating up, the main

switch and DUT are turned on alternatively while the other is kept off. In either case, if a

current is detected, a short circuit fault has occurred. In this situation, depending on the

case for which the current is detected, the faulty switch can be identified.
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Finally, the controller also constantly monitors the DUT current when both the main

switch and the DUT are off. The presence of a current during this interval indicates a short

circuit failure of both the main switch and the DUT. Unlike other cases, where the fault

is isolated by turning off the switches, it is not possible to isolate this kind of fault. The

advantage of the proposed technique is that, under normal conditions, no current needs to

flow through the circuit to detect a fault. Also, the method is more robust compared to other

methods that rely on detecting a fall in on-state resistance to detect a short circuit.
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2.4 Results and Discussion

The proposed DC power cycling test bench was implemented in hardware. Figure 2.8 shows

the module hardware. Various sections of the module are highlighted. The fully assembled

test bench with 8 racks is shown in Fig. 2.9. Each rack has 6 modules. The bench is designed

to be assembled into a standard 19” rack tower. This enables mechanical modularity and easy

maintenance. The rack masters are connected over the same ethernet network to the host

computer. The host is also connected to the internet and therefore enables web access to the

test bench. The racks are constructed out of high density polyethylene plastic (HDPE). Since

it is a poor thermal conductor, it prevents any conductive heat transfer between modules.

Further, the modules are enclosed by walls on three sides and only the front is open for

access to the DUT and cooling air exit. This is designed to prevent the cooling air of one

module from interacting with another DUT. The proposed bench is experimentally validated

as below.

2.4.1 Verification of Smooth Switch-Over

Figure 2.10 shows the experimental switch-over the transition waveform between DUT1 and

DUT2. From the figure, it can be seen that during interval 1, DUT1 is conducting current.

Interval 2 is the transition interval during which both DUT 1 and DUT 2 are conducting

and in interval 3 only DUT 2 is conducting the supply current. It is seen that there is a

∼5 ms overlap between the two switches. For the practical implementation, the controller is

programmed to turn off the outgoing switch after it detects a reduced but almost constant

value of Id. This generalization allows switches of different ratings to be aged in the same

rack without requiring Id to strictly fall by half. Further, the overlap time can be adjusted

by changing the number of consecutive samples required to trigger the turn-off. It is also

seen that there are no oscillations in the current waveform and the transition is smooth. It is
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also observed from the gate voltage waveform Vg−DUT2 that during interval 1 although DUT

2 is not conducting any current, it is periodically turning on. During this interval, the DUT
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Figure 2.10: Experimental switch-over waveform during the transition from DUT 1 to DUT 2

Table 2.3: Experimental Results of Closed Loop ∆Tj Control Verification

Test
Case

Tj−min

Ref (◦C)
Tj−max

Ref (◦C)
Tj−min

Vsd Ref (V)
Tj−max

Vsd Ref (V)
Tj−min

Meas. (◦C)
Tj−max

Meas. (◦C)
Tj−max Vsd

Meas. (V)
Tj−max Vsd

Meas. (V)

1 34 130 -3.33 -2.97 37.6 127.34 -3.339 -2.969

2 55 150 -2.9 -3.23 58.14 146.7 -2.904 -3.233

and main switch are in a complimentary manner. These switching operations are part of the

real-time fault detection routine. The same is also true for DUT1 during interval 3.

2.4.2 Verification of Closed Loop ∆Tj Control

The closed loop Tj control algorithm is experimentally verified. In the practical implemen-

tation, DUT Vsd values corresponding to the Tj reference values are sent to the module by

the master at the beginning of the test. The Vsd values corresponding to the reference Tj

are obtained by placing the device in a forced air convection oven with precise temperature

control and characterizing the DUT. This helps reduce the required on-board computation as

the values are pre-calibrated. To obtain the actual Tj of a DUT to verify the algorithm, one

device was decapsulated in order to expose the die as shown in Fig. 3.11(a).
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Figure 2.11: a) Decapsulated device with exposed die for testing. b) IR camera image of the
DUT during testing.

An IR camera was used to record the die temperature during testing. Since the

temperature distribution of the die is slightly non-uniform, the actual die temperature

is defined as the mean temperature of the die. The software used for IR temperature

measurement calculates the mean temperature of the die area marked in Fig. 3.11(b) by

averaging the temperature values obtained from individual pixels inside the die area. The

results obtained from the test for two different ∆Tj are shown in Table 2.3. It can be seen that

experimentally obtained values are close to the reference values. A maximum error of ∼10.5%

is observed in Tj−min in case 1. Error for Tj−max values in both cases is ∼2% and Tj−min of

case 2 has an error of ∼5.7%. It is observed that the error percentage is relatively higher for

Tj−min values which is due to the smaller absolute values being measured. Further, it must

be noted that the error includes any calibration error, error in on-board Vsd measurement,

and error in temperature measurement using an IR camera.
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2.4.3 Verification of Rds−on Measurement Accuracy

To verify the accuracy of on-board Rds−on measurement, the device was first characterized

using a device characterizer at for different drain current values. The same device was plugged

into the test bench and on-board measurements were obtained. The two sets of results

are compared in Fig. 2.12. The Rds−on values shown in Fig. 2.12 are directly calculated by

the microcontroller with no external processing or signal conditioning. It is observed the

experimental values are very close to the characterization results. An offset of ∼10 mΩ is

observed in all values. This is because of the contact resistance of the adapter used to plug the

device into the module. This adapter resistance is consistent with the adapter manufacturer’s

specifications. Therefore, from the results, it can be concluded that on-board measurement

values agree with offline characterization data. Since Rds−on of the device is measured right

after DUT turns on, it also verifies that due to smooth switchover between DUTs the effect

of potential turn-on ringing on measurement accuracy is mitigated.
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Figure 2.13: CFD simulation results for fan airflow. Air speed contours for a) Horizontal cut
plane b) Vertical cut plane.

2.4.4 Verification of Thermal Isolation

The thermal isolation between modules is verified through CFD simulations. A 3D model of a

rack with 3 modules is created. CFD simulation using fan airflow given by the manufacturer

was performed. The simulations for performed for DUT in the TO-247 package. Fig. 2.13(a)

shows a contour plot of the airspeed on a cross-sectional plane perpendicular to the device. It

is clearly observed that fan air cooling the DUT in module 2 does not interact with adjacent

modules 1 and 3. Similarly, Fig. 2.13(b) shows the airspeed contours plot on a cross-sectional

plane parallel to the DUT. Because of the narrow opening between the top of the rack and

the device, air speed is slightly high there. It is important for this air to not interact with the

DUTs in the rack or below. It is observed that, although the cooling air spreads out in front

of the rack, it does not flow directly above or below. Therefore, it can be concluded that
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Figure 2.14: C-SAM images of a) New device b) Aged device M1 c) Aged device M2.

air from one rack would not interfere with DUTs in the racks above and below. Moreover,

power supplies are placed between the racks therefore, any possibility of thermal interaction

between different racks is further minimized.

2.4.5 Device Aging Analysis

C-SAM imaging results of 2 representative devices aged on the proposed aging test bench

are shown in Fig 2.14. Figure 2.14(a) shows a new device. Figure 2.14(b) and 2.14(c) shows

aged devices designated as M1 and M2 respectively. Each of these devices was aged Id = 7 A

and Tj swing from 55◦C - 150◦C for 10,000 cycles. The red and yellow areas in the devices

indicate delamination between the mold compound and the drain tab with red indicating

higher severity. It is observed that a new device shows no sign of delamination. However, M1

and M2 show extensive delamination. In fact, almost the entire mold compound, and drain

tab interface shows delamination in M2. In M1, except for a small region, the rest of the

mold compound drain tab interface shows delamination. These results are consistent with

degradation mechanisms observed in DC power cycling tests. Such delamination can cause

bond wire liftoff due to shear caused by relative movement between the die and bond wires.

Furthermore, from Fig. 2.14(c) a small area at the top-right corner of the die indicated by
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Table 2.4: Comparison of Proposed Architecture and Extrapolated Existing Architectures for
48 Devices

Reference [21] [22] [24] [20] [28] Proposed

High-level Architecture Parallel Independent
Staged
Parallel

Series Independent
Independent

Parallel

No. of power supplies
(theoretical min)

1 48 1 1 48 8

No. of bypass switches 48 48 0 0 48 0

Additional converter stage required No No Yes No No No

Independent ∆Tj control Yes Yes Yes No Yes Yes

Tj measurement technique
Tcase +

Thermal Model
Tcase +

Thermal Model
Rds−on Fibre Optic Sensor Vsd Vsd

Tj measurement accuracy
over aging

Low Low Low High High High

Data throughput
(min time between 2 turn-ons

of a switch)
ton + toff ton + toff

∑N
n=1 t

n
on

∑Nps

n=1 t
n
on ton + toff

∑6
n=1 t

n
on

Data collection method External DAQ External DAQ On-Board Oscilloscope On-Board On-Board

Data collection scalability Low Low Medium Low Medium Very high

the pink circle is also observed to be delaminated. For this device, the area represents the

location of the gate bond pad. Excessive stress at this location can cause the relatively thin

gate bond wire to lift off. This leads to loss of device control and eventually short circuit or

open circuit failure.

2.4.6 Comparison to Existing Architectures

In Table 2.4, the proposed scalable, modular test bench architecture is compared to existing

architectures in the literature. The existing architectures are extrapolated for 48 devices to

ensure a fair comparison. The proposed architecture combines the benefits from previously

proposed parallel and independent architectures through an independent parallel structure.

This architecture allows sharing of a power supply between multiple devices while allowing

independent control of their aging conditions. This, however, is challenging with the series

architecture. The proposed architecture requires 8 power supplies in comparison to the
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theoretical minimum requirement of 1 power supply with the parallel, stages parallel and

series architectures and 48 required with independent architectures. However, using one

power supply with the staged parallel architecture will cause a significant decrease in the

aging throughput. The proposed architecture does not require any bypass switch since the

modules themselves are used to ensure current continuity. The same is also true for staged

parallel and series architectures. However, the independent and parallel architectures need

48 bypass devices for 48 DUTs. Independent ∆Tj control is possible with the proposed

architecture and also with other architectures except for the series architecture. For Tj

measurement, setups in [21] and [22] use Tcase and estimate Tj from the thermal model and

estimated power loss. This method needs periodic recalibration or accurate thermal network

tracking to compensate for aging effects. Setup in [24] uses Rds−on which can drift with device

aging. Setup in [20] uses a fiber optic temperature sensor. Although accurate this cannot be

applied to discreet packages. The proposed architecture and setup in [28] use a Vsd based

Tj measurement technique which is accurate and aging independent. Data throughput can

be defined as the minimum time between two turn-on events of the same switch or string

of switches. The independent and parallel structures theoretically have the highest data

throughput. For the other architectures, the formulae for data throughput are given in the

table. The stages parallel architecture will have the minimum data throughput for 48 devices.

Finally, the proposed architecture has extensive on-board data collection capability and very

high scalability since every module has its own signal conditioning and processor for data

collection. Although setups in [24] and [28] also have on-board data collection capability,

scaling may be a challenge given the centralized processing.

2.5 Conclusion

In this chapter, a new independent parallel architecture is proposed for large scale DC power

cycling of SiC MOSFETs. The proposed architecture addresses many of the challenges with
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the previously existing architectures through the use of a modular structure. The detailed

design of the fundamental unit called a module and high-level architecture is discussed for

the benefit of practicing engineers in the field. Additionally, reconfigurability of the setup

through software offers advantages in terms of scalability and operational flexibility. The

hardware setup in the chapter is designed for the simultaneous and independent aging of 48

devices. It consists of 6 devices in each of the 8 racks. However, it must be noted that this is

not the physical limitation of the architecture and the setup can be easily scaled as necessary.

The main contributions and findings of this research work are highlighted below

1. The main challenges in the previously proposed architectures were either with practical

scalability or independent control of aging conditions. The proposed architecture is

highly scalable while allowing accurate independent control of aging conditions.

2. For accurate control of ∆Tj which crucial in DC power cycling tests Vsd is used as a

TSEP. However, its use has certain control challenges. A detailed controlled control

algorithm is proposed and experimentally verified in this chapter.

3. Apart from the independent architectures, in existing architectures, fault isolation is

challenging. It is shown that with the proposed architecture robust fault detection and

isolation can be performed. Moreover, the proposed architecture also facilitates the

identification of the type of fault.

4. Thermal isolation is crucial for the independent aging of multiple devices. The proposed

architecture addresses this requirement in the design and the same is verified through

CFD simulations.
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CHAPTER 3

MODEL BASED CLOSED-LOOP JUNCTION TEMPERATURE CONTROL

OF SIC MOSFETS IN DC POWER CYCLING FOR ACCURATE

RELIABILITY ASSESSMENTS

3.1 Introduction

The long-term reliability of Silicon Carbide (SiC) MOSFETs is of particular interest to

practicing power electronics engineers. Extensive reliability testing and development of

accurate lifetime models are necessary to allay potential concerns about SiC MOSFETs’

reliability and accelerate their adoption [2]. The JEDEC JESD22-A122 document details

the power cycling test methodology to assess long-term package reliability of power devices

under non-uniform temperature distribution and resulting thermo-mechanical stresses [15]. In

applying this test procedure to SiC power devices, it is necessary to consider the implications

of fundamental differences in SiC and silicon (Si) material properties. For instance, the

investigations in [30] show that SiC MOSFETs maybe relatively more susceptible to gate-open

failures, which is an infrequent package failure mode in existing Si devices. Furthermore,

the data obtained from DC power cycling tests can be extrapolated using a suitable lifetime

prediction model to obtain the expected device lifetime under real application scenarios [10–12].

The Coffin-Manson model described in (3.1) is a typical example of a widely used power

cycling lifetime model [10]. Here Nf is the cycles-to-failure, A is an empirical constant, and

∆Tj is the applied junction temperature swing. While the various models proposed in the

literature differ in the number and types of input parameters, all of them show a strong

correlation between expected Nf and ∆Tj. Therefore, it is evident that the accuracy of

long-term lifetime estimation using DC power cycling tests depends on accurate ∆Tj control

during the test.

Nf = A∆Tj
−n (3.1)
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Figure 3.1: C-SAM image of an aged device from backside showing die attach solder layer
delamination.

In order to control the Tj profile of the devices-under-test (DUTs) during DC power

cycling, it is necessary to accurately sense the DUT’s Tj. Inaccurate Tj measurements will

automatically cause an error in DUT’s ∆Tj. A DUT’s junction temperature (Tj) can either

be measured directly or indirectly. As an example of direct measurement, a fiber optic

temperature probe is used to measure the die temperature in SiC power modules in [20].

While this method has the benefit of high measurement accuracy and bandwidth, it is

not universally applicable since, in most SiC device packages, the die itself is physically

inaccessible.

Alternatively, the junction temperature (Tj) of a device can be measured indirectly

using two different methods. In the first method, the case temperature (Tcase) of the device

is measured using a thermocouple, resistance temperature detector (RTD), or a temperature

measurement IC. Given Tcase and an estimate for the device power loss, Tj is estimated

using junction to case thermal impedance (Rth−JC) values from the manufacturer provided

datasheet [22]. However, Tj estimated using this method may gradually become inaccurate

as the device thermal impedance changes due to die attach solder delamination [17]. This is

illustrated through Fig. 3.1 where a backside C-SAM (Confocal Scanning Acoustic Microscopy)
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image of a SiC MOSFET device aged by DC power cycling is shown. The dark areas under

the die represent healthy die attach solder. Lighter areas at the corners of the die represent

delamination in the die attach solder. Such delamination leads to a gradual increase in

Rth−JC which needs to be recalibrated periodically to ensure accurate Tj estimation. However,

periodic recalibration is cumbersome and may significantly slow down the testing process.

Moreover, measurement of Tcase requires physical attachment of a temperature sensor to the

DUT which may result in repeatability issues.

Alternative indirect techniques for Tj measurement rely on temperature-sensitive electri-

cal parameters (TSEPs). Device on-state resistance (Rds−on), gate threshold voltage (Vth),

and body-diode on-state voltage (Vf) are common TSEP choices due to their relative ease

of measurement [24]. Rds−on of a SiC MOSFET is given by (3.2) where Rch is the channel

resistance, Rj is the JFET region resistance, Rd is the drift region resistance, Rs is the

substrate resistance and Rpk is the package resistance [31]. Typically for SiC devices, Rch

and Rd are dominant and temperature dependent which results in Rds−on’s sensitivity to Tj.

However, in SiC devices, the device threshold voltage (Vth) can change due to aging and this

results in a corresponding increase in Rch [19]. In addition, during DC power cycling, package

degradation is also observed which causes an increase in Rpk [17]. Due to the preceding factors,

gradual device degradation can result in aging-related Rds−on change. Vth, in addition to

being affected by aging, has lower sensitivity to junction temperature and is also challenging

to measure when the device is on [32]. Therefore, while Rds−on is a relatively better TSEP

than Vth, solely relying on Rds−on for Tj estimation can lead to aging-related inaccuracy.

Rds−on ≈ Rch +Rj +Rd +Rs +Rpk (3.2)

Vf is a known TSEP for Tj measurement and has specifically been used in the context

of DC power cycling [33]. The general equation for Vf is given as (3.3). Here, Vpn is the

voltage drop across body-diode on junction and varies linearly with temperature. Rd is

42



series resistance of diode and Isd is the source to drain current [34]. Since Rd changes with

aging due to package degradation, the effect of aging on Vf can be eliminated by choosing

a small Isd for measurement. Furthermore, it is important to note that in commercial SiC

devices, the relationship given by (3.3) is generally true at negative gate voltages only. Due

to body-effect, the channel in SiC MOSEFTs can conduct in the reverse direction even at

zero gate voltage [35]. At negative gate voltages, the channel is fully off and the effect of gate

oxide degradation on Vf is negligible. In addition to the preceding characteristics, Vf also

has good sensitivity to Tj. Therefore, Vf at negative gate voltage and small injected current

is a reliable aging independent TSEP for SiC MOSFETs.

Vf ≈ Vpn +RpkIsd (3.3)

It is evident from the preceding discussion that Rds−on is relatively easy to measure

when the device is on but is prone to shifting with device aging. On the other hand, Vf at

small source-drain current and the negative gate voltage is largely aging independent but can

only be measured when the device is off. Therefore, theoretically, Rds−on and Vf information

can be combined to achieve accurate aging-independent junction temperature swing control

during DC power cycling. The objective of this research work is to address this very problem.

Specifically, procedures for Tj estimation using Rds−on and Vf as TSEPs are described in

detail. Practical implementation of Rds−on based Tj estimation is particularly challenging

given its dependence on both Id and Tj and its relatively low sensitivity. The proposed method

is based on a look-up-table of solution parameters for a current dependent quadratic function.

Further, a Kalman filter is used to obtain an accurate Tj estimate from the noisy Rds−on

based measurements. The proposed technique is memory and computationally efficient while

ensuring high Tj estimation accuracy. Further, given an accurate estimate for the device Tj,

it is important to precisely control the device Tj profile the specified limits. In this chapter,

a proportional-integral controller is used for closed-loop Tj control. The controller reference
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is generated online to control the ramp time and peak Tj in each cycle. Moreover, Vf based

Tj estimate obtained immediately after the end of the heating cycle is used to compensate

for errors in the maximum Tj reached by the device. This enables online compensation for

aging-related changes in Rds−on based Tj estimate.

3.2 Closed-loop Tj Control

In this section, the proposed closed-loop Tj control technique is presented in detail. However,

prior to that, it is necessary to understand the architecture of the DC power cycling setup

used in this study. This architecture is derived from the test bench design presented in [36].

The fundamental unit of the test bench is a module. The schematic of the module is shown

in Fig. 3.2. Each module can age one DUT and features a dedicated microcontroller that

sets the gate signals, makes on-board measurements, and communicates with an external

controller over I2C to receive test parameters and send out the measurement data. The

module also has dedicated adjustable gate-drive power supplies, Isd injection circuit, and

on-board measurement circuits to measure DUT on-state voltage Vds, body-diode forward

voltage drop Vf and drain current Id during the test. A picture of the assembled module is

shown in Fig. 2.8. The module is connected to an external power supply board as shown in the

high-level schematic of the test bench in Fig. 3.2. The external power supply board precisely

controls the current injected in the module’s DUT through a MOSFET-based discrete linear

current regulator stage. A bypass switch on the power supply board provides an alternate

path for the injected current when the DUT is off. This is useful to ensure a smooth current

waveform at DUT turn-on and turn-off. The reference value to the linear current regulation

circuit is provided by a high-precision 12-bit digital-analog converter (DAC) whose output

value is set through I2C commands. This architecture is practical and enables easy scalability

along with the ability to precisely control the Tj of individual DUTs independently.
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Figure 3.2: High-level architecture of the DC power cycling test bench used in the study.

The high-level schematic of the proposed Tj control implementation is shown in Fig. 3.3.

The end-to-end solution involves several critical steps, the details of which are discussed

further. The module is connected to an external power supply board as shown in the high-level

schematic of the test bench in Fig. 3.2. The external power supply board precisely controls

the current injected in the module’s DUT through a MOSFET based discrete linear current

regulator stage. A bypass switch on the power supply board provides an alternate path for

the injected current when the DUT is off. This is useful to ensure a smooth current waveform

at DUT turn-on and turn-off. The reference value to the linear current regulation circuit is

provided by a high precision 12-bit digital-analog converter (DAC) whose output value is set

through I2C commands. This architecture is practical and enables easy scalability along with

the ability to precisely control the Tj of individual DUTs independently.

The high-level schematic of the proposed Tj control implementation is shown in Fig. 3.3.

The end-to-end solution involves several critical steps, the details of which are discussed

further.
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Figure 3.3: High-level control block diagram.

3.2.1 On-Board Junction Temperature Estimation

The first step in achieving precise control of Tj profile is obtaining accurate Tj feedback.

When the DUT is conducting and heating up due to ohmic loss, an estimate of its junction

temperature is obtained by using Rds−on as a TSEP. Rds−on is calculated by dividing the Vds

and Id values measured using on-board sensors. Since the calculation is sensitive to even

small measurement noise, the raw Id and Vds measurements are passed through 30 point

moving average filters. The delay introduced by the filters does not significantly impact the

measurement and control processes as DUT heating is relatively slow.

Estimating Tj using the calculated Rds−on is a non-trivial problem. In particular, the

code and memory efficiency of the Rds−on → Tj mapping algorithm is critical for it to be

implemented on the on-board microcontroller. As shown in Fig. 3.4, Rds−on is a non-linear

function of both Tj and Id. A straightforward solution to the mapping problem is to generate

a 2D look-up table (LUT) offline and estimate Tj online based on the measured Rds−on

and Id values using bi-linear interpolation. However, depending on the expected range of

current and temperature values, this technique is memory inefficient as it requires a large-up

look table to be stored. Moreover, using bi-linear interpolation may cause significant errors,

especially at low Tj values where Rds−on’s sensitivity to Tj variation (measured in mΩ/◦C) is
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Figure 3.5: Rds−on’s sensitivity to Tj change at different values of drain current Id.

relatively low as shown in Fig. 3.5. Instead, in the proposed implementation, the typically

parabolic nature of Rds−on vs Tj curve is exploited. As shown in Fig. 3.6, for a known Id, the

DUT’s on-state resistance follows the relation

Rds−on(Tj) = arT
2
j + brTj + cr (3.4)

where ar, br, cr are constants which can be easily computed offline by fitting Rds−on values

obtained at different Tj conditions. However, during DC power cycling, it is necessary to

solve the inverse problem i.e. given an Rds−on value, the DUT’s Tj needs to be estimated.
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Figure 3.6: Fitted Rds−on vs Tj curves. Nodes represent experimental data.

For this, the feasible solution for quadratic equation in (3.4) is computed as

Tj =

(−br
2ar

)
+

√(
b2r − 4arcr

a2r

)
+

(
1

ar

)
Rds−on. (3.5)

Equation (3.5) is represented in a form such that the three parameters (−br
2ar

), ( b
2
r−4arcr

a2r
), ( 1

ar
)

can be computed offline to reduce the computational burden. These parameters are calculated

offline at different Id values to create a LUT. As shown in Fig. 3.3, during testing, the filtered

Ifd value is used to “look-up” the corresponding parameter values, and (3.5) is used to estimate

the Tj . It is important to note that since the function parameters do not vary significantly for

adjacent Id values, interpolation is not necessary to ensure accurate Tj estimation. However,

even with the quadratic solution based technique, Tj estimation is noisy due to the relatively

low sensitivity. Therefore, in the proposed solution, a Kalman filter is used to reduce the

Tj estimation error. To design an effective Kalman filter, the DUT needs to be modeled

accurately as discussed in the next section.

3.2.2 Device Thermal Model

A lumped thermal equivalent model of a discrete MOSFET is shown in Fig. 3.7. In the

equivalent model, the voltage across Cd, Rdc corresponds to the junction to case thermal
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Figure 3.7: A lumped equivalent thermal model of a discrete MOSFET.

resistance, Cc is the case thermal capacitance, Rca is case-ambient thermal resistance, and

the voltage across Cc represents the case temperature. While higher-order distributed Foster

and Cauer thermal networks maybe used for better accuracy, for the given application, the

approximate lumped model is reasonably accurate. Ploss is a current source representing the

power loss in the die. It is important to note that the model represents temperature rise

above the ambient reference.

The state-space form of the equivalent thermal model is derived by choosing the two

capacitor voltages, which represent the junction temperature, Tj, and case temperature, Tc

respectively, as the state variables. Ploss is the input variable. KCL applied to node 1 gives

Ploss = Cd
dTj

dt
+

Tj − Tc

Rdc

. (3.6)

Similarly, KCL applied to node 2 gives

Tj − Tc

Rdc

= Cc
dTj

dt
+

Tc

Rca

. (3.7)

Rearranging (3.6) and (3.7) gives

dTj

dt
=

−1

RdcCd

Tj +
1

RdcCd

Tc +
1

Cd

Ploss, (3.8)

dTc

dt
=

1

RdcCc

Tj −
(

1

RdcCc

+
1

RcaCc

)
Tc. (3.9)
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Equations (3.8) and (3.9) are arranged in matrix form as


Tj

′

Tc
′


 =




−1
RdcCd

1
RdcCd

1
RdcCc

−( 1
RdcCc

+ 1
RcaCc

)






Tj

Tc


+




1
Cd

0



[
Ploss

]
. (3.10)

Equation (3.10) is in continuous time state-space form given as x′ = Ax+Bu, where

x =



Tj

Tc


 (3.11)

A =




−1
RdcCd

1
RdcCd

1
RdcCc

−( 1
RdcCc

+ 1
RcaCc

)


 (3.12)

B =




1
Cd

0


 (3.13)

u =

[
Ploss

]
(3.14)

Since only the junction temperature Tj is estimated and Tc is not directly measured, Tj is

considered as the only output. Therefore, the output equation is given as y = Cx, where

C = [1 0].

In order to use the model, variables Cd, Rdc, Cc, Rca need to be known. Typically, the

junction to case thermal resistance, Rdc, and case to ambient thermal resistance, Rca are

readily available in the manufacturer’s datasheet. Cd is representative of the SiC die’s thermal

capacity, which is typically orders of magnitude smaller than Cc which represents the case’s

thermal capacity. It is possible to estimate Cd from the transient thermal impedance curves

provided in the manufacturer’s datasheet.

3.2.3 Kalman Filter

Given the system model, a Kalman filter can be used to eliminate measurement noise. The

recursive nature of the filter makes it memory efficient and easy to implement. The Kalman
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filter uses a prediction step to estimate the expected state and covariance matrices for a

system with known noise parameters. In this study, the discretized form of the previously

derived model is in the filter. The state prediction and covariance prediction equations are

given as

xk|k−1 = Adxk−1|k−1 +Bduk (3.15)

Pk|k−1 = AdPk−1|k−1A
T
d +Q (3.16)

where Ad and Bd are the discretized state transition matrix A and input matrix B respectively.

P2×2 is the state covariance matrix which represents the uncertainty in the estimated state.

Q2×2 is the process noise matrix that corresponds to modeling uncertainty. The optimal

Kalman gain which is necessary for the update step is calculated from the equation-

Kk = Pk|k−1H
T (HPk|k−1H

T +R)−1 (3.17)

where H is the state observation matrix H = C = [1 0] in this case. R is the measurement

noise covariance. Using the Kalman gain, the predicted state and covariance matrices are

updated using the equations

xk|k = xk|k−1 +Kk(yk −Hxk|k−1) (3.18)

Pk|k = (I −KkH)Pk|k−1 (3.19)

where yk is the actual measurement including the noise. It is important to select the process

and measurement noise covariances carefully for the filter to perform effectively. In this study,

since there is high confidence in the model, the maximum standard deviation is assumed to

be 3◦C which gives a standard deviation of 9. Therefore,

Q =



9 0

0 9


 (3.20)

and the measurement is relatively more inaccurate and measurement error is assumed to

have a deviation of 10◦C which makes R = 100.

51



3.2.4 Tj Profile Control

The primary objective of the proposed Tj profile control method is to actively set the ramp

rate to Tj−max and dwell time at Tj−max. As shown in Fig. 3.3, user specified Tj−max reference,

ramp rate, and dwell time settings are used to generate a corresponding reference Tj profile.

The estimated Tj feedback value obtained from the previously discussed Kalman filter is

compared against the Tj reference signal and the error is passed to a PI controller. From

(3.10), it is evident that Ploss is the input variable. Therefore, the PI controller outputs

the power loss reference, Pref for the DUT. Since the power loss in the DUT is controlled

by changing the injected current, Id, Pref is divided by the filtered Vds value to obtain the

reference injected current value, Iref . This reference is sent to the DAC on the power supply

board to change the current reference to the linear regulator stage.

The continuous time
Tj(s)

Ploss(s)
is obtained ny solving the following equation.

Tj = Ploss

(
1

sCd

||
(
Rdc +

(
Rca||

1

sCc

)))
(3.21)

Using this transfer function, the PI controller is tuned to obtain a critically damped response.

The obtained continuous time controller is discretized for implementation on the on-board

microcontroller.

3.2.5 Aging Correction

As previously discussed, Rds−on is prone to aging-related changes. Therefore, as the device

degrades, using Rds−on estimate obtained from the baseline characterization data would

cause the temperature profile to drift away from the expected profile. To compensate for

the aging-related Rdson shift, the user-provided temperature reference is modified over time.

The body-diode forward voltage drop, Vf at small currents and the negative gate voltage is

largely aging independent. Therefore, at the end of the heating cycle, as soon as the DUT is
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Figure 3.8: Fitted Vsd vs Tj curve at Isd = 300mA. Markers represent experimental data.

turned off, a small current (300mA) is injected into the DUTs body diode and Vf is measured

using the same Vds measurement circuit as earlier. As shown in Fig. 3.3, Vf → Tj mapping is

also calculated using the parametric solution of a quadratic equation. Although Vf vs Tj is

relatively linear, due to its higher order, the solution of the quadratic has higher accuracy.

The experimentally obtained Vf vs Tj is shown in 3.8.

3.3 Experimental Results

The proposed closed-loop Tj profile control algorithm is experimentally validated using the

previously presented DC power cycling setup. The experimental setup is presented in shown

in Fig. 3.9. A 3D-printed enclosure is designed for the module. The enclosure constrains

the cooling airflow while providing a window for the infrared(IR) thermal camera (FLIR

A655SS). To precisely measure the actual junction temperature of the MOSFET, a device

is decapsulated carefully to expose the die as shown in Fig. 3.10. An infrared image of

the exposed die is shown in Fig. 3.11. Since the device die typically has some temperature

gradient, the die temperature is calculated by averaging the temperature information for all

the pixels in the die’s image.
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Figure 3.9: Experimental setup used to verify the proposed Tj control algorithm.

Figure 3.10: Picture of decapsulated device under test. The die is painted black to improve
IR emmissivity.

54



Figure 3.11: Infrared image of the decapsulated device die.

3.3.1 Verification of Closed-loop ∆Tj Control Algorithm

The experimentally obtained Tj profile is shown in Fig. 3.12. The rise time is set to 60s.

As mentioned previously, the proposed closed-loop control algorithm controls the junction

temperature rise, ∆Tj. Therefore, Tmax is set to a 75◦C rise above the ambient temperature.

For the shown experiment, the initial ambient temperature is ∼ 75◦C. The dwell time at

the maximum junction temperature is set to 100s. The set dwell time is relatively long

and is uncommon in actual DC power cycling tests. However, the longer dwell time enables

the verification of shift in the mean Tj during the dwell time duration. As seen, the drift

in the mean Tj during the dwell time is limited to ∼ 3◦C. Moreover, as per the JEDEC

JESD22-A122 standard, the actual junction temperature must be within ±5◦C if the reference

temperatures. This is verified to be the case in Fig. 3.12. It must also be noted that the Tj is
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Figure 3.12: Experimental Tj waveform.

controlled during the heating interval and the cooling fan is fully turned on during the cooling

time. Therefore, in this test, the lower temperature limit is set to the ambient temperature.

3.4 Conclusion

In this chapter, first, the challenges in accurate Tj estimation during DC power cycling

with the use of existing known precursors are discussed. Through a qualitative comparison

with other techniques, it is shown that Rds−on and Vf respectively have certain desirable

characteristics as a temperature-sensitive electrical parameters. However, since Rds−on is

prone to aging-related shift and Vf cannot be measured when the DUT is on, closed loop ∆Tj

control using only one of the TSEPs is challenging. In this context, an aging independent

technique for closed-loop ∆Tj control is presented. The proposed algorithm is experimentally

verified. Specifically, Rds−on is used for Tj estimation and control during the heating interval

and at the end of the heating interval, Vf is used to validate the actual value of Tj−max
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reached and adjust it to account for aging related Rds−on shifts. While in this work, the

cooling profile of the device is not actively controlled, it is possible to implement such a

control by by using a variable speed cooling fan.
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CHAPTER 4

INVESTIGATION AND ON-BOARD DETECTION OF GATE-OPEN

FAILURE IN SIC MOSFETS

4.1 Introduction

Silicon Carbide (SiC) power MOSFETs are expected to enable a significant improvement in the

efficiency of power converters across different application areas [2]. However, comprehensively

understanding and improving their reliability remains an ongoing challenge [37–39]. To this

end, standard accelerated aging tests are often used to proactively test long-term device

reliability within a short duration. Among the standard tests, DC power cycling is widely

used to accelerate package related aging mechanisms in power MOSFETs [15, 40]. Bond-wire

heel cracking, bond-wire liftoff and die-attach solder layer delamination are the common

failure modes observed in this test [17, 24,33,41,42]. In addition to the above modes, power

MOSFETs could also fail due to gate bond-wire liftoff or cracking leading to a gate-open

failure [43]. The consequent loss of gate control can lead to an unwanted drain to source

conduction, a large increase in threshold voltage or open circuit failure of the device [44]. This

mode of failure, however, is relatively uncommon in silicon (Si) MOSFETs and IGBTs and has

not been studied widely in the literature. Like Si MOSFETs and IGBTs, commercial discrete

SiC MOSFETs are typically available in TO-247-3, TO-247-4 and TO-263-7 packages [45,46].

However, SiC MOSFETs generally have a much smaller die and fundamentally different

material properties [47]. Therefore, package related failure modes in Si devices cannot be

assumed to apply similarly to SiC devices. In particular, relatively thinner and longer

gate bond wires due to smaller die and die placement can potentially increase SiC devices’

susceptibility to gate-open failures. Moreover, the properties of the epoxy mold compound

(EMC) material used in SiC MOSFETs need to be different to enable operation at higher
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temperatures [48, 49]. Therefore, it is crucial to study gate-open failure mode specifically in

the context of SiC MOSFETs.

Figure 4.1: Illustration of gate-open failure in discrete SiC MOSFET due to a) a heel crack
b) bond-wire liftoff.

Gate-open failures in discrete devices are often intermittent in nature. In a typical

discrete SiC MOSFET, the die and gate bond-wire are encapsulated in an epoxy mold

compound (EMC) as shown in Fig. 4.1. In the case of gate bond-wire liftoff, the EMC

may hold the bond-wire to the pad and cause the contact to exist [50]. However, during

device operation, the relative displacement of various components in the package due to

thermal changes can lead to intermittent gate contact. The device functions normally except

during brief instances of loss of gate contact. Therefore, the intermittency of gate-open faults

makes them very challenging to detect reliably. Given their elusive nature, comprehensive

failure analysis of gate-open faults is also challenging [44]. Undetected intermittent gate-open

failures during DC power cycling tests can lead to incorrect device lifetime estimation [12].

Moreover, in certain converter topologies, temporary disturbances caused by intermittent

gate-open failures can be compensated by the control loop and potentially go undetected for

a long time. For example, in synchronous converters, if a gate-open failure of the synchronous

switch prevents it from turning on, the switch’s body-diode starts conducting. Therefore,

except for a decrease in its efficiency, the converter appears to operate nominally.

59



To address the above challenges, the first goal of this research work is to investigate

the occurrence of gate-open failures in discrete SiC MOSFETs. To reliably detect gate-open

failure during DC power cycling or converter operation, it is important to first understand the

electrical behavior of a SiC MOSFET under all possible gate-open failure scenarios. Therefore,

the state of the device’s gate and channel under gate-open faults is comprehensively analyzed

through SPICE simulations and analytical modeling. Further, the devices under test (DUTs)

are aged using DC power cycling test. An on-board characterization technique is presented

to detect gate-open failures during DC power cycling. Gate-open failure is detected in four

of the DUTs. In order to verify the occurrence of gate-open failure in the failed devices,

first, non-destructive acoustic microscopy analysis is performed to identify the damaged

sites. Thereafter, the failed devices are carefully decapsulated and inspected through optical

microscopy and scanning electron microscopy (SEM). To understand the mechanism behind

gate-open failures, a thermo-mechanical finite element analysis (FEA) is performed on a

high-fidelity model of the DUT. It is shown that deformation caused by the coefficient of

thermal expansion (CTE) mismatch between various elements of the package causes interfacial

shear stress in the gate bond. The stress is concentrated at the interface causing the gate

bond wire to shear off. The simulations are repeated for two different properties of the

EMC in order to analyze the impact of EMC’s CTE on the gate bond stress. In addition

to investigating gate-open failure, this article also proposes a robust on-board technique

for cycle-by-cycle detection of gate-open failures. The failure detection circuit and logic

are presented in detail. Through experimental verification, it is shown that the proposed

technique can detect gate-open failure in as low as 150 ns. This enables the prevention of

potentially catastrophic shoot-through events in a conduction type gate-open failure scenario.

Furthermore, the proposed technique can reliably detect gate-open failures in third-quadrant

operation which is not covered by conventional protection techniques.
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Figure 4.2: SPICE simulation circuit for analysis of MOSFET’s behavior under gate-open
fault.

4.2 Gate-Open Failure Analysis and On-Board Characterization

Given the challenges in capturing intermittent gate-open failures, it is important to first

understand the electrical behavior of a SiC MOSFET under gate-open failure.

4.2.1 MOSFET’s Behaviour Under Various Gate-Open Failure Scenarios

For analyzing the electrical behavior of a SiC MOSFET under gate-open failure, the circuit

shown in Fig. 4.2 is simulated in LTspice. Manufacturer provided SPICE model is used

for the DUT, U1. A gate-open fault is simulated by connecting an ideal switch S1 in the

gate path of U1. The timing of the S1’s opening is changed to simulate different gate-open

failure scenarios. Furthermore, switches S3 and S4 are used to change the operational

quadrant of the DUT. Specifically, when S3 is closed and S4 is open, U1 operates in the first

quadrant (Q1) during its on interval. Similarly, when S4 is closed and S3 is open, U1 acts as

the synchronous free-wheeling switch during its on interval and thus operates in the third

quadrant (Q3).
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Figure 4.3: Parasitic capacitance in a MOSFET from device datasheet [1].
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Figure 4.4: Cgd vs Vdg from device datasheet [1]-fix font size.

Before discussing the simulation results, analytical expressions for the DUT gate voltage

under fault (V f
gs) are derived. Figure 4.3 shows the electrical model of the DUT with parasitic

capacitances. In case of a gate-open fault, the gate is electrically isolated and floating.

Consequently, the charge on Cgd and Cgs is conserved. If the DUT’s drain-source voltage

after fault (V f
ds) is different from before fault (V pf

ds ), the voltage across Cgs and Cgd changes

correspondingly as given by (4.1) - (4.4).

However, the charge on Cgd and Cgs changes by the same amount (∆Qf) since it is

conserved. DUT’s V f
gs under fault, in this case, can be obtained using (4.5) where the relation

between ∆Qf and Vdg is given by (4.6) since Cgd, unlike Cgs, is non-linear and a function of Vgd
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as shown in Fig 4.4. The value of the integral can be obtained by calculating the corresponding

area under the Cgd vs Vgd curve obtained from the manufacturer’s datasheet. In cases where

Vdg is large or Vdg ≤ 0, Cgd is nearly constant and can be approximated by (4.7) [32]. (4.6)

then reduces to (4.8) and using (4.9), post fault V f
gs is given by (4.10). Moreover, when

Vdg is large, usually Cgd << Cgs. Therefore, (4.10) can be further approximated to (4.11).

These equations are used in conjunction with the SPICE simulation results to understand

the MOSFET’s behavior under various gate-open fault scenarios as discussed further.

∆Vds = V f
ds − V pf

ds (4.1)

∆Vdg = −(V f
gd − V pf

gd ) (4.2)

∆Vgs = V f
gs − V pf

gs =
∆Qf

Cgs

(4.3)

∆Vds = ∆Vdg +∆Vgs (4.4)

V f
gs = V pf

gs +
∆Qf

Cgs

(4.5)

where,

∆Qf =

∫ V f
dg

V pf
dg

Cgd(vdg)dv (4.6)

If Vdg is large or Vdg ≤ 0, Cgd is almost constant. Then,

Cgd = Cgd(V
pf
dg ) = Cgd(V

f
dg) (4.7)

∆Qf = Cgd∆Vdg (4.8)

∆Vds = ∆Qf

(
1

Cgd

+
1

Cgs

)
(4.9)

V f
gs = V pf

gs +

(
Cgd

Cgd + Cgs

)
∆Vds (4.10)

If Vdg is large, Cgd << Cgs. Therefore, V
f
gs can be approximated to

V f
gs = V pf

gs +

(
Cgd

Cgs

)
∆Vds (4.11)

63



0µs 20µs 40µs 60µs 80µs 100µs
-100V

10V

120V

0.0A

3.9A

7.7A

-6V

7V

20V

-6V

5V

16V

Figure 4.5: Simulation waveforms under conduction fault.

Case 1 - Conduction Fault

Firstly, gate-open failure event can occur when the DUT is on. As shown in Fig. 4.5, this is

mimicked by opening S1 when DUT is on. In the subsequent off period when gate driver

voltage, V GD
g is low, the DUT’s actual gate-voltage, V actual

g remains high. During this period,

the shoot-through current in U1 starts rising as soon as U2 turns on. As shown, this causes

Vds and thus Vdg to increase. From (4.5) and (4.6), it is evident that Vgs increases further. Due

to SiC MOSFET’s high transconductance, an increase in Vgs results in a significant decrease

in U1’s on-state resistance thus preventing a further increase in Vds. From Fig. 4.5, it is seen

that V f
ds = 13.54 V and ∆Vds = 13.455 V. Since, V pf

dg < V f
dg < 0, Cgd can be assumed constant

such that Cgd = 1000 pF and Cgs = 2900 pF. By using (4.10) and known V pf
gs = 15 V, V f

gs

is calculated as V f
gs = 18.45 V (∆Vgs = 3.45 V). This is very close to the experimentally

observed value of 18.70 V. Therefore, a conduction fault causes the gate voltage of the failed
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Figure 4.6: Simulation waveforms under Q1 open fault.

device to increase further and prevents it from turning off. Furthermore, this also causes

unequal short-circuit energy dissipation between the high-side and low-side devices. Since

the majority of the power is dissipated in the complimentary high-side switch, it may be

damaged if the fault is not isolated.

Case 2a - Open Fault in Q1 Operation

Alternatively, gate-open failure can occur when the U1 is off. The DUT gate voltage remains

low in this case even in U1’s on interval. Since U2 is off in this interval, the body-diode

of U2 turns on to provide a free-wheeling path to inductor current (IL1). As shown in

Fig. 4.6 ∆Vds = 4.13 V which is equal to the forward voltage drop of U2’s body-diode.

Since V f
ds ≈ V pf

ds = 100 V, Cgd can be assumed to be constant at Cgd = 10 pF. From (4.11),

∆Vgs = 0.015 V and V f
gs = −4.985 V which is very close to experimentally obtained value of
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Figure 4.7: Simulation waveforms under Q3 open fault.

−4.983 V. Therefore, in case of an open type gate-open fault in Q1 operation, the DUT’s

gate voltage remains nearly constant and the device remains off. It is also seen from Fig. 4.6

that the inductor current is decaying due to U2’s body-diode loss. Moreover, as the applied

voltage increases ∆Vgs becomes increasingly insignificant.

Case 2b - Open Fault in Q3 Operation

Lastly, an open type gate-open fault may occur when the device is operating in Q3. In such

a case, the device experiences a gate-open fault when it is off as shown in Fig. 4.7. When

the device is subsequently turned on, the device’s channel fails to turn on. However, since

the device is operating in Q3, its body-diode starts conducting. ∆Vds and ∆Vdg are negative.

Consequently, from (4.5) and (4.6), the DUT’s gate voltage decreases further. Since V pf
gs is

negative, V f
gs becomes more negative as clearly seen in Fig. 4.7. Obtaining V f

gs, requires the
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solution of (4.6). In Fig. 4.4, V pf
dg = 100 V and V f

dg = 2.1808 V. By assuming Cgd to be a

piece-wise exponential function in these intervals, the approximate value of ∆Qf is obtained

as ∆Qf = 4149.36 nC. V f
gs thus calculated from (4.5) is V f

gs = −6.43 V. This is in close

agreement with the value obtained from simulation i.e. V f
gs = −6.35 V. Therefore, it can be

safely concluded that under gate-open failure in Q3 operation, the DUT remains off with its

gate voltage becoming more negative.

The above analysis proves that under all three fault scenarios, the device’s state gets

latched when a gate-open fault occurs. Specifically for conduction type and Q3-open type

fault scenarios, gate-open failure has a positive feedback effect on the device’s gate voltage.

This implies that the device’s operational state under fault is stable and does not slowly

change over time. Similar behavior is also observed for the Q1-open failure scenario. However,

in this case, although the fault has a negative feedback effect on gate voltage, the magnitude is

negligible. This understanding is essential in developing on-board gate-open failure detection

technique. It is important to note, however, that due to its intermittent nature, a device

with a particular gate-open fault type may temporarily recover and later show another fault

type. For example, unless isolated, a device with open type fault may have temporary

re-establishment of gate-contact due to bond-wire movement and then show a conduction

fault. The intermittent nature, in particular, makes accurate characterization and detection

of gate-open faults extremely challenging.

4.2.2 DC Power Cycling Test Methodology

Figure 4.8(a) shows the high-level schematic of the DC power cycling setup used in this

study. Each leg of the setup has one DUT and the main switch (MSW) in series. The main

switch is used for safe fault detection and isolation. Multiple legs are connected in parallel

across the main power supply. One leg is on at any given time, heating up the corresponding

DUT. As shown in Fig. 4.8(b), when the DUT reaches its maximum junction temperature
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((a)) ((b))

Figure 4.8: a) DC power cycling schematic b) typical testing cycle.

Table 4.1: DC Power Cycling Test Results

DUT No. Tj Swing Tj Mean ∆Tj
Cycles to
Failure(Nf )

DUT1-A 55◦C − 150◦C 102.5◦C 95◦C 6000
DUT1-B 55◦C − 150◦C 102.5◦C 95◦C 7200
DUT2-A 35◦C − 150◦C 92.5◦C 115◦C 8000
DUT2-B 35◦C − 150◦C 92.5◦C 115◦C 7800

(Tj−max), it is turned off for cooling and the next DUT is turned on. The cycles are repeated

till the device fails. One of the fundamental advantages of the proposed setup is that allows

independent control of ∆Tj and the testing conditions of each DUT while enabling scalable

testing.

In this study, a total of 8 devices, in two groups of 4 are tested under two different

∆Tj conditions. Of these, 2 devices in each batch are detected with gate-open failure as

shown in Table 4.1. The devices used are 1000 V, 22 A SiC MOSFET in the TO-247-4

package is selected for this study. The table also shows the recorded cycles to failure (Nf)

corresponding to each of the devices. Here, failure is defined as the first detection of gate-open

fault. Comprehensive failure analysis of these devices is discussed further.
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4.2.3 On-Board Failure Characterization

On-Board Failure Characterization Technique

Based on the understanding of the electrical behavior of devices with intermittent gate-open

failure, an on-board failure characterization technique is proposed. Figure 4.9 shows the

operation of the DC power cycling setup. During the heating period, as shown in Fig. 4.9(a),

both MSW and the DUT are on. Therefore, the DUT drain current, Id−DUT > 0. However,

during DUT cooling period, the DUT and MSW are turned on alternatively during intervals

labeled as T ′
n(Fig. 4.9(b)) and Tn (Fig. 4.9(c)). In this study, T ′

n ≈ 20 ms and Tn ≈ 2 ms are

selected. This process is repeated throughout the DUT cooling period. For a healthy DUT,

Id−DUT = 0 during T ′
n and Tn.

In case of a conduction type gate-open fault, since the DUT fails to turn-off, Id−DUT > 0

during the interval Tn as shown in Fig. 4.9(d). The on-board controller of the DC power

cycling test bench detects this current and identifies the fault. T ′
n interval is necessary to

charge the DUT gate to check for intermittent failure. Specifically, the proposed technique

verifies the gate function of the DUT by repeatedly charging and discharging the DUT gate.

In case the gate contact is temporarily lost, the DUT gate fails to discharge and shows

a conduction fault. The MSW isolates the DUT during the testing process. However, in

this setup, the DUT can be checked for open fault only at the beginning of the heating

period as shown in Fig. 4.9(e). If Id−DUT = 0 when both DUT and MSW are turned on, it

implies the DUT has an open fault. Moreover, since the DUT does not operate in Q3 in DC

power cycling, it is not checked for. Failure conditions for on-board fault characterization of

gate-open faults are summarized in Table 4.2.
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Figure 4.9: Operation of a single leg of the DC power cycling test setup during a) heating
interval for a healthy DUT b) cooling T ′

n interval for a healthy DUT c) cooling Tn interval
for a healthy DUT d) cooling Tn interval for a DUT showing OFF fault e) heating interval
for a DUT with ON fault.

Table 4.2: Failure Conditions for On-board Gate-open Fault Characterization

Interval
MSW
Status

DUT
GD Status

Expected
Condition

Observed
Condition

Fault
Type

Cooling (Tn) On Off Id = 0 Id > 0 Q1 Conduction Fault
Heating On On Id > 0 Id = 0 Q1 Open Fault

70



Figure 4.10: On-board characterization result for DUT showing intermittent OFF fault (Case
1).

Figure 4.11: On-board characterization result for DUT showing intermittent OFF fault (Case
2).

Results of On-board Characterization

The result from on-board characterization study of DUT 1-A experiencing intermittent

gate-open failure during DC power cycling is shown in Fig. 4.10. As observed, during intervals

T1 and T2 when DUT is off and MSW is on, a current is flowing through the DUT indicating
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a conduction fault. It must be noted, however, that the magnitude of current in the interval

T1 is ∼ 0.5 A whereas in T2 it is ∼ 4 A. In fact, the current probe setting for detecting the

small current in T1 leads to probe saturation at high current during T2, making the current

peak unclear. It implies that drain to source impedance during T1 is high whereas the channel

is fully open during T2. Also, no current is observed before the interval T1. This clearly shows

that the gate-open failure in this case is intermittent in nature. Moreover, the significant

decrease in drain-source resistance during T2 compared to T1 could be because of a temporary

gate contact during T ′
2 when the DUT is on. Fig. 4.11 shows the scope result of another

on-board characterization study of a failed DUT. In this case, conduction fault is observed

in the interval T1 prior to which the device appears to be healthy, again highlighting the

intermittency of the fault. During T1, the current through the DUT is ∼ 3.5 A. It must be

noted that the DUT is tested for failure during its cooling interval when another DUT is

heating up. Therefore, in case of a conduction fault, approximately half of the main power

supply current flows through the failed DUT. Since the main power supply current setting

for this test is 7 A, it implies that the failed DUT’s channel is fully on. Therefore, it can be

concluded that the gate-open failure occurred when the DUT is on during T ′
1. In this case,

since the gate is fully charged, a gate-open failure during T ′
1 interval leads to DUT staying

on during T1.

4.3 Detailed Failure Analysis

4.3.1 Non-destructive C-SAM Analysis

After on-board characterization, non-destructive failure analysis is performed on the failed

DUTs using confocal scanning acoustic microscopy (C-SAM) to verify the occurrence of

gate-open failure mechanism in the failed devices. Figures 4.12(a),4.12(b) show C-SAM images

of a healthy device. The red and yellow areas inside the package represent delamination sites.
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Figure 4.12: C-SAM images of a) healthy device b) close-up of healthy device die c) DUT
1-A d) DUT 1-B e) DUT 2-A f) DUT 2-B.

It is seen that there is almost no delamination in a healthy device package. The gate bond

pad area is indicated in Fig. 4.12(b) which does not show any delamination either. However,

the C-SAM images of all the failed DUTs show delamination over the entire die area as seen

in Fig. 4.12(c)-4.12(f). The delamination sites indicate that the mold compound above the

die has moved relative to the die. The relative motion between the die and mold compound

can exert shear forces on the gate bond-wire causing it to liftoff. This also provides a possible

explanation for the intermittency of the failure. During DC power cycling, as the device

heats up and cools down, the mold compound expands and contracts relative to the die,
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Figure 4.13: Optical microscopy images of a) DUT 1-B b) DUT 2-B

thereby moving the gate bond-wire. Therefore, during these intervals, the gate bond-wire can

temporarily have instances of sufficient contact with the gate bond-pad on the die, causing

the device to function normally.

4.3.2 Optical Microscopy

The failed DUTs were carefully decapsulated to verify the gate-open failure hypothesis.

Figure 4.13 shows the images of the DUTs 1-B and 2-B obtained using an optical microscope.

The devices were inspected under 1000x magnification. As indicated in the top-right corner of

each image, the gate-bond wires clearly show clean liftoff from the gate bond-pad. The power

source and kelvin source connections, on the other hand, appear normal. This conclusively

proves gate-open failure in these devices.

4.3.3 Cross-sectioning and SEM Analysis

To further investigate gate-open failure, DUT 1-A was carefully decapsulated and inspected

using scanning electron microscopy (SEM). Figure 4.14(a) shows the SEM image of the

exposed DUT die. The close-up image of the gate bond site is shown in Figure 4.14(b).
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Figure 4.14: a) SEM image of decapsulated DUT die showing gate bond pad b) close-up
image of gate bond pad showing gate bond liftoff c) cross-sectional SEM of gate bond clearly
showing a clean lift-off d) close-up of gate bond showing a 35 µm liftoff height.

It is clearly seen that the gate bond-wire is slightly lifted off the gate bond pad. Further,

the device is carefully encapsulated using a low-viscosity epoxy resin. This prevents the

movement of gate bond wire due to the flow of the resin during encapsulation. Thereafter,

the encapsulated device is smoothly ground parallel to the gate bond wire plane. Further

SEM inspection of the device clearly indicates a clean lift-off of the gate bond-wire as shown

in Figure 4.14(c). The close-up of the gate bond in Figure 4.14(d) shows that the bond-wire

is lifted-off by ∼35 µm. It must be noted that before the investigation, the DUT showed

drain-source open failure without any recovery to normal operation. Figure 4.15 shows a
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Gate bond weld area

Figure 4.15: Highly magnified cross-sectional SEM image of gate bond.

((a)) ((b))

Figure 4.16: Device model for FEA analysis a) entire model b) with EMC hidden.

highly magnified SEM image of the gate site. The gate bond weld area is indicated in the

figure. From the roughness observed on the gate-bond pad under the weld area, it can be

deduced that the separation occurs in the bulk of the gate bond-wire. This type of lift-off is

typically caused by interfacial shear stress in the gate-bond [51].

4.3.4 FEA Analysis of Gate-bond Failure Mechanism

In order to explain the potential mechanism for gate bond-wire liftoff in SiC MOSFETs

observed during DC power cycling, a thermo-mechanical FEA analysis is performed in ANSYS,
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Table 4.3: Material Properties Used for FEA Simulation

Element Material Density (kg/m3) CTE (ppm/◦C) Young’s Modulus (GPa)

Drain tab, Gate lead Copper 8300 18 110

Gate bond-wire Aluminium 2770 23 71

EMC - 1780 10 30

Die SiC 3100 2.75 400

the results of which are discussed here. First, a high-fidelity model of the DUT is developed as

shown in Fig. 4.16. The external dimensions are obtained from the manufacturer’s datasheet.

Gate bond-wire diameter and aspect ratio are obtained by combining information from

C-SAM images, optical microscopy of decapsulated, cross-sectioned devices and SEM images.

To simplify the analysis, only the internal gate lead and gate-bond wire are modeled. The

source, drain leads and source bond-wires are ignored as they do not have significant thermal

or mechanical implications on gate-bond itself. Furthermore, generally known properties for

materials like Copper, Aluminium, and SiC are chosen. This gives fairly accurate results since

the properties of these materials do not vary widely for the given application. The material

properties of EMC, however, are proprietary knowledge and may vary between manufacturers.

Therefore, for each property, a representative value from a known range of values for EMC

used in power semiconductor applications is chosen [48,49]. The chosen material properties

are listed in Table 4.3.

In the first step, a transient thermal simulation is performed to obtain the device’s

temperature data at the end of the heating interval. For this, the SiC die is configured as an

internal heat source, the value of which is set as the calculated DUT power loss during the

DC power cycling test. Since the DUT is only cooled by natural air convection cooling, a

convection coefficient is set for the entire external surface of the device. The simulation is

run for 50 s and the results obtained are shown in Fig. 4.17. It is seen that the maximum

temperature of 152.16◦C is in close agreement with experimental data.
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((a)) ((b))

Figure 4.17: Temperature distribution across device from transient thermal simulation for a)
entire device b) with EMC hidden.

((a)) ((b))

Figure 4.18: Device deformation under heating for a) entire device b) with EMC hidden.
Wireframe represents an undeformed device.

The temperature data obtained from transient thermal simulation is used to perform

static structural analysis. For structural analysis, two adjacent corners at the bottom of

the device are translationally constrained in all three directions. However, the rotational

axes are free to allow warping and deformation. This is similar to the condition when device

leads are soldered to the PCB. The physical deformation in the device due to heating is

shown in Fig. 4.18. The deformation factor is exaggerated to clearly show the warping of the

package. The resulting shear stress on the gate wire-bond is seen in Fig. 4.19(a). It is seen

that the bond-wire experiences shear stress at the gate bond interface. This is consistent with
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bond-wire liftoff mechanism as observed in the analysis of failed devices [52]. In Fig. 4.16(a),

the resulting interfacial shear strain is shown. The strain is relatively high in the bond wire

since Aluminium, which is the bond-wire material, has a much lower elastic modulus than

SiC which is relatively hard. This can result in fatigue occurring in the bulk of the bond

wire which is consistent with the observation in Fig. 4.15. The effect of EMC’s properties

on the shear stress in the gate bond is studied by varying the EMC’s CTE as shown in

Fig. 4.19(c),4.19(d). The probed maximum shear stress for EMC CTEEMC = 10 ppm/◦C

is 134.12 MPa whereas it is 139.46 MPa for the case when CTEEMC = 5 ppm/◦C. Since

the deformation mainly occurs due to CTE mismatch between EMC and the Copper drain

tab whose CTECu= 18 ppm/◦C, the larger CTE mismatch in the case when CTEEMC = 5

ppm/◦C causes greater deformation and thus causes greater shear stress in the gate-bond

interface. This also shows that the shear stress in the gate bond interface is a function

of the EMC property. This is crucial because of two complementary reasons. First, due

to the relatively smaller size of the SiC die, the gate-bond wire itself is thinner compared

to traditional Si devices. This reduces the overall gate bond strength and critical shear

stress becomes lower. Secondly, due to the relatively higher operating temperatures of SiC

devices, the thermo-mechanical properties of EMC used for SiC devices are different [46, 49].

Therefore, it is crucial to consider the effect of EMC’s properties on device warping and thus

the possibility of gate wire-bond liftoff.

4.4 On-Board Detection of Gate-open Failure

4.4.1 Proposed On-Board Detection Circuit

Detection Circuit

Figure 4.20 shows the schematic of the proposed gate-open failure detection circuit. The

DUT is represented by the low-side MOSFET and S ′ is the complimentary high-side switch.
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((a)) ((b))

((c)) ((d))

Figure 4.19: a) Maximum shear stress; b) maximum elastic shear strain at the gate bond
site with EMC and drain-tab hidden for CTEEMC= 10 ppm/◦C; c) maximum shear stress at
gate-bond wire for CTEEMC = 10 ppm/◦C; d) maximum shear stress at gate-bond wire for
CTEEMC = 5 ppm/◦C.

The detection circuit comprises two resistor-sensing networks. The first network consisting

of resistors R1, R2, R3, and D1 is used to measure the drain-source voltage across the DUT

(Vds−DUT ). D1 blocks the high off-state voltage across the device. By choosing appropriate

values of R1, R2, R3, it can be ensured that the output of the Vds−DUT sensing network

(Vds−sense) is always positive for both positive and negative values of Vds−DUT . This allows the

comparators to be operated with a single-ended supply derived from the gate driver’s supply

voltage thus making the design simpler. R4, R5, and R6 form the second network that is used

to sense the DUT’s gate voltage (Vg−DUT ). In this case, as well, the appropriate choice of

resistor values ensures that the sensed gate voltage (Vgs−sense) is positive even for bipolar gate

operation as is common in high-power SiC applications [53]. The relation between Vds−DUT ,
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Figure 4.20: Schematic of proposed gate failure detection circuit.

Vgs−DUT , and Vds−sense, Vgs−sense is given by (4.12)-(4.13) respectively.

Vds−sense =





VccR3

R1+R3
if Vds−DUT ≤ VccR3

R1+R3
+ VD1

R2R3Vcc+R1R3(VD1+Vds−DUT )

R1R2+R2R3+R3R1
if Vds−DUT > VccR3

R1+R3
+ VD1

(4.12)

Vgs−sense =
Vcc + Vgs−DUT

(R1 +R2)(R1||R2||R3)
(4.13)

The output of the Vds−DUT sensing network is connected to the inverting inputs of

comparators Uch and Ubd. The non-inverting inputs of the comparators are fixed threshold

values V ch−th
ds−sense and V bd−th

ds−sense respectively. A third comparator, Ug is used to detect the

state of applied gate voltage. The inverting and non-inverting inputs of this comparator are

connected to V th
gs and Vgs−sense respectively. The outputs of all the comparators are passed to

the MCU through a digital isolator. The digital isolator ensures galvanic isolation between

power and logic side grounds. Also since the proposed circuit relies on a gate drive power

supply, it can be used with both high-side and low-side switch configurations.
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Figure 4.21: Device operating points on the output curve to analyze choice of detection
circuit threshold parameters.

Principle of Operation

The objective of using the detection circuit is to accurately identify the DUT’s state of

operation. More specifically, the detection circuit identifies the conduction state of the

DUT’s channel and the state of the applied gate voltage by sensing Vds−DUT and Vgs−DUT

respectively. To illustrate the operation of the proposed detection circuit, a commercial SiC

MOSFET is considered as the DUT [1]. The output V − I curve of the device for Vgs = 15 V

and Vgs = −4 V at junction temperature, Tj = 55◦C is plotted in Fig. 4.21. The plots are

obtained by using the manufacturer provided SPICE model. As shown, for an application

with a maximum instantaneous current I+max = 15 A, the device’s Vds = 1.81 V. Due to

MOSFET’s symmetrical structure, the DUT’s channel conducts for Q3 operation as well.

Consequently, for I−max = -15 A, Vds = -1.81 V. Therefore, for the given application when

-1.81 V ≤ Vds ≤ 1.81 V, it can be safely concluded that the device’s channel is conducting.

Choosing V ch−th
ds = 2.5 V ensures that when the device channel is conducting, the output

of comparator Uch is high, and thus Qch = 1. However, in this case, Qch = 1 even when
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Figure 4.22: Overall schematic of CLB based fault detection logic.

Vds < −1.81 V. This is possible when the device channel is off and the body-diode conducts

during Q3 operation. Therefore, additional information is required to determine the state of

the device channel during Q3 operation. For this reason, a second comparator Ubd is used.

As seen from Fig. 4.21, for the given application, the body-diode forward voltage drop varies

between -3.42 V to -5.33 V depending on the instantaneous current value. Therefore, if

V bd−th
ds = -2.5 V, the output of Ubd and thus Qbd gives the state of body-diode conduction. In

summary, the digital outputs Qch and Qbd provide complete information about the state of

the device channel and body-diode. Furthermore, the output of comparator Ug corresponds

to the applied gate voltage. Qg = 1 when Vg is high and vice-versa. To ensure accurate fault

detection, the thresholds must be carefully chosen depending on the device’s operating points

in Q1 and Q3 for the particular application.

4.4.2 Failure Detection Logic

The outputs of the previously discussed detection circuit are connected to a microcontroller

(MCU) for processing. The MCU used in this study is a Texas Instruments TMS320F280041C

with a configurable logic block (CLB). A CLB is an MCU peripheral that is functionally

similar to an FPGA or CPLD [54]. Therefore, using CLB allows hardware-level logic signal
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Table 4.4: Fault Identification Table

Qch Qbd Qg
Device

state-of-health
Combinational

fault logic

0 0 0 No conduction

0 0 1 Open fault (F c
open−Q1) QchQbdQg

0 1 0 Invalid
0 1 1 Invalid

1 0 0 Q1 conduction fault (F c
conduct) QchQbdQg

1 0 1 Q1/Q3 channel conduction

1 1 0 Q3 Body-diode conduction

1 1 1 Q3 Open fault (F c
open−Q3) QchQbdQg

processing instead of software like in a typical MCU. This makes failure detection independent

of the main control algorithm and eliminates any related overhead while allowing the failure

detection logic to internally and quickly trip PWM outputs. The failure detection logic is

implemented using combinational look-up table (LUT) elements and finite state machines

(FSMs). The details of the implementation are discussed further.

Figure 4.22 shows the high-level schematic of the proposed fault detection logic. The

fundamental idea of the failure detection logic is to check for inconsistency between the

DUT’s gate and channel operation. As previously discussed, gate-open failure leads to a loss

of control over the device’s conduction state. Therefore, tracking the device state during

a gate transition event can allow the detection of a gate-open failure. For the proposed

detection circuit, the state-of-health of the DUT corresponding to different combinations of

the comparator outputs Qch, Qbd and Qg is shown in Table 4.4. Combinational fault signals

(F c
conduct, F

c
open−Q1, and F c

open−Q3) corresponding to each type of fault can be obtained using

logic gates. However, merely using combinational signals for detecting gate-open failure may

lead to false positives. Delays associated with device switching and signal propagation during
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Figure 4.23: State-transition diagrams for a) Blanking FSM b) Fault FSM.

transition events may appear as momentary inconsistencies in device operation. Therefore, it

is important to differentiate between true failures and false positives while minimizing the

fault detection time. For this reason, a blanking logic is implemented using a 4-state FSM

and a counter. The state transition diagram for the blanking FSM is shown in Fig. 4.23(a).

When the gate input, Qg, changes, the blanking FSM transitions to a blank state and sets

the corresponding output B high. This event also starts a counter that counts to a preset

blanking value. Upon reaching the preset value, a match output (C) is set high by the

counter. C then transitions the blanking FSM out of the blank state i.e. B becomes low and

also resets the counter. By adjusting the count value, the blanking window can be modified

as per application requirements. The blanking FSM automatically provides input hysteresis

within the blanking time window thus making the logic immune to noise-related transition

events. In addition to the blanking FSM, 4-state FSMs are also used for each of the fault

outputs. Every fault FSM has two inputs- the corresponding combinational fault signal (F c
x)
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and the blank signal B. A transition on B ’arms’ the fault FSM. At the end of the blanking

window, when B goes low, the fault FSM either transitions to a normal state or a fault state

depending on the value of the corresponding F c
x . The fault output remains latched until the

next gate transition event. This logic enables cycle-by-cycle fault detection and provides reset

capability. The state equations for blanking FSM and fault FSM are given in (4.14)-(4.16)

and (4.17)-(4.19) respectively.

S0−next = S0S1QgQc + S0S1Qg (4.14)

S1−next = S0S1Qg + S0S1Qc + S0S1Qg (4.15)

B = S1 (4.16)

S0−next = (S0 + S1)B (4.17)

S1−next = (S0S1 + S0S1F c)B (4.18)

Fout = S1 (4.19)

4.5 Experimental Verification

In this section, the functioning of the proposed gate-open failure detection technique is

experimentally verified for all the possible failure scenarios. The highly intermittent and

unpredictable nature of gate-open failures makes it nearly impossible to recreate these faults on

demand. This is especially important since the exact instance of fault occurrence determines

the state of the failed MOSFET’s gate and consequently its behavior under fault. Therefore,

in order to comprehensively validate the functioning of the proposed detection technique

under different failure scenarios, a gate-open fault emulation technique is used. The schematic

of the experimental gate-open failure detection circuit is shown in Fig. 4.24(a). The DUT is

plugged into this detection circuit and the board itself has external connections compatible

with a TO-247 PCB footprint. The external drain and source connections are routed directly
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((a))

((b))

Figure 4.24: (a) Schematic and (b) Actual prototype of proposed gate-open failure detection
circuit board.

to the respective DUT leads. The gate connection, however, passes through an ultra-fast

reed relay. Under normal operation, the relay is closed and the DUT behaves normally. To

emulate a gate-open fault, the relay is opened which mimics the physical disconnection of the

gate bond-wire under actual failure. The picture of the developed prototype board is shown

in Fig. 4.24(b). The gate voltage applied by the gate driver is sensed for failure detection

purposes. The previously discussed failure detection logic is implemented on the on-board

microcontroller (MCU) which generates the fault signals. In actual applications, the logic
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Table 4.5: Characterization of Relay Release Time

Gate Voltage Release Time
5 V 4.68 µs
8 V 5.24 µs
12 V 5.76 µs

Figure 4.25: Verification of fault emulation technique.

can be implemented directly on the main control MCU. The proposed detection technique is

experimentally verified under all failure scenarios using a synchronous boost topology. In the

following sub-sections, the gate-open failure emulation strategy is first verified followed by

verification of the proposed detection technique.

4.5.1 Characterization and Verification of Gate-Open Failure Emulation Tech-

nique

In order to reliably emulate gate-open failure during converter operation, it is necessary to

precisely time the opening of the reed relay with respect to the applied gate signals. To this

end, the relay release time is experimentally characterized, the results of which are shown

in Table 4.5. Based on the values in the table, the worst-case relay opening time can be

approximated to < 10 µs. Consequently, for 10 kHz converter operating frequency and D =
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Figure 4.26: Synchronous boost converter used for experimental validation of proposed
gate-open failure detection technique.

0.5, the relay should operate within half of the switching period (= 50 µs). This is verified in

actual converter operation as shown in Fig. 4.25. The relay is commanded to open soon after

the DUT turns off, as indicated by the falling edge of the relay drive signal (Srelay). In the

subsequent on interval, although the gate driver voltage (V GD
g−DUT ) is high, the actual DUT

gate voltage (V actual
g−DUT ) remains low. This floating gate behavior is consistent with a gate-open

fault. Similarly, if the relay is open when V actual
g−DUT is high, it will remain high even when

V GD
g−DUT is low. It must be noted that for these experiments, the relay is reconnected after

1-2 switching intervals to allow normal converter operation. The theoretical fault interval

is given by Tf , at the end of which the relay closes (including contact bounce) and V actual
g−DUT

starts following V GD
g−DUT .

4.5.2 Verification of Failure Detection under Q1 Operation

The synchronous boost configuration used to verify failure detection under the Q1 operation

of the DUT is shown in Fig. 4.26. The specifications of the boost converter are as follows- Vin

= 50 V, Vout = 100 V, fsw = 10 kHz, D = 0.5, Cin = 50 µF, Cout = 1800 µF and RL = 180 Ω.

For Q1 operation, the DUT is configured as the low side switch and S ′ is the complimentary
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Figure 4.27: Experimental verification of a) Q1 open fault detection and b) fault detection
timing.

high-side switch. Under Q1 operation of the DUT, an open or conduction type gate-open

failure may occur as discussed in Section II. Each of these scenarios is verified below.

Q1 Open Fault

Figure 4.27(a) shows the waveform for verification of Q1 open fault detection. The gate

relay is opened when Srelay goes low. In the subsequent on period, the DUT fails to turn
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on. Consequently, even though the complimentary synchronous switch is off (PWMS′), its

body-diode is forward biased and the drain-source voltage across the DUT (Vds−DUT ) remains

at 100 V as shown in the figure. Therefore, Q1 open fault (Fopen−Q1) is raised during the

DUT’s on interval. The timing of the fault signal is verified in Fig. 4.27(b). As seen, the

delay between rising edges of V GD
g−DUT and Fopen−Q1 is 120 ns. This delay includes the delay

caused by comparators, digital isolators, and blanking intervals.

Q1 Conduction Fault

Figure 4.28(a) shows the experimental waveforms in case of a conduction fault. In this case,

the gate relay is opened when Vg−GD is high to emulate an on-period gate-open fault. As seen,

the DUT fails to turn off when Vg−GD goes low. In the figure, this condition is represented

by Vds remaining low when DUT should turn on. The fault output (Fcond−Q1) is used as a

trip signal for the PWM generator. Therefore, it is seen that the gate signals of both the

DUT and S ′ are low after the fault is raised. The timing of the fault signal is shown in

Fig. 4.28(b). Fcond−Q1 goes high 150 ns after Vg−GD goes low. This is lower than the dead

time between the high-side and low-side switching signals which, for this experiment, is set

at a fixed value of 400 ns. Therefore, the gate signal for S ′ remains low because of PWM

trip action. Consequently, fast fault detection prevents a shoot-through event in case of

conduction type gate-open failure scenario.

4.5.3 Verification of Failure Detection under Q3 (Synchronous) Operation

For experimental verification of failure detection in Q3 mode of operation, the position of S ′

and DUT in Fig. 4.26 is interchanged. Specifically, the DUT operated as the synchronous

switch. The experimental waveforms for verification of the proposed gate-open failure

detection technique in the Q3 open type fault scenario in shown in Fig. 4.29(a). As seen when

the relay is opened, V actual
g−DUT remains low even during the on intervals. Moreover, as discussed
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Figure 4.28: Experimental verification of a) conduction fault detection and b) conduction
fault detection timing.

in Section II, V actual
g−DUT becomes more negative when the diode turns on which is indicated by

large negative V ds−DUT . For these intervals, it is seen that Fopen−Q3 is high. The timing of

the fault signal is verified in Fig. 4.29(b). Unlike the previous cases, it is seen that Fopen−Q3

is asserted 800 ns after PWMS′ rising edge. It is because, for Q3 open faults, the blanking

time necessarily has to be greater than the switching dead time. Since the body-diode is on

during the dead time, using a blanking value less than that would trigger a false positive.
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Figure 4.29: Experimental verification of a) Q3 open fault detection and b) fault detection
timing.

Moreover, since this is a safe failure mode, the delay in failure detection is not a significant

factor as long as the fault is detected within the off period.

4.5.4 Comparison of Proposed Technique to Traditional DESAT Protection

Scheme

DESAT protection schemes are traditionally used to protect the switching device against

high-current events that may occur during faults. Many modern commercial gate drivers have
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built-in DESAT protection feature. A typical DESAT protection circuit is shown across S ′ in

Fig. 4.26. In case of a fault, when V S′
ds exceeds Vcc+VD, the current source starts charging the

blanking capacitor Cblk. When the voltage across the blanking capacitor exceeds the desat

threshold (Vth−desat), the switch is turned off and a fault signal is raised. The conventional

DESAT protection scheme is compared to the proposed gate-open failure detection technique

for different gate-open failure scenarios as described below.

Q1 Open Fault

In this case, if present, DESAT protection of the faulty switch is triggered since the switch is

in a blocking state and Ichg charges Cblk. However, the conventional DESAT scheme will not

be able to differentiate between an open fault caused by gate-open failure and an over-current

saturation fault. On the other hand, the proposed fault detection circuit is triggered only

in case of a Q1 open fault caused by gate-open failure. As described above, the proposed

gate-open failure detection circuit is not active throughout the on/off interval and only makes

a single shot detection at the end of the blanking period which in this case is 60 ns. Since

most switches are unlikely to saturate within this time, saturation fault in most cases will

not trigger Fopen−Q1.

Q1 Conduction Fault

In case of a conduction-type gate-open fault, the resulting shoot-through event may trigger the

DESAT protection feature of the complimentary switch’s gate driver which could theoretically

protect against a conduction gate-open fault. Fig. 4.30 shows the comparison between the

proposed fault detection technique and DESAT scheme. The setup is similar to Fig. 4.26.

However, Fconduct does not trip the PWM outputs in this case. For the conventional gate

driver used, Cblk = 60 pF, Ichg = 0.5 mA and Vth−desat = 9 V. It is seen that it takes 2.5 µs

from PWMS′ rising edge to DESAT fault getting triggered. As shown above, with the
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Figure 4.30: Comparison of proposed fault detection circuit with conventional DESAT
protection scheme.

proposed technique, Fconduct is asserted in 150 ns and since this is less than the dead-time,

PWM is tripped and shoot-through is prevented. In the case of DESAT based protection,

however, a shoot-through current is necessary to saturate the switches and trigger the fault.

This is especially important since SiC MOSFETs unlike Si IGBTs have lower short-circuit

withstand capability due to their relatively smaller die size [55]. Moreover, SiC MOSFETs

do not have a well-defined knee point on the output curve and have high power dissipation

in saturation [56]. In addition, the shoot-through event may cause thermal runway in not

only the power switches but also in other system components as well. Furthermore, DESAT

scheme cannot differentiate between saturation event caused by the gate-open fault or a

different fault mechanism. Because of these reasons, the proposed gate-open failure detection

has advantages over traditional protection schemes in detecting conduction type fault.

Q3 Open Fault

Conventional DESAT scheme cannot detect this fault type since it is deactivated during

the switch-off time. Moreover, since this is a soft failure where the converter may seem to

be healthy apart from deteriorated efficiency, it is very challenging for most conventional
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protection mechanisms to detect an open failure in Q3 operation. Therefore, the proposed

failure detection circuit can reliably detect Q3 open-type failures. This is especially useful

since the intermittent nature of gate-open failure may cause the device to recover from Q3

open failure and later show conduction-type failure.

4.6 Conclusion

In this chapter, intermittent gate-open failure is investigated in the context of discrete SiC

devices. The electrical behavior of MOSFET under gate-open failure is first analyzed. Failed

devices from the DC power cycling test are inspected and analyzed using a systematic

multi-step process. Given the intermittent and elusive nature of gate-open failure, the

methods used in this article maybe be used as a guide for gate-open failure analysis. FEA

analysis is used to identify a potential mechanism for gate-open failure. While the gate-bond

itself does not carry a large current, it is shown that it experiences interfacial shear stress

due to deformation caused by CTE mismatch between various device elements. A larger

CTE mismatch between EMC and Copper drain tab is shown to increase the maximum

shear stress. Thereafter, an on-board failure detection technique is proposed for all types

of gate-open failure modes. The specific nature of gate-open failure is exploited to create a

fast failure detection technique that is inherently selective and robust. Through comparison

and experimental verification, it is shown that the proposed technique is not only capable

of detecting all gate-open failure modes but also differentiates between gate-open failure

and other failure modes. Specifically, potentially dangerous conduction type failure mode

is detected within the switching dead-time, thus preventing a shoot-through event in the

switching leg.
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CHAPTER 5

A PRACTICAL SWITCH CONDITION MONITORING SOLUTION FOR SIC

TRACTION INVERTERS

5.1 Introduction

Traction inverters are safety-critical sub-systems in an electric vehicle. The power semicon-

ductor switches at the heart of these inverters are single-point-of-failure components that

limit the reliability of the system. Therefore, online condition monitoring solutions for power

switches would be valuable in improving the overall safety and reliability of electric vehicles.

This is especially the case as manufacturers are shifting from IGBTs to Silicon Carbide

(SiC) MOSFETs in traction inverters due to efficiency and power-density benefits [57]. The

long-term reliability of SiC devices is unproven in the field and several fundamental challenges

exist [58,59]. However, of the many condition monitoring techniques that have been proposed

in the literature, most do not sufficiently address the challenges in developing an effective yet

practical online condition monitoring (OCM) solution for reasons discussed further.

Developing an OCM solution starts with the selection of a suitable precursor. An

ideal precursor for OCM is 1) sensitive to device aging, 2) insensitive to change in junction

temperature/operating conditions, and 3) easy to measure online. However, these requirements

are often conflicting which makes developing a practical OCM solution challenging. In

particular, compensating for precursor change due to variable operating conditions and

isolating aging-related change is difficult [9]. Several well reported aging precursors are

qualitatively compared in Table 5.1 [60]. The device threshold voltage (Vth) is a reliable

gate-oxide degradation precursor. Gradual Vth shift, particularly under high temperature

operation and large gate-bias voltages is a well known phenomenon in SiC MOSFETs [32].

However, while simple circuits have been proposed for offline in-circuit Vth measurement,
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Table 5.1: Qualitative Comparison of Known Aging Precursors

Aging Precursor
Sensitivity to

Gate-oxide Aging
Sensitivity to
Package Aging

Sensitivity to
Operating Conditions

Ease of Online
Measurement

Gate threshold voltage (Vth) High None High Hard
Saturation On-state Resistance (Rsat) High Very Low Medium Hard

Body-diode Forward Voltage (Vsd) High High
Low

(by compensation)
Hard

Turn on time (Ton) Medium Low Medium Hard
Gate-Leakage Current (Igss) High Low Low Easy

Package thermal resistance (Rth) Low High Low Hard
On-state Resistance (Rds−on) Medium High High Easy

online Vth measurement during system operation can be relatively more complicated due

to the need for a high-speed sample and hold circuits [61,62]. An alternative precursor for

monitoring gate-oxide degradation is the saturation region resistance (Rsat). However, like Vth,

although practical in-system measurement of Rsat is feasible, online monitoring is challenging.

As the gate-oxide degrades, charged defects may line up and form a conductive path between

the gate and the source. This causes a remarkable increase in the gate-leakage current (Igss)

which is used as an aging precursor in several studies [24,63]. In addition to being a strong

indicator of gate-oxide degradation, Igss is also easy to measure online. Even so, a major

challenge with using Igss is that due to its exponential nature, in some applications, it may not

provide a failure warning sufficiently in advance. Unlike the static precursors discussed so far,

turn-on time (ton) is a useful dynamic precursor for tracking gate-oxide degradation [64]. But

because of the inherently short switching duration in SiC devices, obtaining high-resolution

measurement of ton is difficult [65]. Another crucial limitation of all the preceding precursors

is their insensitivity to package degradation. For comprehensive OCM of a device, both

gate-oxide and package degradation modes need to be tracked. Body-diode forward voltage

drop (Vf ) is one such precursor that is sensitive to both gate-oxide and package degradation

at zero and negative gate voltages respectively [33]. Moreover, by measuring Vf at low and

high current values, the extent of gate-oxide and package degradation can be exclusively

quantified. By using a similar technique it is also possible to compensate for variation in Vf
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Figure 5.1: Representation of fixed conservative failure threshold vs adaptive failure threshold
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due to junction temperature (Tj) change [36]. In spite of these promising properties, the need

for a multi-level gate drive circuit makes Vf based OCM solution complicated. Also, since

the device current is subject to the applied load, making repeatable measurements at fixed

current values is challenging. The change in the thermal impedance of a device maybe used

for die-attach delamination monitoring [66,67]. Such techniques, however, are sensitive to

the accuracy of the device thermo-mechanical model and require online temperature sensing

capability.

On-state resistance (Rds−on) is a well known precursor for condition monitoring [68–70].

Rds−on in SiC MOSFETs is known to be sensitive to both package and die level degradation

mechanisms [60]. One of the advantages of using Rds−on as a precursor is its relative ease of

online measurement [71,72]. Even with the fast switching speed of SiC MOSFETs which causes

large dV/dt swings, online measurement of Rds−on is feasible [73, 74]. Moreover, in certain

power converter topologies, in-circuit frequency analysis based indirect Rds−on extraction

techniques may also be used [75,76]. Although restricted to some topologies and parameter

variation range, wherever feasible, such techniques further simplify the implementation of
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Rds−on based condition monitoring solutions. However, Rds−on’s equally popular use as a

temperature-sensitive electrical parameter (TSEP) highlights its high sensitivity to junction

temperature change with operating conditions [77,78]. This is a crucial challenge for Rds−on

based online condition monitoring. One way to overcome this challenge is to use a fixed

conservative failure threshold (Rfail
th ) that accounts for worst-case operating conditions’ related

change as shown in Fig. 5.1. However, in this case, failure detection at lower load, and

temperature levels may be ineffective. As shown in Fig. 5.1, an adaptive threshold on the

other hand, would be more effective in detecting failures. Precise device characterization

and thermo-electrical modeling maybe used to compensate for temperature-related changes

but the online implementation of such methods is challenging. These challenges need to be

addressed to create a practical online condition monitoring solution.

The first objective of this paper is to present an end-to-end solution for accurate online

on-state resistance (Rds−on) measurement for all six switches of a 3-phase 2-level inverter.

First, a simple and practical sensing circuit is proposed for online measurement of the switch

drain-source voltage (Vds). Specifically, the proposed circuit minimizes the no. of external

components by reusing certain components in the built desaturation protection feature of the

gate-driver. Data sampling and processing by the main controller requires to be done without

interfering with the core motor control task. To address this challenge, an efficient equivalent

time sampling technique is proposed. Using the proposed data acquisition technique, periodic

Rds−on data is obtained at a highly effective sampling rate. Lastly, the raw data is filtered

using a Kalman filter to minimize noise effects and obtain an accurate Rds−on estimate for

each of the inverter’s switches.

For online condition monitoring, it is necessary to translate the obtained Rds−on value

for the prediction of the switch state of health (SoH). In particular, it is necessary to isolate

the effect of the system operating point on Rds−on. To address this, this article proposes an
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online Bayesian condition monitoring technique. The algorithm exploits the approximate

electrical and thermal symmetry in the inverter’s operation. By carefully designing the input

features to the Bayesian algorithm, the effect of operating point related change can be largely

eliminated. The recursive nature of the proposed algorithm makes it feasible to implement

online. Moreover, the expected deviations in device parameters and operating conditions can

be modeled in the algorithm. The key contributions of this paper can be summarized as

follows

1. This work proposes a practical, low-component count on-state voltage sensing circuit

for Rds−on measurement. While there are several on-state voltage measurement circuits

in literature, they do not address the system level implementation of the solution,

especially in multi-switch converters. The proposed method considers the entire signal

chain and system level implementation. It is experimentally verified for simultaneous

Rds−on sensing of all six switches in a 3-phase inverter.

2. A critical and often overlooked aspect of controller based online condition monitoring

solution is signal acquisition and processing. This paper addresses this by proposing

a code-efficient data acquisition and filtering algorithm. The algorithm is specifically

designed to address all the important challenges i.e. to achieve a high effective sampling

rate while being implementable on a microcontroller and also ensuring that it does not

interfere with the critical motor control tasks.

3. Lastly, and most importantly, a Bayesian sate-of-health estimation algorithm for

estimating individual switch health is proposed. The proposed algorithm addresses the

important problem of isolating aging-related change from operating conditions related

change in switch Rds−on change. The primary advantage of the proposed algorithm over

existing techniques is the elimination of the need for extensive device/system specific

calibration making it highly practical.
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Figure 5.2: High-level schematic of the Vds measurement circuit.

5.2 Proposed Online Rds−on Measurement Solution

The proposed end-to-end Rds−on measurement solution is presented in the context of a generic

traction drive system, the high-level schematic for which is shown in Fig. 5.2.

5.2.1 Measurement Circuit Design

In this section, the details of the proposed Rds−on measurement circuit are discussed in detail.

Circuit Description and Analysis

In order to calculate a particular switch’s Rds−on, the on-state voltage (Vds) across the switch

is measured and divided by the drain current value (Id) obtained from the corresponding

phase current sensor (±ia,b,c). Consequently, accurate Vds measurement is crucial for accurate

measurement of Rds−on.

The high-level schematic of the proposed Vds measurement circuit is shown in Fig. 5.2.

The measurement circuit has two op-amp stages for sensing and signal conditioning. The

proposed measurement circuit’s functionality reuses the components of the gate driver’s

desaturation (DESAT) protection circuit to sense switch Vds. Specifically, the internal
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DESAT current source (Ides) and high voltage blocking diodes (D1, D2) are common to both

the DESAT circuit and sensing circuit. By leveraging this redundancy, the measurement

circuit’s overall component count is reduced. The measurement circuit’s output (VU2) is

connected to one of the integrated ADC channels of the Texas Instruments UCC5870 gate

driver [79]. The converted digital output is read from the gate-driver by the main controller

over an SPI link. Although this work uses a gate driver with an integrated ADC, a similar

circuit with a combination of discrete components would be just as feasible.

In the circuit shown in Fig. 5.2, when the low-side switch turns on, the Ides flows through

R1, D1, and D2. In this case, assuming op-amp U1 operates in the linear region and has a

large gain, the non-inverting and inverting input voltages of U1 can be equated as shown in

(5.1) and (5.2)

Vds + V D1
d = VU1(

R4

R4 +R5

) + (Vds + V D1
d + V D2

d )(
R5

R4 +R5

) (5.1)

VU1 = Vds + (V D1 − V D2
R5

R4

) (5.2)

where, V D1,2
d are forward voltage drops of diodes D1,2. If V D1

d = V D2
d and R4 = R5, (5.2)

reduces to (5.3) :

VU1 = Vds. (5.3)

Since the ADC input is unipolar and it’s input range usually lower than the range of Vds

variation, a second op-amp stage (U2 in Fig. 5.2) is used to scale and level-shift the output of

U1. The equation for U2 is

VU2 = Vref − Vds
R9

R8

(5.4)

Equation (5.3), however, represents an ideal case. Practically, even identical components

have mismatches. In order to analyze the effect of component mismatch on Vds measurement

accuracy, it is assumed that V D1
d = V D2

d + eD and R4 = R5 + eR, where eD is diode mismatch

and eR is resistance mismatch. In this case, (5.2) becomes (5.5)

VU1 = Vds + (V D2 + eD − V D2
R5

R5 + eR
) (5.5)
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Figure 5.3: Variation in forward voltage mismatch between high-voltage diodes with forward
current.

In (5.5), when using low tolerance resistors it can be assumed that R5 >> eR. With this,

(5.5) reduces to:

VU1 = Vds + eD + V D2
d

eR
R5

(5.6)

Therefore, the mismatch in diode forward voltage drop, the magnitude of forward voltage

drop, and resistance mismatch, eR contribute to error in sensed Vds.

From (5.6), eD is observed to be a dominant contributor to the overall Vds measurement

error. Therefore, to understand how eD changes with If , the absolute pairwise mismatch

between four diodes is characterized at different forward current (If) values as shown in

Fig. 5.3. It is seen that low If values do not necessarily result in a smaller mismatch.

Relatively larger values inherently lead to large errors and also increase power loss in the

gate driver and DESAT diodes. For this study, If = Ides = 1 mA is chosen. Also, in the

measurement circuit, R3 and C2 act as the input filter. The cutoff frequency is 1.59 MHz.

The filter is used to prevent interference due to high-frequency switching noise.
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Figure 5.4: Task execution in typical motor control firmware implementations.

Out-of-order Equivalent Time Sampling Data Acquisition Technique

The typical high-level implementation of motor control firmware is illustrated in Fig. 5.4.

All tasks performed by the controller can be broadly divided into two categories. The tasks

essential to the core motor control function are executed in a strictly periodic interrupt service

routine (ISR) which is triggered by a high priority interrupt with fixed period Tintr. All the

other auxiliary functions like communications, system diagnostics, and fault management are

performed within a loosely periodic loop outside the main ISR. Furthermore, T ISR
ex < Tintr,

where T ISR
ex is execution time for ISR, is a hard constraint in order to ensure that PWM

updates reflect in the inverter’s output voltage. On the other hand, the execution of one

auxiliary tasks’ loop iteration can be spread over several interrupt periods. Therefore, it

is important to minimize the number of tasks executed during the ISR to minimize T ISR
ex .

Consequently, since degradation is a relatively gradual phenomenon, OCM functions should

be implemented in the auxiliary tasks’ loops. However, executing the Rds−on measurement

function in the auxiliary tasks’ loop is challenging since it is not strictly periodic and time

bound. Therefore, obtaining sequential, periodic, and simultaneously sampled data points for

Id and Vds−on is a non-trivial problem. Applying data filtering and processing algorithms to

sequential and periodic data is significantly simpler when compared to non-periodic data.

And as discussed subsequently, due to the inherently noisy nature of traction systems, filtering
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Figure 5.5: Schematic of traction drive system used in this study.

and post processing of raw Rds−on data is inevitable for OCM. Therefore, in order to address

this challenge, an out-of-order equivalent time sampling algorithm is proposed as illustrated

in Fig. 5.6. This technique enables the execution of Rds−on measurement function in a loosely

periodic tasks’ loop while ensuring a high sampling rate and periodicity of the acquired

data. The technique uses the motor’s electrical angle (θ) as a reference, shown in Fig. 5.5, to

precisely time the data sampling instances. The angle variable’s value is incremented during

every ISR execution and varies between 0 and 1 as shown in Fig. 5.5. During operation,

the phase of q-axis current is given by the angle value. Therefore given a value of θ, the

corresponding value of current can be easily calculated. Based on the converse logic, an array

of θ reference points corresponding to desired Id and Vds−on sampling instances for all the

six switches is created. Specifically, the sampling window is symmetrically centered around

peak Id as values close to the zero crossing can lead to large errors in calculated Rds−on. As

illustrated in Fig. 5.6, every time the controller executes the OCM function, it checks if the θ

value from the latest ISR execution is equal to any of the values in the reference array. If

there is a match, the controller immediately logs the Vds−on and Id values into respective

arrays at the corresponding index. A recursive binary search algorithm is used to perform

the search for fast execution and code size efficiency. It must be noted that when using
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Figure 5.6: Illustration of out-of-order equivalent time sampling technique.

equivalent time sampling, signal repetition is a prerequisite for accurate signal reconstruction.

Therefore, it is important to acquire the data in a minimum number of current cycles to

avoid inaccuracies due to signal variation. The opportunistic out-of-order equivalent sampling

proposed above ensures that all the data points are sampled in the fewest number of motor

current cycles possible. On the contrary, if a sequential equivalent time sampling method

were used, at least N current cycles would be necessary to sample N data points. For the

implementation used in this study, a comparison between an out-of-order equivalent time

sampling and sequential sampling for different sample sizes is shown in Fig. 5.7. As seen, the

out-of-order ETS technique is orders of magnitude faster than sequential ETS. Moreover, it

should be noted that the results shown are obtained with significantly long auxiliary tasks’
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Figure 5.7: Comparison of out-of-order vs sequential equivalent time sampling techniques.

loop. As mentioned above, the execution time of the auxiliary tasks’ loop significantly affects

the overall sampling duration.

5.2.2 Kalman Filter Design

Traction systems are inherently noisy and subject to operational variations. Due to this,

raw data acquired using the sampling technique proposed above needs additional filtering

to obtain an accurate real-time Rds−on estimate. For this OCM application, a Kalman

filtering technique is suitable due to its memory and processing efficient implementation.

Furthermore, its optimal nature makes it robust to small modeling errors and enables a

general implementation by eliminating the need for unit-specific calibration. Specific details

of the filter’s design and parameter selection are discussed further.

Filter Model

To create the system model, it can be safely assumed that the sampling window for each

measurement cycle is small. Based on this assumption, the effect of variations in operating

temperature can be ignored. However, the switch current varies during the sampling window.
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in this study.

As shown in Fig. 5.8, SiC MOSFET’s Rds−on typically has some degree of current dependence.

Therefore, it is necessary to model the effect of current variation on change in Rds−on.

Although the switch current varies, due to sampling around Id peak at a relatively high

effective rate, the change in current between sampling instances is relatively constant. This is

shown in (5.7), where the difference in switch currents ∆ik = ik − ik−1. In this case, relation

between Rds−on values, rk, obtained at consecutive sampling instances is given by (5.8), where

slope S = dr
di
.

∆ik|k−1 = ∆ik−1|k−1 (5.7)

rk|k−1 = rk−1|k−1 + S∆ik|k−1 (5.8)

Using the above equations, the system model for Rds−on filtering can be created. With state

matrix, Xk, given by (5.9), the equations for the Kalman filter’s prediction step are given by

(5.10), (5.11).

Xk =

[
∆ik rk

]T
(5.9)

Prediction step:

Xk|k−1 = AXk−1|k−1 +R (5.10)
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Pk|k−1 = APk−1|k−1A
T +Q (5.11)

where state transition matrix,

A =



1 0

S 1


 , (5.12)

P is the covariance matrix, Q is the process noise matrix that corresponds to modeling uncer-

tainty, and R is the measurement noise covariance. Based on on-board Rds−on measurements,

the predicted state and covariance values, Xk|k−1 and Pk|k−1 are updated using equations

(5.13), (5.14) respectively. Update step:

Xk|k = Xk|k−1 +Kk(Xk −Xk|k−1) (5.13)

Pk|k = (I −Kk)Pk−1|k−1 (5.14)

where Kalman Gain K is given as

Kk = Pk|k−1H
T (HPk|k−1H

T +R)−1. (5.15)

Since the state observation matrix H = I, in this case, (5.15) is rewritten as:

Kk = Pk|k−1(Pk|k−1 +R)−1 (5.16)

Selection of Filter Parameters

For optimal filter performance, it is important to choose the initial values of Xk, Pk, Q, and

R carefully. For brevity, the choice of values used in this study is directly discussed here. The

same values are used to obtain the experimental results presented in a subsequent section.

For the initial value of the state matrix Xk, the typical value of Rds−on for the selected device

obtained from the datasheet is used. In this study, rinit = 0.180. The initial value of ∆i is

given by (5.17), where rmpref
0 is the ramp reference value at the left end of the sampling

window. From Fig. 5.8, the value of S ≈ 0.005.

∆iinit = cos(2π × rmpref
0 )Tintr (5.17)
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For initial values of the covariance matrix, a worst-case Rds−on measurement standard

deviation, σr = 30 mΩ is assumed. It is relatively large and gives a variance, σ2
r = 0.0009.

Similarly, a large initial variance of 0.0001 is assumed for ∆i. Due to the relatively high

confidence in the model, the system noise is set to low values, Q =



0.00001 0

0 0.00001


. For

R, a high value is chosen for ∆i measurement as the current measurement is inherently very

noisy. The measurement noise for Rds−on is set equal to the initially estimated variance.

Therefore, R =



0.04 0

0 0.0009


.

5.3 Proposed Bayesian SoH Estimation Solution

In the previous sections, an accurate online Rds−on solution is presented. However, for online

condition monitoring, it is necessary to isolate change in the precursor’s value due to device

degradation from change due to variable operating conditions. This is especially true for

Rds−on, which in addition to aging is also a function of applied gate voltage (vg), device

junction temperature (tj), and the drain current (id). Although challenging, it is technically

possible to track changes in Rds−on due to operational conditions and isolate aging-related

change. However, this would require detailed parameter extraction for each individual device

which would render such a solution impractical for general production. Therefore, in this

section, a practical Bayesian state-of-health estimation algorithm is proposed. This stochastic

SoH estimation solution exploits two properties of a traction system. First, under normal

operation, the 3-phase inverter has a symmetrical operation within some tolerance. The load

conditions are symmetrical on all three phases and therefore on the six switches. This also

extends to the gate drive conditions and thermal design. Consequently, the mean operating

conditions in all six switches of the inverter are similar with some tolerance. Secondly, the

probability of failure occurring simultaneously in multiple switches is relatively low. Given
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that the useful operational life of switches is of the order of years, even with a narrow range

of failure timelines, the temporal co-occurrence of failure in several switches is very unlikely.

As the frequency of precursor measurement increases, this probability becomes smaller.

There are several advantages due to which a Bayesian inference technique is particularly

suitable for Rds−on based online condition monitoring. Using a stochastic SoH estimation

solution allows accounting for device variation, errors in online measurement, and modeling

uncertainties while minimizing false positives. Consequently, the need for the extensive

device and/or system-specific parameter calibration can be avoided making the overall

solution very practical. Moreover, the recursive nature of the Bayesian algorithm makes it

computationally efficient which is crucial for OCM solutions. Furthermore, it is robust to

initial conditions and enables the incorporation of existing system knowledge into the model.

However, the realization of these benefits strongly depends on the effective formulation and

feature selection. Therefore, feature selection and Bayesian formulation strategies for Rds−on

based SoH estimation are presented in detail in the following sections.

5.3.1 Input Feature Design

The equation for switch Si’s Rds−on, Ri at a given operating point and degradation factor

(η) is given by (5.18). Xds represents the baseline value for parameter X at datasheet

conditions. ∂Ri

∂x
represents the first-order change in Ri with respect to variation in parameter

x. The variation due to operating point, switch junction temperature (tj), drain current

(id) and degradation- both gate-oxide and package are modeled as first-order functions. The

changes in these parameters reflect in the measured Rds−on. To determine the switch SoH,

the aging-related shift in of primary interest. However, isolating it from the operating point

dependent component is challenging since it is generally more dominant. However, the relative

Rds−on deviation between switches is considered, (5.19) is obtained. In this case, assuming

the same parameter dependence in the respective switches, the operating point component
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is now only a function of the relative unsymmetry (∆topj ,∆topj ). Since the switches in an

inverter operate symmetrically, these values are generally small. The mismatch in the switch

baseline parameters is represented by the static mismatch component. Since it is independent

of operating conditions, a one-time normalization of this can be performed at the start of

the system’s life. This leaves the relative aging-dependent component. In case of bond-wire

failure or faster degradation in one of the switches, this value would show a clear and sharp

increase. Package failures are by far the dominant failure mechanisms. However, in case of a

gradual shift due to gate-oxide aging, considering the relative Rds−on deviation may not be

sufficient. Moreover, such aging is generally consistent in identical switches. For this, self

deviation of a switch’s Rds−on from t0 baseline, ∆Rii can be considered as shown in (5.20).

This parameter does not have a static mismatch component. However, it is dependent on the

deviation from baseline operating conditions.

Ri(vg, tj, id, η) = Rds
i +

∂Ri

∂vg
(vg − V ds

g )

+
∂Ri

∂tj
(topj − T ds

j ) +
∂Ri

∂id
(iopd − Idsd )

︸ ︷︷ ︸
operating point dependent

+Rη−pk
i +

∂Ri

∂vth
(∆V η−ox

th )

︸ ︷︷ ︸
aging shift

+ei (5.18)

∆Rij(vg, tj, id, η) = ∆Rds
ij +

∂R

∂vg
(∆vg)

︸ ︷︷ ︸
static mismatch

+
∂R

∂tj
(∆topj ) +

∂R

∂id
(∆id)

︸ ︷︷ ︸
operational unsymmetry

+∆Rη−pk
ij +

∂R

∂vth
(∆V η

th)

︸ ︷︷ ︸
diff. in aging

+eij (5.19)
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∆Rii(vg, tj, id, η) =
∂Ri

∂vg
(∆vt0g ) +

∂Ri

∂tj
(∆tt0j ) +

∂Ri

∂id
(∆it0d )

︸ ︷︷ ︸
operating point w.r.t baseline conditions

+Rη−pk
i0 +

∂Ri

∂vth
(∆V η−ox

th )

︸ ︷︷ ︸
aging shift

+ei (5.20)

5.3.2 Bayesian Formulation

The SoH of the switch Si is represented by Fi, i = 1, . . . , 6, and P (Fi) represents the probability

that the switch Si has failed. Based on the previous discussion, the input feature vector for

switch Si is given as :

Ei = [∆Ri1, . . . ,∆Ri(i−1),∆Ri(i+1), . . . ,∆Ri6, . . . , . . . ,∆R11, . . . ,∆R66] (5.21)

where, normalized relative Rds−on deviation between switches Si, Sj is given as ∆Rij =

Ri −Rj − (Rt0
i −Rt0

j ), i ̸= j. ∆Rii = Ri −Rt0
i represents self deviation of switch Si’s Rds−on

from its zero-time (t0) baseline value, Rt0
ii .

Consequently, the Bayesian inference equation for switch Si is given as:

P (Fi|Ei) =
p(Ei|Fi)P (Fi)

p(Ei)
(5.22)

To obtain an accurate SoH estimate from (5.22), it is important to model the likelihood

function p(Ei|Fi) accurately. The choice of initial prior, P (Fi), isn’t particularly crucial

since Bayesian inference is recursive and eventually converges to the correct estimate. The

evidence, p(Ei), can be calculated by knowing the likelihood function and is given as p(Ei) =

p(Ei|Fi)P (Fi) + p(Ei|¬Fi)P (¬Fi).
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5.3.3 Modelling Likelihood Function

Applying the chain rule of probability to the likelihood function in (5.22) gives

p(Ei|Fi) ≈
6∏

j=1
i ̸=j

p(∆Rij|Fi)
6∏

k=1

p(∆Rkk|Fi) (5.23)

The naive Bayesian formulation in (5.23) assumes that the values of the feature vector,

Ei, are conditionally independent. For example, p(∆R12|∆R13, Fi) = p(∆R12|Fi). For the

chosen feature vector, this is not entirely true for most failure cases. However, this is not

a strict assumption and naive Bayesian models are known to perform well even with some

non-independence. Moreover, the marginal loss in model accuracy is traded-off for the

significantly simpler implementation of the naive Bayesian formulation. In (5.23), although

Fi is a discrete variable representing switch SoH, variables ∆Rij, (1 ≤ i, j ≤ 6) are continuous.

Therefore, p(∆Rij|Fi) represents the conditional probability for the continuous variable ∆Rij

under the discrete condition Fi. To obtain a value for p(∆Rij|Fi), it is first necessary to

consider the different failure scenarios that may occur in the inverter.

As mentioned in Section 5.1, SiC MOSFETs may fail due to gate-oxide degradation or

package-level failure. While these degradation mechanisms occur simultaneously during switch

operation, a critical “failure” event would only occur due to the relatively dominant mechanism.

For the gate-oxide degradation mode, failure is defined as a permanent Rds−on shift exceeding

a threshold corresponding to a predetermined Vth shift. For package degradation mode, failure

occurs either due to a bond-wire liftoff event which causes a jump in the switch Rds−on or due

to a gradual permanent Rds−on shift caused by die-attach solder delamination. In this study,

however, the Bayesian model only estimates an overall probability of failure for a particular

switch considering all failure modes but does not classify among them. Although possible,

such classification would need a complex classifier model, and online implementation of it

may be infeasible due to processing constraints. Subject to the above failure mechanisms,
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given Fi for switch Si, and switch combination (Si, Sj), three different failure scenarios are

considered- 1) only switch Si has failed due to wire-bond liftoff and Sj is healthy, 2) both

switches Si, Sj have failed due to wire-bond liftoff, and 3) switch Si and/or Sj have failed

due to permanent Rds−on shift exceeding the predetermined threshold. By definition, the

three failure scenarios represent the complete sample space and are disjoint events. Therefore,

P (Fi) = P (F 1
i ) + P (F 2

i ) + P (F 3
i ), where P (F n

i ), (n = 1, 2, 3) represents the probability of

the nth failure scenario. Therefore, the likelihood function from (5.23) may be rewritten as

p(Ei|Fi) =
6∏

j=1
i ̸=j

3∑

n=1

p(∆Rij|F n
i )P (F n

i |Fi)×
6∏

k=1

3∑

n=1

p(∆Rkk|F n
i )P (F n

i |Fi) (5.24)

In (5.24), to calculate p(∆Rij|F n
i ), (1 ≤ i, j ≤ 6;n = 1, 2, 3), the conditional probability

density functions p(∆Rij|F n
i ), (1 ≤ i, j ≤ 6;n = 1, 2, 3) are assumed to be normal distributions

with a certain mean and variance (N (µ, σ2)). With this reasonable assumption, by only

storing the mean (µ) and standard deviation (σ) for each function, the likelihood values

corresponding to the entire feature set can be efficiently calculated online. Fig. 5.9 shows the

choice for mean and variance values for the different failure scenarios and feature variables.

Since all switches are identical, the same mean and variance are used for the same function

type irrespective of the actual switch parameters. As seen, the variations in the switches are

accounted into the variance parameter for the different functions.

5.4 Experimental Verification and Discussion

The results from experimental verification of the proposed online Rds−on and SoH estimation

solutions are presented in this section. The picture of the gate driver board developed for this

study is shown in Fig. 5.10(a). Each gate driver board drives one inverter phase leg. The fully

assembled inverter setup is shown in Fig. 5.10(b). 1200 V/20 A discrete SiC MOSFETs in

the TO-247 package are used as the switching device. For this study, the system is tested at
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Figure 5.9: Continuous conditional probability distributions for the feature variables for
different failure scenarios.

a scaled-down power level with 230 V DC bus voltage and a PMSM motor as the load. First,

the online Rds−on measurement solution is verified and thereafter, the proposed Bayesian

SoH estimation solution is validated.
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((a))

((b))

Figure 5.10: Picture of a) gate driver board for single leg with on-board Vds measurement
circuit b) fully assembled 3ϕ inverter setup.

5.4.1 Verification of Online Rds−on Measurement

For the first test, Rds−on is measured for only one switch. 300 data points each are logged for

Id, Vds and Rds−on as shown in Fig. 5.11. It should be noted that the effective sampling time

between data samples is equal to the PWM period. For the test inverter, the PWM period is

50 µs corresponding to a 20 kHz switching frequency. Both the unfiltered and filtered Rds−on

values are logged and compared against a baseline reference Rds−on obtained offline using an

Agilent B1506A device characterizer. As mentioned previously, Rds−on value at Id peak is

118



Table 5.2: Statistical Analysis of Online Rds−on Measurement Data

Parameter Unfiltered Data After KF
RMS Error 0.0044 0.0021

Standard Deviation 0.00506 0.00104
Rds−on at Id peak - 0.1754

Rds−on error at Id peak - 0.0021(1.21%)

ideal for OCM purposes due to better accuracy. Therefore, Rds−on for a given measurement

interval is obtained by taking the mean of 10 data points around the peak. The statistical

comparison of the filtered data against unfiltered values and the baseline reference is shown

in Table 5.2. The RMS error for the entire sample set is >50% lower for the filtered data

compared to unfiltered Rds−on. Filtering also significantly reduces the standard deviation as

it smooths out the measurement noise. The error in peak Rds−on value w.r.t the baseline is

∼1.2%. In addition to characterizing the measurement solution’s accuracy, the objective of

this test is also to determine the optimal data sample size for OCM. To determine this, the

Kalman filter’s Rds−on estimate uncertainty is plotted against the data index. It is seen that

the filter converges in < 20 data points. Therefore, in order to obtain accurate Rds−on values

around the Id peak, a sample size of 50 data points centered at the Id peak is used in this

study.

The online Rds−on measurement results for all six switches are shown in Fig. 5.12. As

determined above, 50 data points are logged for each switch. The shown results validate

the phase reference generation and the out-of-order equivalent time sampling technique as

the current passing through each switch during the measurement interval is approximately

equal. The variation in the filtered Rds−on values represents the static mismatch between the

switches. The high accuracy and symmetricity of online Rds−on measurement enable effective

SoH estimation as presented further.

119



0.0 0.5 1.0 1.5 2.0 2.5 3.0
×102

−3

−2

−1

0

I d
(A

)

Switch current, Drain-Source Voltage

Id

0 50 100 150 200 250 300
0.00

0.05

0.10

0.15

0.20
R
d
s−
on

(Ω
)

Unfiltered On-state Resistances

Unfiltered Rds−on
Reference Rds−on

0 50 100 150 200 250 300
0.00

0.05

0.10

0.15

0.20

R
d
s−
on

(Ω
)

Filtered On-state Resistance

Filtered Rds−on
Actual Rds−on

0 50 100 150 200 250 300
Data Index

2.5

5.0

7.5

U
n

ce
rt

ai
n

it
y

×10−4 Rds−on Estimate Uncertainity

−1.00

−0.75

−0.50

−0.25

0.00

V
d
s
(V

)

Vds

Figure 5.11: Experimental results for on-board Rds−on measurement for single switch.

5.4.2 Verification of Bayesian SoH Estimation Solution

The proposed Bayesian solution is useful in isolating load and temperature related Rds−on

changes from aging-related change to estimate the switches’ SoH. In order to validate this,

first a variable load test is set up. The results from online Rds−on measurement for all six

switches for 20 different load steps are shown in Fig. 5.13. 50 data points are measured for

each load condition. Although Fig. 5.13 shows the full dataset, as previously mentioned, the

Rds−on at the middle of the sampling window, corresponding to the current peak, is fed into

the Bayesian SoH algorithm.
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Figure 5.12: Experimental results for on-board Rds−on measurement for six switches.

Before verifying the SoH solution itself, the choice of the input features is validated.

In the proposed algorithm, the load’s effect on a given switch’s Rds−on is compensated for

by considering the relative Rds−on deviation w.r.t to all the other switches. Given that the

inverter’s operation is symmetrical, the relative Rds−on deviation between switch pairs should

be smaller than a switch’s own Rds−on deviation from its zero-time (t0) baseline. This is

verified in Fig. 5.14 where, for each switch, the RMS normalized deviation between switch

pairs is compared against self deviation from baseline. It is clearly seen that for every switch

the RMS normalized deviation from other switches is significantly smaller than self-deviation
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Figure 5.13: Experimental results for on-board Rds−on measurement for six switches under
20 step load variation with maximum load current = 2.8 A.

in the majority of the load cases. It should be noted that t0 values are typically measured at

the very start of the system’s life. Moreover, by design, the measurement conditions at t0

characterization will not meaningfully affect the efficacy of the solution.

To test the proposed solution under realistic failure scenarios, a simple failure induction

technique is used. As shown in Fig. 5.15(a) and 5.15(b), the SiC MOSFET used in this study

is locally decapsulated to expose the die and source bond wires. Two such devices are used

as switches S3 and S4. First, the 20 step loading test as described above is performed to
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Table 5.3: Bayesian Inference Model Parameters

Failure Scenario pdf Mean (µ) SD (σ)
2*F 1

i p(∆Rij|Fi), i ̸= j 0.0035 0.009
p(∆Rii|Fi) 0.00035 0.012

2*F 2
i p(∆Rij|Fi), i ̸= j 0 0.009

p(∆Rii|Fi) 0.0035 0.012
2*F 3

i p(∆Rij|Fi), i ̸= j 0 0.012
p(∆Rii|Fi) 0.02 0.018

2*¬Fi p(∆Rij|¬Fi), i ̸= j 0.0 0.0075
p(∆Rii|¬Fi) 0.0 0.016

obtain the healthy case’s data. Thereafter, one of the source bond-wires of switches S3 and

S4 is cut to emulate a bond-wire liftoff scenario as shown in Fig. 5.15(b). The loading test

is repeated with the failed switches under the same testing conditions. Given all the other

test variables are kept constant, the difference in Rds−on of switches S3 and S4 reflects the

increase due to bond-wire liftoff. The comparison between Rds−on under healthy and failed

conditions is shown in Fig. 5.16. A consistent 3-5 mΩ Rds−on shift is seen in both switches.

These observed values are consistent with readings obtained from the device characterizer

before and after cutting the bond-wire. For testing the online model, since bond-wire liftoff

cannot be emulated during testing, the data obtained from failed device testing is overlaid on

the healthy data at the intended instance of failure. Given the same testing conditions, this

technique emulates failure with reasonably good accuracy.

Based on results obtained in Fig. 5.14 and 5.16, the mean and standard deviation values

for the Bayesian inference model are chosen as given in Table 5.3. Figure 5.9 provides a

general reference for choosing the specific values. The mean shift due to bond-wire liftoff is

considered as 0.035 mΩ. For the standard deviations, the empirically observed deviations are

relaxed to account for system-level variations. Since the bond-wire resistance (RBond) is a

very small percentage of the overall switch resistance, the threshold for permanent Rds−on
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Figure 5.14: Comparison of Rds−on deviation in switches from own baseline vs RMS deviation
from other switches due to load.

deviation for Vth related shift is given a relatively large value. At ∼10-20% of Rt0
ds−on, it

represents a typical Rds−on change due to oxide degradation related permanent Vth shift [80].

With the given parameters, the Bayesian SoH solution is tested for four cases- 1) when

all switches are healthy, 2) switch S3 has a failure, 3) switch S4 has a failure, and 4) both

switches S3 and S4 have bond-wire failures. For cases with failure, the failure is induced

from the 7th load cycle. The experimental results from the online Bayesian SoH solution

are shown in Fig. 5.17. P (Fi) indicates the probability of failure of switch Si. Under a
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Figure 5.15: Picture of locally decapsulated discrete SiC MOSFET a) under healthy condition
b) with one source bond-wire broken.
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Figure 5.16: Rds−on shift in switches S3, S4 under load due to single bond-wire liftoff.

healthy scenario, P (Fi) for all switches is 0. When S3 or S4 fails, the corresponding failure

probability rises to 1 while the other switches’ P (F ) remains 0. Lastly, when both S3 and S4

fail, the corresponding failure probabilities of both switches rise to 1 and all other switches

remain 0. These results highlight that the proposed solution detects device failure reliably

while being robust to false positive scenarios. Moreover, the proposed solution is able reliably

distinguish failure events from load related changes even when Rds−on change due to failure

is of the order of 2-4% of nominal values. It is observed that however, the failure probability

of S4 rises more slowly than S3. This is most likely due to the smaller Rds−on shift in S4.

Moreover, 7− 8 measurement cycles correspond to only several hundred seconds at most in
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Figure 5.17: Experimental results from proposed Bayesian SoH estimation solution under
different failure scenarios.

real-time with the relatively constant load during any given measurement cycle being the only

constraint. Therefore, this delay is not significant from a condition monitoring standpoint.

The proposed Bayesian SoH estimation algorithm is also verified for relatively high

power operation scenario. Figure 5.18 shows on on-board Rds−on measurement results for

20-step load variation where the maximum switch current is 12.9 A. Here, the results are

shown for cases where S3, S4 have single bond-wire liftoff. While S4 shows a prominent Rds−on
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w.r.t to the remaining devices. On the other hand, S3’s Rds−on after fault is similar to the

other devices. This may be due to initial differences and slight operational asymmetry. The

results of the Bayesian SoH estimation solution for the high current operational scenario

are shown in Fig. 5.19. The algorithm’s parameters are similar to values shown listed in

Table 5.3. Even for this case, the algorithm shows high sensitivity, specificity, and robustness

against false positive detection. This is highlighted by the fact that although S3’s post-fault

Rds−on is similar to other healthy devices, the proposed SoH estimation algorithm is able to

identify a fault in S3 as shown in Fig. 5.17 and 5.19. Furthermore, importantly, the proposed

solution is general and accounts for system and device variations in the model itself without

requiring special calibration. Therefore, depending on the actual values of a given device and

system operating conditions, there may be some difference in the response rate of the SoH

estimator.

5.5 Conclusion

This chapter presents a practical end-to-end solution for switch conditioning monitoring for

traction inverters. A simple gate drive integrated on-state voltage measurement circuit is

proposed. For simplicity, the proposed solution uses a gate driver with integrated ADC.

However, it is also feasible to implement the same circuit with discrete components. An

out-of-order equivalent time sampling-based data acquisition technique is proposed to address

the practical challenge of acquiring data from the measurement circuit without affecting the

motor control function. Lastly, a Kalman filter stage is used to filter the noisy measurement

data. The overall solution ensures that the online measurement error at the current peak is

<1.5%.

This work also proposes a Bayesian inference based SoH estimation solution. The input

features to the proposed algorithm are chosen to exploit the inherently symmetrical nature
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Figure 5.18: Experimental results for on-board Rds−on measurement for six switches at
maximum load current = 12.9 A. Switches S3, S4 have single bond-wire liftoff.

of the 3-Ph inverter’s operation. This enables the elimination of operating point related

changes in Rds−on and obtains the probability of failure for each of the inverter’s switches. In

this study, the state vector PWM (SVPWM) technique was used. However, the proposed

algorithm is not limited to SVPWM and may be used with other modulation techniques

such as sinusoidal PWM (SPWM) and discontinuous PWM (DPWM). Fundamentally, for

the proposed algorithm to be effective, it is only necessary that the inverter’s operation is

symmetrical.
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Figure 5.19: Experimental results from proposed Bayesian SoH estimation solution under
different failure scenarios at maximum load current = 12.9 A.
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CHAPTER 6

CONCLUSIONS, CONTRIBUTIONS, AND FUTURE WORK

6.1 Conclusions and Contributions

This dissertation addresses challenges in testing and on-board condition monitoring of SiC

MOSFETs. Practicality and actual implementation of the proposed solutions have been key

focuses of the presented work. In this context, the major contributions of this dissertation

are listed below-

1. This dissertation presents a fully modular, highly-scalable DC power cycling (DC PC)

test bench architecture. The presented architecture address the fundamental trade-off

between the number of devices that can be cycled simultaneously and the ability to

control their individual test conditions. This is one of the primary bottlenecks in

generating large aging datasets under different aging conditions necessary to study

long-term SiC device reliability. The proposed setup enables control of critical aging

parameters such as junction temperature swing and tests current. An actual test

bench that can simultaneously age 48 discrete SiC MOSFETs are fabricated and

commissioned. Most notably, a number of tests run on the developed test bench enabled

the identification of gate-open failure as a potentially significant failure mode in discrete

SiC MOSFETs.

2. The challenge of accurate on-board junction temperature estimation and control during

DC power cycling is further studied in this dissertation. An improved model-based

aging independent closed-loop junction temperature profile control method is presented

in Chapter 3. Specifically, the temperature ramp rate and dwell time at the maximum

junction temperature are controlled as per JEDEC JESD22-A122. The proposed solution

enables accurate Rds−on based junction temperature estimation and control along with
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body-diode forward voltage drop (Vf ) based aging correction. This study explores the

idea of combining multiple electrical parameters to obtain aging-independent junction

temperature estimation. Importantly, the solution is implemented and validated on a

low-cost microcontroller which proves the practicality and feasibility of the proposed

solution.

3. This dissertation, in Chapter 4, presents a systematic and comprehensive investigation

of intermittent gate-open failures which is a scarcely studied failure mode in the existing

literature. The work also aims to draw attention to the possibility of gate-open failure

mode being a specific concern in SiC MOSFETs. It is shown that the fundamental

differences between Si and SiC materials and specific device implementations may make

SiC MOSFETs relatively more susceptible to gate-open failures. This work also presents

a robust on-board technique for reliable cycle-by-cycle detection of gate-open faults.

The proposed technique is superior to the traditional desaturation (DESAT) protection

scheme in preventing a shoot-through in case of a gate-open failure. Importantly, the

concept presented in this work maybe readily integrated into next-generation SiC gate

drivers.

4. The end-to-end practical online condition monitoring solution presented in Chapter 5,

to the best of the author’s knowledge, is one of the first practical, comprehensive switch

condition monitoring implemented fully on-board. The solution is developed considering

the entire signal chain from the sensing circuit to the Bayesian state-of-health estimation

algorithm. Critical challenges in every step are addressed. Due to the probabilistic

nature of the proposed state-of-health, it does not require precise characterization and

can be largely implemented with datasheet information. And, by exploiting the sym-

metry of the inverter’s operation and considering relative deviations between switches,

the solution does not require active tracking of the system’s operating conditions. This
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makes the proposed solution highly scalable and enables easy deployment in systems

that are mass-produced.

6.2 Future Work

The research presented in this dissertation maybe improved, extended, and leveraged for

potential future works. A few such topics are listed below.

1. The improved DC power cycling architecture and junction temperature control solution

can be extended to the DUT’s cooling phase. This would require an adjustable rate

cooling mechanism such as speed controlled fan. Modeling and control ideas from the

presented work may be extended for cooling.

2. The study on gate-open failure mode can benefit from detailed knowledge of the material

properties. Particularly, feeding accurate epoxy mold compound properties into the

FEA simulations can provide higher fidelity results and enable further study of the

gate-open failure mode in SiC MOSFETs.

3. Fundamental ideas from Chapter 3 and Chapter 5 maybe be leveraged to explore

the possibility of using multiple precursors for accurate online junction temperature

estimation of SiC MOSFETs.
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