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Tomography of diffraction-based focusing operators

Luiz Alberto Santos', Webe Joao Mansur?, and George A. McMechan®

ABSTRACT

Diffractions carry the same kinematic information pro-
vided by common focus point operators (CFPOs). Thus
CFPO and diffraction time trajectories may be used sepa-
rately, or combined into a single unified tomography for ve-
locity analysis. Velocity estimation by tomography of
CFPOs reduces the depth-velocity ambiguity compared to
two-way time tomography. CFPO estimation is complicated
where there are event discontinuities and diffractions. This
problem is overcome by using the kinematic information in
diffractions in near-offset common-offset gathers. The pro-
cedure is illustrated using synthetic data, and a single-chan-
nel field seismic profile from the Blake Ridge (off the east
coast of the United States). The results show the effective-
ness of the proposed method for estimation of velocity from
single channel seismic data, and for refinement of the velo-
city field from multichannel data. Both applications are cost-
competitive.

INTRODUCTION

An interval velocity field for depth imaging may be obtained by
migration velocity analysis (MVA) or by ray-tracing-based (RT-
based) tomography. In MVA, the image of a point, sampled several
times by different shots, will be flattened at the same depth in all
panels (common-shot, common-receiver, common-offset gathers)
after depth migration with the correct velocity. Al-Yahya (1989)
iterates to flatten events in common-receiver gathers; McKay and
Abma (1992) compare focusing and migrated depths in com-
mon-shot gathers. Harlan et al. (1984) isolate diffraction events
from coherent reflections and quantify focusing using statistical
tools. Sava et al. (2005) focus diffractions to estimate interval ve-
locities. Fomel et al. (2007) separate diffractions from reflections in

poststack data and focus diffractions by velocity continuation
(Fomel, 2003). Reshef and Landa (2009) use postmigrated dip an-
gles in common-image gathers to distinguish diffractions from re-
flections and to estimate velocity. Dell and Gajewski (2011) use
common-reflection-surface attributes to separate diffractions and
to perform poststack time migration velocity analysis. Burnett
et al. (2011) combine velocity continuation methods with path-
integrals for diffraction imaging.

Billette et al. (1998) and Woodward et al. (2008) summarize the
evolution of the RT-based tomographic methods. Most of them in-
vert to two-way reflection time data. The common focus point
(CFP) technique is the only one that uses one-way time data to re-
duce the velocity-depth ambiguity (Cox, 2004). Use of CFPs splits
the conventional reflection tomography of Bishop et al. (1985) at
the reflection point to work in a one-way transmission tomography
context, and thus has advantages over MVA-based and two-way RT-
based techniques.

All implementations of CFP-based tomography (Hegge et al.,
1996, 1997, 1998, 1999; Kabir, 1997; Hegge, 2000; Kabir and
Verschurr, 2000; Cox, 2004; Liu et al., 2006) require CFP operators
(CFPOs). Conventional methods to estimate CFPOs use multioffset
data (Berkhout, 1997a, 1997b; Thorbecke, 1997; Bolte, 2003;
Rijzen et al., 2004) and they work better if the reflections are lat-
erally continuous. In highly deformed regions, reflector continuity
is broken by faults that generate edge diffractions. Tight folds with
small radii of curvature behave like edges and generate responses
similar to diffractions, which are undesired noise for conventional
CFPO estimation, but, as shown below, they are very useful for CFP
velocity estimation. Real diffractions from points carry the same
kinematic responses as CFPOs.

It is necessary to define events that behave as real diffractions, to
combine with conventional CFPOs, or to use alone, in tomographic
inversion. Through modeling and practical observations, we distin-
guish between real and apparent diffractions (Appendix A).

Applications are illustrated, with a synthetic data set for a
thrust-detachment model, and with field data. The synthetic model
contains highly deformed and non-deformed regions. Two synthetic
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data experiments show the advantages of incorporating diffraction
CFPOs (DCFPOs) into the data to estimate the interval velocity of a
deformed layer and to better resolve geometrically complicated
structures. In the single channel seismic (SCS) field data profile,
DCFPOs carry the only available velocity data; interval velocities
of the deep marine sediments at the Blake Ridge are estimated from
DCFPOs alone.

ESTIMATING CFPOS FROM DIFFRACTIONS

Seismic data volumes from structurally complex areas are rich in
diffractions caused by high curvatures along, and discontinuities in,
interfaces. In such environments, traditional CFPO estimation
(Berkhout, 1997a, 1997b; Thorbecke, 1997; Bolte, 2003), is diffi-
cult to apply. Tracking for events in the differential time shift (DTS)
panel does not work if event continuity is broken by diffractions.
However, diffractions also can substitute for CFPOs; diffractions
can be treated as additional data, rather than as noise.

Consider a source-receiver pair with offset Axgg in an inhomo-
geneous medium (Figure 1). The two-way time along the path from
the source (S) to the diffractor (A) to the receiver (R) is obtained by
adding the line integrals along the curves SA (Ig4) and AR (I4z),
both with infinitesimal segment lengths d;

dl dl
T = / + / . (1)
1 V(0 y.2) S, v(x,9,2)

As the S-R offset Axgp tends to zero, the open angle 8 (Figure 1)
also tends to zero, and the two integrals in equation 1 become equal;
this is the reciprocity principle applied to zero-offset data. For a
diffractor, the two-way transit time in a zero-offset section is

T—2 / _dr )
Iy V(X 9, 2)

and the kinematic part of the Green’s function for the diffractor will
be half the two-way time T

(©))

Figure 1. A source (S) and receiver (R) pair sampling a diffractor
(A) at depth h inside an inhomogeneous medium.

By extracting diffraction times from common-offset gathers
(COGs), CFPOs can be approximated from equation 3, if the mini-
mum offset is much shorter than the diffractor depth.

THE EFFECT OF OFFSET IN THE VELOCITY
ESTIMATION

The two-way transit time 7(x) for a zero-offset survey for a
source-receiver pair located at (x,0) is

IRRY)
(x) = [ + 2 =% sz‘)), 4)

where 7y(= 2h/v) is the transit time for a receiver (and source) lo-
cated at x,, above the diffractor, /4 is the depth of the diffractor, and
v is the rms velocity at (x, &).

If a single channel profile for offset Axg is incorrectly consid-
ered as being a zero-offset survey, what is the error in the estimated
velocity? The minimum transit time for this nonzero-offset survey is

given by
4h? + Ax3
=k, 5)

and it occurs at position

(6)

The apparent horizontal velocity along the earth’s surface, v,),
from a nonzero-offset COG is not constant, but varies with x,; and
the nonzero-offset transit time curve is not a hyperbola, even for a
homogeneous medium. However, this curve can be approximated
by a hyperbolic function and an estimated rms velocity v., can
be derived by regression to fit equation 4 by substituting v for v.

Consider a hypothetical survey where xy =2500m, h =
1000 m, velocity v = 1500 m/s, and there are 501 receivers spread
at every 10 m along a horizontal line on the surface, from 0 to
5000 m. For each horizontal position, v, is estimated by regression
of equation 4, but using x,, instead of x(, and 7 instead of #,. The
transit time residual r for each offset is calculated by

"1
r:;;m—ﬂ, (7)

where n is the number of receivers. The diffractor position x,, in the
x-direction is estimated by equation 6 and the diffractor depth is
estimated by the minimum two-way transit time 7 at each x multi-
plied by the respective halved v..

Table 1 shows the residuals, the error in estimated velocity, and
the error in diffractor position for offsets from zero to 100 m at in-
tervals of 10 m, assuming the data are all zero-offset traces. The
residuals increase with the offset Axgz, but all are less than
1 ms (less than one sample increment of most seismic surveys).
The estimated velocity also increases with offset, but even at the
largest (100 m) offset, the error is only 0.027%. The error in depth
observed at the largest offset (100 m) is 0.15%. Finally, the error in
the position of x,, increases with the offset and is up to 50 m, for the
offset of 100 m. Thus, the errors in velocity and depth are negligible
for this example. The error in the diffractor position x,, may be cor-
rected by equation 6.
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TOMOGRAPHY OVER CFPOS

By using seismic data from a deep source (such as an earth-
quake), it is possible to estimate the velocity field and the source
location (Hegge, 1997). The same principle is used to calculate the
CFP positions in depth and the velocity field from CFPOs. Hegge
et al. (1996) perform tomography for a five-layer model by placing
CFPs equally spaced along the interfaces; for constant velocity
layers, iterations converge toward a model very similar to the cor-
rect one. Kabir (1997), Hegge et al. (1998), and Kabir and Verschurr
(2000) employ layer stripping and incorporate lateral velocity var-
iations in the layers to represent lateral facies changes. Cox (2004)
parameterizes the velocity field through Delaunay triangles and in-
verts converted P-S data.

All of the above studies have uncertainties in discretization of the
model. Each estimates the velocity field and the CFP locations, and
all use previously estimated CFPOs (Berkhout, 1997a, 1997b;
Thorbecke, 1997; Bolte, 2003). CFPO estimation in highly de-
formed regions is difficult, and gaps in the data space are expected.
As a consequence, there will be regions in the model space that are
not sampled (or not illuminated) and so will increase ambiguity in
the model. Most importantly, conventional CFPOs estimation is not
possible for single channel seismic survey data.

Including diffraction CFPOs in the data

The use of diffraction information improves the velocity field and
imaging in depth because it adds independent information into the
data space. Including diffractions increases the resolution of the
seismic velocity (Hegge, 2000; Khaidukov et al., 2004; Moser
et al., 2008; Dell and Gajewski, 2011).

After estimation of conventional CFPOs in multichannel seismic
data and identifying the main reflections (Berkhout, 1997a, 1997b;
Thorbecke, 1997; Bolte, 2003), a search for useful diffractions can
begin. To enhance diffractions in a minimum offset COG, specular
reflections may be filtered out (Harlan et al., 1984; Fomel et al.,
2007; Reshef and Landa, 2009; Dell and Gajewski, 2011). Below,
primary reflections are removed using the method that Cao and
McMechan (2010) developed for subtraction of multiples.

Comparing the COGs with and without reflections, possible dif-
fraction events are identified. Shape consistency is checked by cor-
relation (equation A-1), and the times of the diffractions that are
consistent are divided by two. Then the diffraction CFPOs are cross-
correlated with the adjacent conventional CFPOs. Events with
abrupt lateral operator changes should be avoided. The use of badly
correlated diffraction CFPOs must be validated with local geologic
information, or not used.

Diffraction CFPOs are especially useful to estimate the interval
velocity field in single channel seismic (SCS) data. In SCS data,
there is no way to estimate conventional CFPOs, so the diffraction
trajectories with the least radii of curvature are selected (Appen-
dix A). For 2D applications all diffractions used must be in-plane
events. After extracting the diffraction CFPOs, the one-way tomo-
graphic process starts.

Inversion procedure

Tomographic inversion minimizes a functional ® (Tarantola,
1987; Aster et al., 2005) represented by the L2 norm of the resi-
duals. The residuals are the difference between the observed

one-way traveltimes of the Green’s function g (the conventional
and/or diffraction CFPOs transit times) and the calculated ones
gcalc )

® = |gobs _ gcalc‘Z' (8)

The inversion process for a model with M parameters is summar-
ized as follows:

1) Read and store the N observed time data g°;

2) With the model ¢, calculate the one-way transit time from the
CFPs to the surface (g°°) by ray tracing;

3) Build the sensitivity matrix A = ‘;—% by calculating the deriva-
tives of g with respect to velocity and CFP positions
(Cox, 2004);

4) Calculate the updates to the model Ac by

Ag—AAc =0, ©))

where Ag is the perturbation vector of the time data, and Ac is
understood to contain Av, Ah and Ax;
5) Iterate steps 2 to 4 until the average time residual per record

Fay = 75 (10)

is below a predefined tolerance.

We apply the singular value decomposition (SVD) of the sensi-
tivity matrix at each iteration, through which it is possible to cal-
culate the Moore-Penrose pseudoinverse A" (Aster et al., 2005).
Then, the update to the model is calculated by

1
Ac = E(AB)TAg, (11)

where Q is a factor to control the step size at each iteration and
B is an M X M diagonal matrix to constrain the sensitivity matrix
(Santos et al., 2010). The diagonal elements of B range from zero to

Table 1. Effect of offset in a constant velocity medium, for
estimation of velocity and diffractor coordinates. The correct
velocity and diffractor coordinates are 1500 m/s and

(x,,,h) = (2500,1000) m.

Offset (m) Time Error in Error in Error in
residual (s) velocity (m/s) depth 2 (m) x,, (m)

0 0.00 0.0 0.000 0.000
10 1.58x 1073 0.0 0.025 5.000
20 1.92x 1073 0.0 0.050 10.000
30 247 %1073 0.1 0.158 15.000
40 3.79 x 1073 0.1 0.233 20.000
50 5.43%x107° 0.1 0.392 25.000
60 7.55% 1073 0.2 0.550 30.000
70 9.38x 1073 0.2 0.758 35.000
80 1.28 x 107# 0.3 0.966 40.000
90 1.62 x 10~ 0.3 1.258 45.000
100 1.85x 107# 0.4 1.516 50.000




R220 Santos et al.

one, representing the end-members of constrained and uncon-
strained parameters, respectively. During the iterative solution, €
is adapted at each step. If the residual at step i + 1 is larger than
at the previous step i, a damping factor f is applied to Q~'. If
the residual decreases at step i + 1, Q! is increased by factor f
to accelerate convergence. A suitable value for f is 5%. For non-
trivial null data and nontrivial null model spaces, the pseudoinverse
provides a solution that corresponds to least squares and minimum
length (Aster et al., 2005).

APPLICATION 1: SYNTHETIC DATA SET

The model used for the first two examples represents a region
with compressive tectonics. Thin tectonic features leading to thrusts
and basal detachment are observed along a 12-km long section.
Picking of diffractions is performed in different COGs from 0 to
100 m offset at 10-m intervals. The zero-offset seismic section
(Figure 2) shows gently deformed left and right edges and higher
deformation in the center.

In both experiments, layer stripping is used because the CFPOs
are located along layer boundaries. The velocity field and the layer
bottom position is solved for each layer from the top to the bottom
of the model. No constraints are applied, so the diagonal terms of
matrix B are all 1. The suitable step size for each iteration is reached
with Q equal 2 in equation 11.

Because of the high-velocity gradients, and the ray-tracing based
inversion kernel, a 31 x 31 sample smoothing is applied to the mod-
el in both experiments. A secondary benefit of the smoothing is that

Horizontal position (m) x104
0 0.2 0.4 0.6 0.8 1.0

Time (s)

Figure 2. Overlay of the zero-offset section with conventional
CFPOs (the white dashed lines) and diffraction CFPOs (the white
continuous line). The seismogram is plotted in one-way time to fit
with the CFPOs. The modeling edge artifacts (the four hyperbolic
curves whose apexes are at 0.65 s, 1.05 s, 1.45 s, and 1.80 s) on the
left and right edges are not considered in the analysis.

Snell’s law does not have to be explicitly applied at the interfaces
(Hegge, 2000).

For experiment 1, the data space contains the CFPO transit times
(the dashed white lines in Figure 2); in experiment 2, DCFPO transit
times (the continuous white lines in Figure 2) are added. The model
space of both experiments consists of constant velocity layers and
the CFP (x, z) coordinates. The a priori model contains CFPs posi-
tioned horizontally along the layer bottoms at constant depths of
1000 m, 1600 m, 2450 m, and 3300 m. The a priori velocities
for the first (the top) to the fourth (the bottom) layers are 1500,
1500, 1800, and 2400 m/s.

The largest acceptable traveltime average residual per observa-
tion (the convergence condition) for each layer is set to 0.6 ms;
the residuals are calculated from the corresponding observed and
calculated CFPOs (equation 10). For the first layer, only one itera-
tion is required as the estimated a priori model is the same as the
correct one. In experiment 1, no more than four iterations are ne-
cessary to achieve convergence to 0.6 ms for velocity and CFP po-
sition for each layer (Figure 3a). Figure 4a shows an overlay of the
target velocity model and the inverted interfaces. The estimated
velocities and structures are plotted together in Figure 4b. The aver-
age velocity error per point, calculated by

e :_|Vobs _Vcalc|’ (12)

1
M
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204
1.0 S
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Figure 3. (a) Residuals at each iteration of experiment 1 for the
synthetic data set. (b) Residuals at each iteration of experiment 2
for the synthetic data set. In (a) and (b), the residual curves for layers
2, 3, and 4 are plotted together, so the iteration numbers are listed
cumulatively.
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is 0.038 m/s. The number of velocity points in the model is M, v°P

is the target model, and v is the estimated velocity model.

In experiment 2, the inversion process, the parameterization, and
the residual tolerance are the same as for experiment 1, but the in-
formation carried by diffractions (the white solid lines in Figure 2)
also are used, to give a more complete data space. An important step
is to merge the conventional CFPs and diffractions and then to sort
them in order from left to right. For this, the starting diffractor posi-
tions on the x-axis are estimated from the corresponding operator
apex x-coordinates. These added data allow a better estimation and
interpolation of the faulted horizon.

The convergence behavior of experiment 2 is in Figure 3b. The
use of DCFPOs increases the structural resolution (Figure 4c) and
delivers a final model closer to the actual one (Figure 4d). The re-
lative error calculated for experiment 2 by equation 12 is 0.035 m/s
per point.

For both synthetic data experiments, no more than four iterations
were required for convergence of each layer. The error of the
velocity field for experiment 1 is higher than
for experiment 2 because of a gap of information

The processing flow for the data includes predictive filtering (to
yield a wavelet by trace autocorrelation for each trace), band-pass
(8-110 Hz) filtering, and a geometrical spreading correction. For
enhancement of nonspecular events, the shallow coherent reflec-
tions were subtracted from the processed section using the techni-
que of Cao and McMechan (2010) applied to the primary specular
reflections. Comparing the processed section with and without re-
flections, all probable point diffractions were identified; some
events were omitted because of their locally large radii of curvature.
The horizontal aperture of the DCFPOs at the surface ranges from
1800 to 2300 m, with angle apertures large enough that most DCFP
operators overlap with their neighbors and thus reduce velocity-
depth ambiguities (Figure 6).

The velocity model is discretized by 2D cubic splines and global
inversion is applied instead of the layer stripping approach, because
the diffractors do not define layer boundaries as in the synthetic
examples above. The spline mesh is rectangular with variable
vertical node spacing finer than the horizontal. The vertical node

occurs in 1 exactly where there are abrupt a) Horizontal position (m) <1 b) Horizontal position (m) d
changes in the model (Figures 2 and 4a). 0 02 04 06 08 10 0 02 04 06 08 10
In experiment 1, the structures estimated by
inversion at the bottom of layer 2 are too smooth 500
(Figure 4a). Experiment 2 locates the CFPs close
to their correct positions (Figure 4c), and thus de- 1000
livers a better structural image. This is the result — 1500
of the conventional and diffraction CFPOs being :__E'
combined together as independent constraints g 2000
when they belong to the same reflector. In both 2500 I .
experiments, an underestimation of layer veloci-
ties is observed in deeper layers; layer-stripping 3000 _
accumulates errors from the shallower layers to
the deeper ones. 3500
Because of picking inaccuracies and the low- 4000
dominant frequency of the recorded wavelet
(25 Hz), all COGs with offsets between 0 and c) d)

60 m delivered very similar diffraction curves. 04
Equation 6 is employed to minimize the errors

in horizontal coordinates of the diffractor for off- %0
sets larger than 60 m. 1000
7 1500

APPLICATION 2: SINGLE-CHANNEL =
SEISMIC DATA SET g 2
The field data example of DCFPO-based to- 2500
mography uses a 60 km segment of the single- 3000

channel seismic line 09 surveyed over the Blake

Ridge by the USGS (Taylor et al., 1999) in a 3500

southwest—northeast orientation (Figure 5). This
line was chosen for the current study because
it is richer in point diffractions than the other
available lines in that area.

The survey was acquired with a constant offset
of 10 m, and a time-sampling increment of 2 ms
(Taylor et al., 1999). The line was binned to 4136
equally spaced traces. With the offset of only
10 m, on the basis of the results in Table 1,
we treat the data as zero offset.

4000

1500 2000 2500

Velocity (m/s)

Figure 4. (a) Overlay of the real model and the calculated CFPs of experiment 1. (b) Ve-
locity model estimated by the inversion of conventional CFPOs. (c) Overlay of the real
model and the calculated CFPs of experiment 2, showing better structural resolution than
in experiment 1. (d) Velocity model calculated through the inversion of conventional and
diffractions CFPOs together. All figures have the same grayscale.
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spacing used is: 538.0 m from 0.0 to 2690.0 m depth, 53.8 m from
2690 m to 3129.4 m depth, and 107.6 m from 3120.4 m to 3600 m
depth. The horizontal distance between nodes decreases from
10760.0 m at the left side to 5380.0 m at the right. The mesh is

“ Charleston

* Orlando.

Bathymetry (m)

—6000 to-5000
-5000 to-4000
—-4000 t0-3000
-3000 to-2000
—2000 to-1000 *
-1000to O

0 to 1000

/ Seismic line 09

Well location

Figure 5. Well locations and seismic line 09 on the Blake Ridge.

Horizontal position (km)
0 10 20 30 40 50

Half traveltime (s)

Figure 6. USGS seismic line 09 with halved time and diffraction
CFP operators (white lines).

adjusted for the model dimensions, is suitable for the observed
bathymetric characteristics, and adjusts to the data availability; thus,
inversion artifacts are reduced compared to what they would be for
regular meshes.

In the a priori model, the known velocity of
water of 1500 m/s (Klitgord et al., 1994) is used
above the sea bottom. A vertical fifth-order poly-
nomial function

5

v(x,Az) = Zci(Az)i, (13)

i=0

referenced to the sea floor v(x, Az), varying from
1550 to 1750 m/s (Carmichael, 1982), repre-
sents the sediment pile and simulates the com-
bined effects of compaction and the hydrated
zone. The coefficients C; are calculated by re-
gression of the average velocities from wells
994, 995, and 997 (Paull et al., 2000; Lu and
McMechan, 2002), which are 9 to 11 km away
from line 09. Coefficients Cy to Cs5 are 1516.19,
1.64838e-01, —1.24340e — 02, 2.15813e-03,
—5.59170e — 05, and 3.92534e-07, respectively;
Az is the depth in meters below the sea-
floor (mbsf).

During the inversion only the water column is
constrained by setting the corresponding ele-
ments of the sensitivity matrix B in equation 11
to zero. All other elements on the diagonal of the
matrix B are set to one. The step size is adjusted
with Q! = 0.2. After 28 iterations, the inversion converged to the
velocity field in Figure 7b with an average time residual (equa-
tion 10) below 0.3 ms (Figure 8). The time residuals for the a priori
model already are small, so the CFPO inversion fine-tunes the start-
ing velocity field.

Compare our estimated velocity field with the features observed
in the seismic section and with the layer-based multichannel two-
way time tomographic results of Tinivella and Lodolo (2000); the
latter is applied to two profiles located east of line 09. The seismic
section in Figure 6 is time-to-depth converted and three reflectors
are interpreted inside the sediment pile; HZA, HZB, and the BSR
(the bottom simulating reflector) (Figure 7a and 7b). HZA and BSR
correspond to horizons 2 and 3 of Tinivella and Lodolo (2000).

Along the flank of the structure, the velocity field follows the
shape of the reflectors between the sea floor and horizon HZA,
but there are lateral velocity gradients (at I in Figure 7b). Beneath
the apex of the sea floor topography, HZA crosses velocities lower
than the background (at II in Figure 7b) that correlate to a visible
disturbance of the reflections (Figure 7a) and with some offset of the
sea floor (see the small mound at the apex of the seafloor topogra-
phy). The estimated velocities between the sea bottom and HZA are
lower than those found in Tinivella and Lodolo (2000).

Below horizon HZB, the velocity ranges from 1650 to 1750 m/s
(Figure 7b). Guerrin et al. (1999) interpret this as being caused by
methane hydrate acting as intergranular cement and increasing the
bulk modulus of the host sediment. Below HZB, between horizontal
positions of 0 and 20 km there is a zone with higher velocities (III in
Figure 7b); this zone appears in the time-to-depth converted seismic
section (Figure 7a) as a fairly homogeneous seismofacies delimited
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by concordant levels with disturbed nonspecular reflections at its
top and bottom. A high-velocity zone (at IV in Figure 7b) is ob-
served beneath to the apex of the sea floor at depths between
HZB and BSR. The proximity to the apex promotes a higher
methane availability, and thus favors a higher concentration of hy-
drates in the gas hydrate stability zone (GHSZ) and increases the
velocity.

It was not possible to identify the low velocity associated with the
BSR apex, indicated by the high negative amplitude (at V in
Figure 7a and 7b), and associated with a free-gas interval in well
997. Tinivella and Lodolo (2000), using a layer-based discretiza-
tion, underestimate the free-gas layer thickness by a factor of three
compared to that estimated from VSP data. The available DCFPO

a) b)

Horizontal position (km) Horizontal position (km)
0 20 40 0 20 40

R223

and the spline discretization do not have sufficient resolution to
identify this interval. According to Guerrin et al. (1999) the
BSR marks the top of the occurrence of free gas, not the bottom
of GHSZ so, below the BSR, free gas may coexist with methane
hydrates. Thus, the estimated velocity is an average of the
high-velocity hydrate-bearing and the low-velocity gas-bearing
sediments.

The inversion performed by Tinivella and Lodolo (2000) is lim-
ited to their deepest mappable horizon four, just below the BSR. By
using available diffractions we investigate a deeper region. In this
sense, DCFPO tomography and multichannel reflection tomogra-
phy are complementary.

CONCLUSIONS

We propose a method to estimate the velocity
field using the kinematic information carried by
diffractions. It is based on the principles of CFP
tomographic inversion. For complicated struc-

2600

2800

3000

Depth (m)

3200

3400 |

3600

tures, and with multichannel seismic data, dif-
fractions may be added to conventional CFPOs
to increase the resolution of the structure and ve-
locity fields. For single channel seismic data,
DCFPO tomography delivers the velocity field
with low computational effort wherever real dif-
fractions are observed. Equation 11 does indeed
work for the inversion with the SVD solver. By
using the DCFPOs, we estimate a velocity field
that is geologically coherent and agrees with the
velocity trends estimated by multichannel seis-
mic data.
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APPENDIX A

WHICH EVENTS SHOULD BE USED IN
DIFFRACTION CFPO TOMOGRAPHY?

Diftraction CFPO tomography will fail if a mapped event in a
minimum offset COG is not a real diffraction from a point. Diffrac-
tions should be enhanced before picking because their energy is
usually weaker than the reflections (Berkovitch et al., 2009). Spec-
ular reflections present in a COG may be filtered (Harlan et al.,
1984; Fomel, 2002; Fomel et al., 2007; Reshef and Landa,
2009; Dell and Gajewski, 2011). These methods may produce
events that resemble diffractions, but are not generated by point dif-
fractors. Separation of reflections and diffractions can never be ex-
act (Fomel et al., 2007). Curved surfaces or even small plane
segments can deliver diffraction-like features (hyperboloids) in seis-
mic sections. However, their shapes are incompatible with those of
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Table A-1. Experiments of sinusoidal interface exploding
reflectors for different a, for identical sources with dominant
wavelength of 100 m. The diffractor behavior of the peaks
and troughs is observed only for models with a < 16.

Model a Source wavelength (m) Diffractor behavior
1 10 100 Yes

2 12 100 Yes

3 14 100 Yes

4 16 100 No

5 18 100 No

6 20 100 No

a) c)

Horizontal position (m)

£
£
Q
@
o

Figure A-1. (a) Model for the sine curve exploding reflector with amplitude of 25 m and
wavelength of 500 m in a constant velocity media of 2000 m/s. (b) Seismogram cor-
responding to the model in (a). The white dashed line maps a real diffraction at the
corresponding peak. Peaks and troughs of the sine curve do not behave as diffractors.
(c) Model for a series of diffractors, represented by white-filled circles, located at peaks
and troughs of the same sine curve in (a). (d) Seismogram corresponding to the model in

(c). The white dashed line maps a real diffraction.

Horizontal position (m)
500 1000 1500 500 1000

diffractions caused by the actual velocity field, and so should not be
used for tomographic velocity analysis. Additionally, a linear geo-
logic feature such as a channel or a syncline/anticline, can produce a
cylinder-like wavefront rather than a point diffraction which, if
sampled obliquely to its dip direction, will have many of the proper-
ties of a diffraction, but its shape also will be incompatible with the
velocity.

Consider now, a hypothetical 2D survey line that is parallel to the
geologic dip direction. When the radius of curvature of a folded
interface is much less than its wavelength, or the interface is termi-
nated by a fault, pinchout, or unconformity, such segments behave
as diffractors (Sheriff and Geldart, 1999).

Let there be a sinusoidal reflector with wavelength (4y) of am-
plitude (A,) ratio of @ (Figure A-1a). An exploding reflector seismic
modeling experiment was performed for this
structure with 40 =500 m, Aj =25 m, or a =
20, (Figure A-1a), using a 20 Hz Ricker wavelet,
1500 and with a background velocity model of
2000 m/s. Receivers were spread equally
spaced (at 1 m) along the surface; the resulting
seismogram is in Figure A-1b. In a second
simulation, point diffractors located only at the
peak and trough positions are wused as
sources (Figure A-1c); the resulting seismogram
(Figure A-1d) exhibits real diffractions.

Diffractions (the white dashed curves in
Figure A-1b and A-1d) do not fit the hyperbo-
la-like signals for the sine peaks of Figure A-
1b; the resulting curve is the summation of point
diffraction responses over the apex and flanks of
the sinusoidal structure. Because of the summa-
tion, the curve shapes are broader than those of
point diffractions curves (the white dashed curve
in Figure A-1b), and are not consistent with the
actual velocity of 2000 m/s, but with a high-
er one.

A series of similar experiments were
performed for a varying between 10 and 20
for a dominant source wavelength of 100 m
(Table A-1). For sine-like structures, the diffrac-
tion behavior is not observed for a greater than or
equal to 16. Diffraction behaviors occur when the
radii of curvature are smaller than % of the source
dominant wavelength. Thus we expect that var-
ious structures, such as pinchouts, faults, kink-
folds, and channels (incised valleys) can generate
diffraction-like signals that are useful for diffrac-
tion CFPO tomography.

If there is no a priori information about the
subsurface, one way to reduce doubt about
the diffraction character of a curve in a seismic
section is to check its persistence in shape and
position of its apex across shot gathers. The ki-
nematic part of a real diffraction will exhibit the
same shape in different shot and receiver gathers.

Landa et al. (1987) detect diffractions by
correlations of seismic data in common mid-
point, common offset, and common shot gathers.
If we crosscorrelate the kinematic response of



Tomography of diffraction-based CFP operators R225

diffractor A in shot gather one with its response in shot gather two
we find

CSG (xsl.s27 Xrs t) = gSG('x.Yl > Xrs t) ®l gSG(xSZ’xr’ t)

=6(t = [ty — tal)s (A-1)

where the symbol ®, means trace-by-trace crosscorrelation in the
time domain. The panel Cgg (X 2, X,, #) shows a horizontal line at
time #, 4 — t, 4 for real diffractions. The result is the transit time
difference between sources 1 and 2 to diffractor A (equation A-1).
Finally, picked diffractions may be compared with neighboring
CFPOs obtained conventionally in the same common-offset-gather.
The shape of a diffraction CFPO and a neighboring conventional
CFPO are similar. Abrupt changes in adjacent operators represent
a high lateral gradient of the velocity field. If a priori knowledge
does not support high gradients, anomalous operators must be
avoided because they probably are out-of-plane propagation.
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