
AVAILABILITY-BASED RESILIENT VIRTUAL OPTICAL NETWORK MAPPING

by

Jian Kong

APPROVED BY SUPERVISORY COMMITTEE:

Jason Jue, Chair

Andrea Fumagalli

András Faragó
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With the growth of bandwidth-demanding and dynamic network services such as cloud com-

puting, big data, and machine learning applications, a key challenge for network operators

is how to efficiently deploy the dynamic network infrastructures to support these various

services and applications. Network virtualization provides a feasible way to share computing

resources and network resources among virtual network requests. Availability is a key factor

in the service level agreements (SLAs) when a network service provider provides the comput-

ing and network resources to the customers. A virtual optical network (VON) request may

consist of many services which depend on each other, and the failures of single or multiple

network elements may lead to the inability of the VON to support these services. Therefore,

it is important to evaluate a VON based on its availability, where a VON is defined to be

available only when all of its virtual nodes and virtual links are available at the same time.

We first study the availability-guaranteed VON mapping problem over the physical optical

network where the network elements suffer independent failures. The objective is to minimize

the total link cost of a VON mapping while guaranteeing the VONs availability requirement.

Based on the proposed availability analysis model, we propose an ADAPTIVE algorithm

using a new cost metric to provide selective dedicated protection. We also provide shared

backup path protection for VONs by finding the maximum availability VON mapping based

on a group node-weighted Steiner tree solution. We then address high-availability VON

vi



mapping over the physical optical network where its physical links may suffer correlated

failures. We propose the Group Steiner tree problem under correlated cost (GSTP-CC) to

determine the maximum availability of the VON mapping without any protection, and a

dedicated protection mechanism is provided to meet the availability of each VON, if needed.

Finally, we focus on availability-guaranteed service function chain (SFC) mapping in inter-

datacenter networks. We propose different coordinated protection mechanisms that adopt

both backup path protection in the network and VNF replicas at nodes to guarantee a SFCs

availability while minimizing the total computing and link resources.
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CHAPTER 1

INTRODUCTION

1.1 Virtual optical network

With the growth of bandwidth-demanding, dynamic network services such as cloud/fog com-

puting, big data, and machine learning applications, a key challenge for network operators

is how to efficiently deploy the dynamic network infrastructures to support these various

services and applications. Network virtualization provides a feasible way to share computing

resources and network resources among virtual network requests, and also introduces greater

flexibility and efficiency in the allocation of computing resources and link resources. The

virtual network mapping or virtual network embedding (VNE) is to allocate the physical

computing resources and network resources for the virtual network request, where each vir-

tual node is mapped to a physical computing node, and each virtual link is mapped to a

path which consists of a set of physical links in the physical network [61, 79, 12].

As the amount of data stored and processed by applications and services continues to

increase, optical networks will play an important role in next-generation virtual network

infrastructures. Optical network virtualization can be realized by the partitioning or aggre-

gation of the physical optical network elements, including the sliceable bandwidth-variable

optical transponders, optical cross-connects (OXCs), sliceable regenerators, reconfigurable

optical add-drop multiplexers (ROADMs), optical fiber links, wavelengths, and spectrum

slices [41, 39].

A key issue of the virtual optical network (VON) is to allocate the computing resources

and network resources over the physical optical network. A typical virtual optical network

request is specified by a virtual topology that includes a set of virtual nodes interconnected

by virtual links. A virtual link may have certain bandwidth requirements while a virtual

node may have specific computing requirements. The virtual optical network mapping is
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to map each virtual edge to a path with the appropriate bandwidth, and map each virtual

node to one or more physical candidate nodes that satisfy the resource requirement in the

substrate network [57, 26].

Due to the fact that the interruption of high-speed optical components, such as fiber,

OXC, can affect a large amount of data and services, survivability has grown into an issue

with great importance in traditional wavelength division multiplexing networks (WDMs) and

emerging elastic optical networks (EONs) [53, 64, 27]. A single failure or disaster failure of

the physical optical network may result in the inability of a VON to satisfy requests. There-

fore, survivable virtual optical network mapping focuses on providing a different protection

mechanism to avoid or reduce the impact of physical network failures [38, 74]. Protection

mechanisms typically provide backup resources along paths, segment or physical links, which

are disjoint for the working paths, segments or links. In addition, physical optical network

components may be affected by various failures, such as fiber cuts and natural disasters.

Failures can be categorized as independent failures, which only affect a single network com-

ponent independently of other failures, or correlated failures, which affect a set of network

components simultaneously. Therefore, different kinds of failures should be considered in

survivable VON mapping [56, 31].

1.2 Network function virtualization

Traditionally, network functions are deployed as physical appliances that are tightly coupled

with specific hardware, such as the firewalls, routers, and switches in networks. However,

physically deployed network functions hinder the rapid deployment of new services and

result in operational challenges. Network function virtualization (NFV) provides a more agile

network by implementing the virtual network functions (VNFs) in software that is decoupled

from the underlying hardware [33, 37], and which therefore, significantly decreases the OPEX

and CAPEX. The VNFs can be implemented in software that can run on standardized high

2



Figure 1.1. Service function chain mapping problem

performance servers or clouds. VNFs also provide a possible solution to share the physical

hardware resources to improve the resource utilization. Based on the service provider’s

demand, end-to-end network services may consist of an ordered set of VNFs, and such

ordered functions connected by logical links are referred to a service function chain (SFC)

[32, 6].

Similar to the virtual network, a SFC can be described as one network topology with

additional network functionality and mapping constraints. Typically, there may be depen-

dence requirement among different VNFs in one SFC, and mutiple VNFs can be mapped to

the same physical computing node. The SFC mapping problem is to find out the placement

of the VNFs, allocate the VNFs to physical nodes with centain computing resources, and

determine the path (a set of physical links) to connect different VNFs.

1.3 High-availability VON and NFV

Availability is a key factor in the service level agreements (SLAs) when a network service

provider provides the computing and network resources to its customers. Availability is

3



defined as the fraction of the time that the system is providing service to its users. Most of

the existing work related to optical networks focuses on the end-to-end path availability and

provides various types of the protection mechanisms to guarantee availability [81]. However,

a VON request may consist of many services which depend on each other, and the failure of

a single or multiple network elements may lead to the inability of the whole VON to support

these services. For example, a VON may be deployed for a big data service with different

virtual nodes handling different data processing tasks. A task in one virtual node may

require the output of another task running on a different virtual node. A service function

chain (SFC) consists of many dependable virtualized network functions (VNFs), such as load-

balancers, DPIs and so on. Those functions are deployed in different data-centers which are

connected by fiber links. If one part of the physical optical network element (e.g., OXC, fiber

links, transponders) fails, the entire SFC will not be available. Therefore, it is important to

evaluate a VON based on its availability, where a VON is defined to be available only when

all of its virtual nodes and virtual links are available at the same time.

The availability of a network component is affected by various failures, such as fiber cuts

and natural disasters. Failures can be categorized as independent failures, which only affect a

single network component independently of other failures, or correlated failures, which affect

a set of network components simultaneously. Most existing works related to availability are

based on the assumption that the failures of network components are independent. However,

correlated failures are very common and may significantly affect the availability of network

components. For example, many network elements and computing nodes in one datacenter

may be malfunction at the same time because of a power issue in the datacenter. Also,

some fiber links may be affected by natural disasters, such as hurricanes, and floods. If such

correlated failures are ignored, it may not be possible to find a VON mapping that satisfies

the VON’s availability requirement, or the mapping may not be optimal in terms of cost.

Availability is an important factor in measuring the quality of service in a network and

can also be applied as a metric to measure the service quality in one SFC. In general, VNFs

4



are deployed on generalized hardware that may lack the robustness of standard telecom-

munications equipment. Physical hardware failures may also affect several VNFs in one

SFC. Furthermore, the malfunction of the software-based VNFs and the loss of logical con-

nections in one SFC may also result in the unavailability of the service [58]. Therefore,

software-based VNFs and flexible SFC mapping bring new challenges for network operators

to provide availability-guaranteed network services. The availability-guaranteed SFC map-

ping problem is to determine the mapping of the VNFs in one SFC to guarantee the SFC’s

availability. The availability of both the network service and the SFC can be improved by

adopting different protection mechanisms. Typically, network-layer protection (e.g., backup

path) is provided to improve the availability of traditional network services. For software-

based VNFs (one VNF may be deployed on one virtual machine), several replicas of each

VNF can be provided to guarantee availability [34, 19, 76].

1.4 Background and related work

1.4.1 Research in reliable VON mapping

Besides many existing works to address the VON/VNE mapping problem [7, 21, 62, 26, 82],

availability-aware routing over wavelength-division multiplexing (WDM) and elastic optical

networks (EONs) has also been extensively investigated. In [72], the authors guarantee the

availability of the application and services in a WDM mesh networks from the perspective of

time, and a time aware availability guarantee (TAAG) scheme is proposed by adjusting the

routing paths of each connection based on the different availability requirements in different

time spans. In [67], the authors consider the case in which the connections for differentiated

services may have different availability requirements, and therefore they may be provisioned

with different protection (if needed) based on the network state and their availability require-

ments. In [51], the authors propose a shared-protection mechanism by monitoring the actual
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downtime experienced by one connection and the network state changes. and then estimate

an updated availability target for each connection according to the predictable network-state

changes. In [10], the authors develop a flexible availability-aware differentiated protection

approach to meet different service availability requirements by changing the path protection

scheme in EONs. The work in [40] focuses on the availability-aware survivable virtual net-

work embedding (A-SVNE) problem in optical interdatacenter networks, and the authors

aim to guarantee the availability requirement of each virtual link and each virtual node in a

virtual network. In [81], the authors propose an availability analysis model, and then provide

differentiated protection, including unprotected, dedicated protected, and shared protected,

to meet customers’ availability requirements.

Many existing work focus on the survivable virtual network embedding (VNE) problem

to improve the service availability while considering single network component failures. The

work in [35] guarantees an overall network availability by formulating the VNE problem with

explicit link availability requirements. The authors in [36] focus on the trade-off between

cost and availability when realizing virtual networks, and provide a comprehensive evaluation

based on different network topologies and the influence of different parameters.

Correlated failures of links can often be modeled using the concept of a shared risk link

groups (SRLG). The authors in [15] consider shared risk resource groups (SRRGs) and pro-

vide a polynomial time graph transformation techniques to tolerate multiple failures. In [23],

the authors use a p-SRLG framework to handle the correlated and probabilistic failures for

multi-domain optical networks. The paper [2] provides a unified model with an arbitrary

probability density function for the network vulnerability, and then they identify vulner-

able points by using computational geometric tools. Based on spatial point processes for

representing stress centers on the geographical plane, the paper [60] proposes a stochastic

model for correlated link failures in networks of arbitrary topologies due to multiple external

stresses. The authors of [29] [28] propose a probabilistic model to find the simultaneous
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failure probability of a pair of paths under circular geographic failures with uniform and

non-uniform distributions of epicenter location. Based on the topology aggregation infor-

mation from each domain, they propose an inter-domain minimum overlapping area routing

algorithm to improve the survivability of the service.

Some works also focus on disaster/regional failures in the optical network and provide

different protection mechanisms to address the survivability of VON mapping. In [55], the

authors aim to reduce the expected VN disconnections and capacity loss in the disaster-

resilient and post-disaster-survivable VN mapping problem, and they build a probabilistic

model and provide an adpative solution to minimize VN disconnections caused by any post-

disaster single-physical-link failure. In [52], the authors focus on reducing the overall damage

defined as the numbers of disconnected virtual networks, failed virtual links, and failed phys-

ical links, and they introduce the travalling repair problem to restore the optical network

with minimum damage. In [78], the authors focus on the regional failure-resilient VI map-

ping problem, and provide a failure-dependent protection mechanism to share the protection

resources among different regional failure scenarios. In [22], considering the large-scale re-

gional failures, the authors propose a region-disjoint mapping (RDM) algorithm by mapping

the primary and backup virtual networks into nonoverlapping geographical areas to improve

the resilience.

1.4.2 Research in reliable NFV

Most of the existing works focus on providing several replicas for each VNF to improve

the availability of the NFV/SFC. The authors in [5] proposed the VNF placement problem

in datacenters to meet the latency constraints while minimizing the overall network load.

The authors in [1] formulated the VNF placement and routing (VNF-PR) optimization

problem considering the compression/decompression constraints and the forwarding latency

regimes, and they designed a math-heuristic approach for large instances of the problem.
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In [13], the VNF placement problem is separated into the facility location problem and the

generalized assignment problem, and rounding-based heuristics are proposed to reduce the

OPEX compared with greedy-based solutions. The authors in [50] investigated an integrated

design for network function instance allocation and end-to-end demand realization sharing

the same physical substrate network, and they proposed a game theory based algorithm by

capturing the competition on physical resources between network function instance allocation

and routing. The authors in [80] formulate the function placement and chaining problem of

NFV as an integer optimization problem which can be mapped to an exponential number of

min-cost flow problems. Then they address it by relaxing it into a fractional linear problem.

By jointly considering the network topology, VNF instance number and deployment, and flow

scheduling, the authors in [30] formulate the VNF deployment and flow scheduling problem

as a MILP, and propose a relaxation-based algorithm to address it.

The authors in [19] proposed a reliability measurement model to estimate the reliability

of the SFC mapping, and tried to back up the unreliable VNF in each SFC to guarantee

the availability of each SFC request. In [17], the authors proposed a cost-aware importance

measure (CIM) to select the qualified backups for each VNF, and to map the backups to

the physical nodes with high reliability. The authors in [76] focused on the joint topology

design and mapping (JTDM) problem, and evaluate service availability with no protection,

dedicated protection, and shared protection. The authors in [9] proposed a probabilistic

approach to find the best assignment of VMs to servers while guaranteeing protection by

replication. In [59], the authors proposed a reliability-aware and delay-constrained routing

optimization framework to address the optimal network service VNF placement and traffic

routing problem in NFV-enabled data center networks. The authors in [42] investigated the

tradeoff between end-to-end reliability and computational load per server via a joint design

of VNF chain composition and forward graph embedding. The authors in [34] investigated

different VNF backup deployment strategies in different data center topologies, and demon-
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strate the data-center topologies that offer the best cost-per-throughput relation for a given

resilience/availability for VNF service chains.

1.5 Dissertation organization

The rest of this dissertation is organized as follows: In Chapter 2, we analyze the availability

of virtual optical networks mapped over a physical substrate and propose VON mapping

algorithms with selective dedicated protection to minimize cost while meeting availability

requirements. In Chapter 3, we consider virtual optical network (VON) mapping with the

objective of minimizing total network link cost while guaranteeing VON availability, where

VON availability is supported by providing shared backup path protection for selected VON

links. We transform the problem to a group node-weighted Steiner tree problem and propose

an efficient auxiliary-graph-based availability (AA) algorithm to find a VON mapping with

high availability. Based on the availability evaluation, we propose a heuristic algorithm to

map the VON. In Chapter 4, we address the high-availability VON mapping considering

the correlated failures in optical network. We aim to find out the VON mapping with the

maximum availability without any protection, and then provide a dedicated path protection

mechanism to guarantee the availability of each VON if needed. We propose the Group

Steiner tree problem under correlated cost (GSTP-CC) to find out the maximum availability

of the VON mapping without any protection. We then address the VON mapping under

correlated failures by providing dedicated protection based on the GSTP-CC algorithms.

In Chapter 5, we propose a coordinated protection mechanism that adopts both backup

path protection in the network and VNF replicas at nodes to guarantee a SFCs availability.

The proposed mechanism determines the number of replicas required for each VNF in the

SFC, and allocates the replicas to physical nodes on the working and backup paths while

maintaining ordered dependency among VNFs. we also propose an efficient segment protec-

tion mechanism to guarantee each SFCs availability requirement. In Chapter 6, considering
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the availability of the datacenter network elements, we propose a coordinated protection

mechanism that adopts both backup path protection and SFC replicas distributed among

datacenters to support high availability while reducing total cost.
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CHAPTER 2

AVAILABILITY-GUARANTEED VIRTUAL OPTICAL NETWORK

MAPPING WITH SELECTIVE PATH PROTECTION1

In this chapter, we study the availability-guaranteed VON mapping problem with the ob-

jective to reduce the total link cost as well as reducing the VON blocking rate. We propose

a mapping boolean matrix to analyze the availability of a VON mapping. A heuristic al-

gorithm using a new cost metric is proposed to provide partial dedicated protection while

meeting the VON availability requirement[44].

2.1 Introduction

Network virtualization provides an effective way to share physical network resources among

virtual network requests and introduces greater flexibility and efficiency in allocating re-

sources. The application of virtualization concepts to optical networks will enable service

providers to efficiently provision virtual optical network (VON) slices in support of dynamic

high-bandwidth applications and services.

An important factor for a service provider when provisioning a VON is the ability to

provide a high degree of availability for the VON customer in support of the service level

agreement (SLA)[81]. Availability is defined as a fraction of time the system is providing

service to its users. In general, network availability can be improved by adopting high

quality hardware components; however, a more feasible strategy is the adoption of protection

mechanisms for end-to-end paths. To guarantee a certain level of availability for a VON, it

may not be necessary to provide full dedicated protection for each virtual link in the VON[73].

1 c©IEEE. Reprinted, with permission, from Jian Kong, Sangjin Hong, Jason P. Jue, Inwoong Kim, Xi
Wang, Qiong Zhang, Hakki C. Cankaya, Weisheng Xie, and Tadashi Ikeuchi. “Availability-guaranteed virtual
optical network mapping with selective path protection.” In Optical Fiber Communications Conference and
Exhibition (OFC), 2016.
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Rather, it may still be possible to meet availability requirements by appropriately mapping

the virtual links to the physical substrate layer and by carefully selecting the virtual links for

which protection should be provided. In this chapter, we develop a model for evaluating the

availability of a VON mapped over a physical optical network, and we address the problem

of finding a survivable mapping and determining an appropriate protection strategy in order

to guarantee high availability for a VON while minimizing the total link cost.

2.2 Problem statement

We define a VON to be available only when all of its virtual nodes and virtual links are

available at the same time. We analyze the availability of a VON mapped to a physical

optical network under the following assumptions[81]: 1) network components used by the

VON are either available or unavailable, 2) different network components fail independently

and the repair process of each network component is also independent, 3) compared to the

repair time of failures, the switching time from working network components to backup

components is negligible, 4) we only consider the effect of physical layer failures on VON

availability.

The availability-based partial dedicated protection VON mapping problem is described as

follows. We are given 1) a physical optical network, Gp(Ns, Ls), whereNs is the set of physical

nodes, Ls is the set of physical fiber links, and the availability of each physical network

component is also given; 2) a virtual optical network request with topology Gv(Nv, Lv) ,

where Nv is the set of virtual nodes, Lv is the set of virtual links, and each virtual link

has a bandwidth requirement; and 3) the availability requirement of the VON. It may not

be necessary to provide dedicated path protection for each virtual link to meet the VON’s

availability requirement. Therefore, we need to first determine the virtual links that should

be protected and then map the virtual nodes and virtual links to the physical optical network.

The objective is to find a mapping of VON request to physical optical network with partial
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dedicated protection to minimize the total link cost and reduce the VON blocking rate while

meeting the VON’s availability requirement.

2.3 VON availability analysis and calculation

Here we propose a boolean matrix model to analysis and calculate VON availability. As

defined above, a VON is available only when all of its virtual nodes and virtual links are

available at the same time. Since most network failures are caused by fiber cable cuts [81],

we focus on link failures and assume that other network components are always available.

However, the following availability analysis and calculation steps can be easiliy extended to

other physical network components failures. Dedicated protection can increase the avail-

ability of VON. For example, as shown in Fig. 2.1, a VON has one virtual link which is

mapped to physical link. Without any protection, its availability is Avon = a1 · a2 = 0.81.

With dedicated protection, the VON is available when either working path or backup

path is available. Therefore, the availability of the VON with dedicated protection is

Avon = a1 · a2 + (1 − a1 · a2) · a3 · a4 = 0.9544. The availability of the backup path is

not considered when links for the working path are available, which can help to reduce the

calculation steps of VON availability. We use the following example to show the calculation

details. A VON request, as shown in Fig. 2.2, with mv = 3 virtual nodes and nv = 8

virtual links, is mapped to a physical optical network which has mp = 10 physical nodes and

np = 8 fiber links. Some virtual links (w1 and w2) are provided with dedicated protection to

guarantee the service reliability.

Step 1: We create a boolean matrix M0(np × 2nv) where row i represents fiber link li,

columns 0 ∼ (nv−1) represent the working path mapping of each virtual link, while columns

nv ∼ (2nv − 1) represent the backup path mapping of virtual links. i) If fiber link linki is

used by working path wj, Mo[linki, wj] is set to 1, otherwise 0. ii) If fiber link linki is used

by backup path bj, Mo[linki, bj] is set to 1, otherwise 0. iii) If there is no backup path
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for working path wi, it can be seen that its backup path is the same as the working path,

therefore, let Mo[linki, bj] = Mo[linki, wj].

Figure 2.1. Availability example

Figure 2.2. VON mapping with selective protection example
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M0 =



w0 w1 w2 b0 b1 b2

link0 0 0 0 0 0 0

link1 0 0 0 0 0 0

link2 1 0 0 1 1 0

link3 0 1 0 0 0 0

link4 0 1 0 0 0 0

link5 0 0 1 0 0 0

link6 0 0 0 0 1 1

link7 0 0 0 0 1 1



M =



w0 w1 w2 b0 b1 b2

L0 1 0 0 1 1 0

L1 0 1 0 0 0 0

L2 0 0 1 0 0 0

L3 0 0 0 0 1 1


=

[
C D

]
=



W0 B0

W1 B1

W2 B2

W3 B3


M : m× 2nv C : m× nv

D : m× nv Wi : 1× nv Wi : 1× nv

Step 2: We simplify the mapping boolean matrix in the following two ways: i) Remove

the rows of fiber links not used by virtual links (‖ linki ‖= 0), such as link0 and link1, from

mapping boolean matrix Mo. ii) Merge the fiber links used by the same virtual links. We

define Li as the collection of fibers link used by the same virtual links. For example, link6

and link7 are used by backup path b1 and backup path b2, thus we define L3 as the collection

of link6 and link7. We finally obtain a simplified mapping boolean matrix M(m × 2nv),

where L0 is the collection of link2; L1 is the collection of link3 and link4; L2 is the collection

of link5; and so on.
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Step 3: We define WL as the set of Li that are used by working paths of virtual links in

the VON. The availability of the VON is:

AV ON =
∑
∀∆,∆⊆Ω

K∆P∆, (2.1)

where Ω is a set of WLs and ∆ is the subset of Ω, and P∆ is the probability that all

WLs in ∆ fail at the same time. In the above example, L0, L1, L2 are in WL and Ω =

{{φ}, {L0}, {L1}, · · · , {L0, L1, L2}}. We take ∆ = {Li, Lj} as an example and calculate the

availability in the following steps:

H = Wi ∨Wj

L = Bi ∨Bj

I = [1 · · · 1]

F = C� IT ∨D�HT

Then we obtain:

P∆ = (1−ALi)(1−ALj)
∏

k 6=i,j,Lk∈∆

(ALk)
fk ,

K∆ =

 0 if H� LT =true

1 if H� LT =false

where

fk =

 1 if F[k] = true

0 if F[k] = false
(k = 0, 1 · · ·m− 1)

To be specific, if there is no link failure(∆ = φ), H = L = [0 · · ·0].

2.4 VON mapping heuristics

We first propose two simple heuristic algorithms to solve the problem of VON mapping. In

the REDUCE algorithm, we initially find protection paths for all virtual links. A greedy
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algorithm is used for virtual node mapping, and Suurballe’s algorithm is used for virtual

link mapping. If the VON mapping exceeds the availability requirement, we remove the

backup path of the working path with the highest availability. The algorithm stops when

the availability requirement is no longer met when removing a backup path.

In the ADD algorithm, the VON request is initially mapped without any protection.

If the availability requirement is not met, protection paths are added one at a time to

the working path with the lowest availability until the availability requirement is reached.

Dijkstra’s algorithm is used for working paths without protection, and Suurballe’s algorithm

is used for working paths with backup paths. If the availability requirement cannot be met

when all virtual links are protected, the VON request is blocked.

The above two algorithms use the physical link cost to calcuate the shortest working

path and backup path for each virtual link. In order to minimize the total link cost of the

VON mapping and reduce the blocking caused by the availability requirement, we introduce

a third ADAPTIVE algorithm that utilizes a new adpative cost metric for VON mapping:

metricij = costij − γ log aij, where costij is the physical link cost between node i and

node j, and aij is the availability of the link between node i and node j. γ is adaptive

to the difference between the current availability (Avon) and availability requirement (Ar),

where γ = k(Ar − Avon). The new cost metric takes the physical link cost and current

availability of the VON into consideration to achieve a balance between the total link cost

and the blocking rate of VON mappings. Initially, there is no protection for any virtual links

of the VON, resulting in a greater difference between Ar and Avon. Therefore, γ is larger

and the algorithm tries to map to virtual links with higher availability. As the number of

protected virtual links increases, Avon approaches Ar. Therefore, the physical link cost plays

a more important role in finding the shoretst path. Thus, the ADAPTIVE algorithm tries

to decrease the total link cost by reducing the number of backup paths needed.
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2.5 Numerical results

We use the 24-node U.S. mesh network [14] to evaluate the performance of our proposed al-

gorithms. For each physical fiber link, we consider availability ranging from 0.99 to 0.999999.

We assume that there are sufficient spectrum slots on each fiber link. For each VON request,

the number of virtual nodes is between 3 and 5. We randomly generate 500 VON requests

to evaluate the performance.

Table 2.1 illustrates the blocking rate of VON mapping requests. The physical link

availability ranges from 0.99 to 0.999999, and the VON requirement ranges from 0.99 to

0.999999. From the table, the physical optical network can gurantee 6 nines availability for

a VON with dedicated protection when all of its physical links have 0.9999 availability. The

ADAPTIVE algorithm performs better than the REDUCE and ADD algorithms because the

ADAPTIVE algorithm tries to find paths with high availability using the new cost metric if

there is a big gap between its current availability and its requirement.

Fig. 2.3 shows the total link cost of VON mappings. The availability of physical links

range between 0.9999 and 0.999999 with uniform distribution, and the VON availability

requirement ranges from 0.999 to 0.999999. Initially, low availability requirements can be

supported without any protection. As the availability requirement increases, the VON map-

ping requires more and more dedicated protection to meet the availability requirement. The

ADAPTIVE algorithm results in lower cost compared to the other two algorithms because it

can choose the working and backup paths with higher availability; therefore, the ADAPTIVE

algorithm can use fewer dedicated protection paths to meet the availability requirement. Fig.

2.4 shows the total link cost as the number of VON requests increases for the case in which

physical links have 0.9999 availability and the VON availability requirement is 0.9999, and

Fig. 2.5 shows the ratio between the number of virtual links with protection and total

number of virtual links.
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Table 2.1. VON blocking rate

Physical
Link Avail.

Required
VON Avail.

0.99 0.999 0.9999 0.99999 0.999999

0.99 0 0.38 0.99 1.0 1.0
0.999 0 0 0 0.602 0.994

0.9999 0 0 0 0 0
0.99999 0 0 0 0 0

0.999999 0 0 0 0 0

(a). REDUCE algorithm

Physical
Link Avail.

Required
VON Avail.

0.99 0.999 0.9999 0.99999 0.999999

0.99 0 0.384 0.99 1.0 1.0
0.999 0 0 0 0.604 0.994

0.9999 0 0 0 0 0
0.99999 0 0 0 0 0

0.999999 0 0 0 0 0

(b). ADD algorithm

Physical
Link Avail.

Required
VON Avail.

0.99 0.999 0.9999 0.99999 0.999999

0.99 0 0.192 0.988 1.0 1.0
0.999 0 0 0 0.486 0.994

0.9999 0 0 0 0 0
0.99999 0 0 0 0 0

0.999999 0 0 0 0 0

(c). ADAPTIVE algorithm
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2.6 Conclusion

In this chapter, we define the availability of a VON mapping and propose a mapping boolean

matrix to analyze the availability of a VON mapping. We propose an ADAPTIVE algorithm

using a new cost metric to provide partial dedicated protection while meeting the VON

availability requirement. Simulation results demonstrate that the proposed ADAPTIVE

algorithm can significantly reduce the total link cost while reducing the VON blocking rate.
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CHAPTER 3

AVAILABILITY-GUARANTEED VIRTUAL OPTICAL NETWORK

MAPPING WITH SHARED BACKUP PATH PROTECTION1

In this chapter, we consider virtual optical network (VON) mapping with the objective of

minimizing total network link cost while guaranteeing VON availability, where VON avail-

ability is supported by providing shared backup path protection for selected VON links. We

develop a matrix-based approach for calculating the availability of a VON mapping with

shared backup path protection. In order to efficiently evaluate the maximum availability of

a VON mapping, we transform the problem to a group node-weighted Steiner tree problem

and propose an efficient auxiliary-graph-based availability (AA) algorithm to find a VON

mapping with high availability. Based on the availability evaluation, we propose a heuristic

algorithm to map the VON [46].

3.1 Introduction

With the deployment of virtual optical networks, the issue of how to efficiently and accurately

evaluate the QoS of the VON is becoming more important. A VON request may consist of

many services which may depend on each other. The failure of a single network element

(physical node, link, or storage) may result in an inability of the VON to support one or

more of its intended services. For example, a VON may be deployed for a big data application

with different virtual nodes handling different data processing tasks. A task in one virtual

node may require the output of another task running on a different virtual node. If a

physical link on the path between these two nodes fails, or if one of the two physical nodes

1 c©IEEE. Reprinted, with permission, from Jian Kong, Jason P. Jue, Inwoong Kim, Xi Wang, Qiong
Zhang, Hakki C. Cankaya, Weisheng Xie, and Tadashi Ikeuchi. “Availability-guaranteed virtual optical net-
work mapping with shared backup path protection.” In IEEE Global Communications Conference (GLOBE-
COM), 2016.
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fails, the entire application must stop. In this chapter, we also evaluate a VON based on its

availability, where a VON is defined to be available only when all of its virtual nodes and

virtual links are available at the same time.

In this chapter, we study the VON mapping problem with the objective of minimizing the

total link cost of a VON mapping while guaranteeing the VON’s availability requirement. To

reduce the link cost, there is no need to provide protection for the VON if its availability can

be easily reached. However, if its availability can not be guaranteed without any protection,

a shared backup path protection mechanism is applied to selected VON links to improve

availability. In this paper, shared backup path protection among different VONs is applied

to further reduce the total link cost.

An efficient way to determine whether there is a need to provide protection for a VON

is to find the VON mapping with the maximum availability. In this paper, we transform

the problem of finding the VON mapping with the maximum availability to a Steiner tree

problem (STP)[24] by constructing an auxiliary graph in which the edge weights are functions

of the availability of network elements. We then propose a heuristic algorithm that finds a

VON mapping with near-optimal availability.

The rest of this chapter is organized as follows. In Section 3.2, the availability-guaranteed

VON mapping problem is defined, and we present a simple mapping example to show the

availability calculation. In Section 3.3, we extend a boolean mapping matrix to calculate the

availability of a VON mapping with shared backup path protection. In Section 3.4, an aux-

iliary graph based heuristic algorithm is proposed to approximate the maximum availability

of a VON mapping. Based on the heuristic algorithm, we propose an effective heuristic

algorithm in Section to map the VONs. In Section 3.6, numerical results are presented, and

we conclude this chapter in Section 3.7.
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3.2 Problem statement

In this problem, we are given a physical optical network Gp(Ns, Ls, Ss, As), where Ns is

the set of physical nodes, Ls is the set of physical fiber links, Ss is vector specifying the

capacity of each physical link in spectrum slots, and As is a vector specifying the availability

of each physical node and each physical link. We make the following assumptions regarding

availability in the physical optical network[81]: 1) physical nodes and links are either available

or unavailable, 2) physical nodes or links fail independently, and the repair process is also

independent, 3) a reverting model, which means that, when failures of the working path are

repaired, the traffic will change from backup path back to the working path, 4) a resource-

locked model, which means that, if there are many failed connections, connections can be

recovered in the exact order of their failure sequence, i.e., earliest failure recovered first, 5)

and an active-recovery network, which means that, when the working path and its backup

path suffer failures, if the backup path is repaired, the working path can switch to the backup

path.

We are also given a virtual optical network request with topology Gv(Nv, Lv, Av), where

Nv is the set of virtual nodes, Lv is the set of virtual links and Av is the availability require-

ment of the VON. Each virtual node has a set of physical candidate nodes and each virtual

link has a bandwidth requirement.

The problem is to map the virtual nodes to the candidate physical nodes, find the routing

paths for each virtual link, and allocate spectrum slots along the paths to meet the bandwidth

demand of each VON link. Our goal is to find a mapping for each VON while guaranteeing

the availability requirement of each VON. If the availability can be easily met, there is no need

to provide protection for the VON. Otherwise, we provide shared backup path protection

among different VONs. By using shared backup path protection, the total link cost can be

reduced while meeting the VON availability requirement. The solution to the problem is

subject to the following constraints.
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1. Spectrum continuity constraint: the spectrum allocated for a VON link must be con-

tinuous across the entire physical path on which the VON link is mapped.

2. Node mapping constraint: one virtual node should be mapped to only one candidate

physical node, and one physical node cannot be mapped to multiple virtual nodes in

one VON.

3.3 Availability calculation of VON mapping

After a VON is mapped to the physical optical network with some virtual links sharing the

backup path resources, we need to calculate the VON’s availability. We assume that there

are mp physical network elements (physical nodes and links) and there are nv virtual links

for one VON request. For example, as shown in Fig. 3.1, there are 3 VON requests V ON1,

V ON2 and V ON3, where w11 in V ON1 and w21 in V ON2 share the physical link 6 as the

backup path, and w12 in V ON1 and w31 in V ON3 share the physical link 8 as the backup

path. The availability of V ON1 is calculated in the following steps.

Step 1: We first obtain the boolean matrix mapping C(mp×nv) for working paths where

row i represents network element i, and each column represents the working path mapping of

each virtual link. We also obtain D(mp×nv) for backup paths where each column represents

the backup path mapping of each virtual link. In a boolean matrix, 1 represents true while

0 represents false. i) If network element i is used by the working path of virtual link j,

C[i][j] = 1, otherwise 0. ii) If network element i is used by the backup path of virtual link j,

D[i][j] = 1, otherwise 0. iii) If there is no backup path for the virtual link j, it can be seen

that its backup path is the same as the working path, therefore, let D[i][j] = C[i][j]. For

example, as shown in Fig. 3.1, the three virtual links (w11, w12, w13) of V ON1 are mapped to

the physical optical network with dedicated path protection for w11, w12 and no protection

for w13. We obtain the mapping matrices C and D as shown in Fig. 3.2.
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Figure 3.1. VON mapping example

Step 2: We create a boolean mapping matrix Qi for each virtual link i. In the above

example, the virtual link w11 of V ON1 shares the network elements 1, 6, and 3 with the

virtual link w21 of V ON2. The first column of Q1 represents the working path mapping of

w11 and the second column represents the working path mapping of w21. We can also obtain

Q2 and Q3 for the virtual links w12 and w13, as shown in Fig. 3.2. Note that, Q3 is a single

column vector because there is no backup path shared for the virtual link w13.

Step 3: We create a boolean matrix E to represent the network elements used by working

paths in the current VON and working paths in other VONs that share the backup paths

with the current VON, and define Ω as the set of such network elements. The availability of

the VON is:

AV ON =
∑
∀∆,∆⊆Ω

K∆P∆O∆ (3.1)

where ∆ is the subset of Ω, K∆ shows whether the VON is available when all network

elements in ∆ fail at the same time, P∆ is the probability that all network elements in ∆
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Table 3.1. Matrices used in availability calculation
Nota. Description
mp number of physical network elements(physical nodes and links)
nv number of virtual links in current VON
wij the jth virtual link in VON i
C mp × nv, mapping matrix of current VON’s working paths
D mp × nv, mapping matrix of current VON’s backup paths
E mp × 1, network elements used by working paths
Qi mapping matrix that the virtual links share the backup path

with the ith virtual link in current VON)
H 1× nv, virtual links whose working paths are affected by failures
L 1× nv, virtual links whose backup paths are affected by failures
F mp × 1, network elements to guarantee VON available

C =



1 0 1
0 1 1
1 1 0
0 0 1
1 0 0
0 0 0
0 0 0
0 1 0
0 0 0
0 0 0


=



M0

M1

M2

M3

M4

M5

M6

M7

M8

M9


, D =



1 0 1
0 1 1
1 1 0
0 0 1
0 0 0
1 0 0
0 0 0
0 0 0
0 1 0
0 0 0


=



B0

B1

B2

B3

B4

B5

B6

B7

B8

B9


, E =



1
1
1
1
1
0
1
1
0
1



Q1 =



1 1
0 0
1 1
0 0
1 0
0 0
0 1
0 0
0 0
0 0


=



S10

S11

S12

S13

S14

S15

S16

S17

S18

S19


, Q2 =



0 0
1 1
1 1
0 0
0 0
0 0
0 0
1 0
0 0
0 1


=



S20

S21

S22

S23

S24

S25

S26

S27

S28

S29


, Q3 =



1
1
0
1
0
0
0
0
0
0


=



S30

S31

S32

S33

S34

S35

S36

S37

S38

S39


Figure 3.2. The VON mapping boolean matrix

fail at the same time, and O∆ is the probability that the current VON occupies the backup

path when many VONs are affected by the failures. We take ∆ = {i, j} as an example and

calculate the availability in the following steps:

27



H = Mi ∨Mj; L = Bi ∨Bj; F = E ∨ (D�HT).

If there is no link failure (∆ = ∅), H = L = [0 · · ·0].

Then we obtain:

P∆ =
∏
k=i,j

(1− ak)
k∈Ω∏
k 6=i,j

(ak)
fk (3.2)

where,

fk =

 1 if F[k][0] is true

0 if F[k][0] is false
(k = 0, 1 · · ·mp − 1) (3.3)

and,

K∆ =

 0 if H� LT is true

1 if H� LT is false.
(3.4)

For a reverting system with active-recovery, the working paths that share the backup path

have the same probability of obtaining the backup path when there is a failure [81]. Then,

we obtain:

Ok =

 Ski ∨ Skj if ∆
′ 6= ∅,

∅ if ∆
′
= ∅

(3.5)

where ∆
′

is the set of network elements used by this VON in ∆. And,

O∆ =
nv∏
k=1

1

‖Ok‖
. (3.6)

where ‖Ok‖ is the number of true elements in Ok. To be specific, if there are no true

elements in Ok, ‖Ok‖ = 1. To reduce the computation, we can also simplify the boolean

mapping matrices as proposed in Chapter 2.

For example, in the calculation of the V ON1 availability, Ω = {0, 1, 2, 3, 4, 6, 7, 9}. If

physical links 4 and 6 fail, ∆ = {4, 6} and we obtain,

H = M4 ∨M6 = [1 0 0] ∨ [0 0 0] = [1 0 0]

L = B4 ∨B6 = [0 0 0] ∨ [0 0 0] = [0 0 0]
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D�HT =



1 0 1

0 1 1

1 1 0

0 0 1

0 0 0

1 0 0

0 0 0

0 0 0

0 1 0

0 0 0



� [1 0 0]T =



1

0

1

0

0

1

0

0

0

0


H� LT = [1 0 0]� [0 0 0] = 0

Therefore, we obtain

K∆ = 1

F = E ∨ (D�HT) = [1 1 1 1 1 0 1 1 0 1]T ∨ [1 0 1 0 0 1 0 0 0 0]T = [1 1 1 1 1 1 1 1 0 1]T

We can also obtain:

P∆ = (1− a4)(1− a6)a0a1a2a3a5a7a9

Here, ∆
′
= {4} 6= ∅ and we obtain:

O1 = S14 ∨ S16 = [1 0] ∨ [0 1] = [1 1], ‖O1‖ = 1
2

O2 = S24 ∨ S26 = [0 0] ∨ [0 0] = [0 0], ‖O2‖ = 1

O3 = S34 ∨ S36 = [0] ∨ [0] = [0], ‖O3‖ = 1

So we can obtain O∆ = 1
2
.

Therefore, the probability that V ON1 is available when the network elements 4 and 6

fail at the same time is:

K∆P∆O∆ =
1

2
(1− a4)(1− a6)a0a1a2a3a5a7a9
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3.4 Maximum availability for the VON mapping without protection

In this section, we try to find the maximum availability of a VON mapping without protec-

tion. We do not consider the spectrum allocation and assume that there is sufficient spectrum

for each physical link. We first transform the maximum availability problem to the group

node-weighted Steiner tree problem (STP). Then we propose an Auxiliary-graph-based Avail-

ability (AA) algorithm to evaluate the maximum availability of the VON mapping. Finally,

an example is given to show the details of the AA algorithm.

3.4.1 Problem transformation

In this paper, we solve the VON mapping problem with the objective of minimizing the total

link cost while guaranteeing each VON availability requirement. To reduce the link cost,

there is no need to provide protection for the VON if its availability can be easily reached.

Different VON mapping solutions result in different VON availability. Therefore, we need to

find the VON mapping solution with the maximum availability, and then determine whether

protection is needed. We transform the problem of finding the maximum availability VON

mapping into a group node-weighted Steiner tree problem.

The group node-weighted Steiner tree problem [16, 43] is, given a graph G with edge

weights and node weights, and a collection g1, g2, . . . , gk of node sets called groups, to find a

minimum-weight connected subgraph of G that contains at least one node from each group.

We transform our problem into the group node-weighted steiner tree problem by con-

structing an availability-based graph Ga in which the node weights and link weights are

determined by

weighti = − log ai, (3.7)

where ai is the availability of the physical network element. Therefore, we can get the

maximum availability by finding the minimum total cost using the weight. Each group is

the set of each virtual node’s candidate nodes.
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Theorem 1. Given a VON request without any protection and given several candidate nodes

for each virtual node, the VON’s maximum availability mapping is the solution to the group

node-weighted Steiner tree problem in the graph Ga, where the groups g1, g2, . . . , gk are the

sets of each virtual node’s candidate nodes.

Proof. We prove Theorem 1 by contradiction. Assume that the total link cost of the group

node-weighted Steiner tree is C, and the availability of the mapping is A = e−C . If the

maximum availability mapping is not its group node-weighted Steiner tree in the graph Ga,

there must be a mapping with availability Ā > A, therefore, the total link cost of this solution

C̄ < C. This implies that there is one connected subgraph with less cost than the current

group Each group is the set of node-weighted Steiner tree, which contradicts the definition

of a group node-weighted Steiner tree.

3.4.2 Auxiliary-graph-based availability (AA) algorithm

After transforming the maximum availability VON mapping problem to the group node-

weighted Steiner tree problem, we propose a heuristic algorithm. The main idea is to intro-

duce auxiliary nodes for each virtual node in the VON and then to add the physical nodes

one by one to find the minimum spanning tree. We also consider the node constraint that

one physical node cannot be mapped to different virtual nodes in the VON at the same time,

and that each virtual node is mapped to one physical node. We introduce the node’s factor

µk for the physical node k to be the sum of the cost of the minimum-cost paths from the

node k to each of the auxiliary nodes.

The details of the proposed Auxiliary-graph-based Availability (AA) Algorithm are as

follows:

1. Construct the auxiliary graph Gaux: start with Ga, and add an auxiliary node for each

virtual node in the VON. Connect each auxiliary node to their candidate nodes. The
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weight of each auxiliary node and the links from the auxiliary node to its candidate

nodes are set to 0.

2. Sort all physical nodes in ascending order according to each node’s factor µk, and store

the physical nodes in a list Γ.

3. Add all auxiliary nodes to set Θ, and construct a graph Gmst with all the nodes in Θ.

Initially, there are no links between the nodes in Gmst. Set the minimum total weight

Cm =∞.

4. Select the first node n0 from Γ and calculate its shortest paths to all nodes in Θ. Check

the nodes along the shortest path. If there is one node nm ∈ Θ, add one link between

n0 and nm in Gmst. Then go to Step 5. If there is a candidate node nc along the

shortest path and the next node along the shortest path is an auxilary node, move nc

from Γ to Θ and add a link between n0 and nc. Then remove all the links between nc

and all other auxiliary nodes in Gaux to follow the VON node mapping constraints.

5. Change the link weight of all auxiliary links in Gmst to a very large value (e.g. the

total weight of all links), and calculate the minimum spanning tree (MST) and obtain

the minimum weight Cv. To be noted, the weight of the auxiliary links in current MST

is not added for the calculation of Cv. If Cv < Cm, let Cm = Cv and remove n0 from

Θ. Then repeat the Step 4. If not, roll back Gmst, Γ, and Θ to that before adding n0

and move n0 to the end of Γ. Then repeat Step 4. If all nodes in Γ have been tried,

and a total weight less than Cm cannot be found, stop here.

3.4.3 An illustrative example

We give an example illustrating the calculation details in Fig. 3.3. As shown in Fig. 3.3(a),

A VON request with three virtual nodes and three virtual links are mapped to a physical
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network with six nodes. First we add the auxiliary nodes 6, 7, and 8 and their corresponding

auxiliary links to the graph, as shown in Fig. 3.3(b). Then we calculate the factor µ for

each physical node. For example, µ0 = 8, µ1 = 30, µ2 = 16, µ3 = 16, µ4 = 15, µ5 = 23. Then

we obtain Γ = {0, 4, 2, 3, 5, 1}. Initially, Θ = {6, 7, 8}. We then select Node 0 and calculate

the shortest path from Node 0 to Node 6. The shortest path spans link0,6. Because Node

0 is one candidate of virtual node 0, and Node 6 is an auxiliary node, we delete the link

between Node 0 and Node 7 to follow the node mapping constraints. The shortest path

from Node 0 to Node 8 spans link0,2 and link2,8. Node 2 is also one candidate of virtual

node 2, therefore Node 2 is moved from Γ to Θ. Node 3 is added in the same way. We

obtain the current Gmst and calculate the MST by Prims algorithm[? ], as shown in Fig.

3.3(d). Because Cv = 16 < Cm = ∞, we keep this solution. Then we move Node 4 from Γ

(current Γ = {4, 5, 1}) to Θ and calculate the shortest path to each node in Θ as shown in

Fig. 3.3(e). We obtain the current Gmst and find the MST shown in Fig. 3.3(f). Because

Cv = 15 < Cm = 16, we keep this solution and upadate Cm = 15. Next, we add Node 5

to Θ (current Γ = {5, 1}) and add the shortest path to Gmst in the same way. Note that

the shortest path from Node 5 to Node 6 spans link5,4, link4,0, and link0,6. Since Node 4 is

already in Θ, only the link between Node 5 and Node 4 is added, as shown in Fig. 3.3(g).

We obtain the Gmst shown in Fig. 3.3(h) and the MST shown by the blue lines. Since

Cv = 20 > Cm, Node 5 is moved to the end of Γ, and we then try Node 1. We can easily

check that the weight of adding Node 1 is also greater than Cm. Since the nodes in Γ have

been tried, the algorithm stops. The final solution consists of the blue lines in Fig. 3.3(f),

and virtual node 0 is mapped to physical node 0, virtual node 1 is mapped to physical node

3 and virtual node 2 is mapped to physical node 2.
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Figure 3.3. The AA algorithm illustrative example

3.5 Effective heuristic algorithm for VON mapping

In order to reduce the total link cost while guaranteeing the availability requirement of the

VON, we propose a heuristic algorithm called the Mix algorithm for mapping VONs. In

short, we first evaluate the maximum availability using the AA algorithm. If the maximum

availability can meet the VON’s availability requirement, there is no need to provide any

protection. Otherwise, all virtual links are protected to increase availability, and shared

backup path protection among VONs is adopted to reduce the total link cost. Each spectrum

has a sharing limit [18] to avoid too many VONs being mapped to the same spectrum. For

virtual node mapping, we map the virtual nodes to the physical nodes with the maximum
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availability using the AA algorithm. Then we map the virtual links and allocate spectrum

based on each VON’s bandwidth demand.

The details of the algorithm are as follows.

1. Find the maximum availability (Amax) and Gmst of the VON mapping using the AA

algorithm.

2. Map each virtual node to its candidate node in Gmst.

3. If Amax > Areq, go to Step 4 to find the VON mapping without any protection.

Otherwise, go to Step 5 to provide protection for the VON.

4. Provide no protection for the VON. Map each virtual link to the shortest path found

in Gmst and allocate spectrum by First-Fit policy. Then find K shortest paths for each

virtual link based on G. For each virtual link, try the K shortest paths one by one

until the spectrum allocation succeeds and the VON’s availability is met. Otherwise,

go to Step 5 to provide shared backup path protection.

5. Provide shared backup path protection for VONs. First, find a link-disjoint path in

Gmst for each virtual link as its backup path. Allocate spectrum for the working path

by First-Fit policy, and allocate spectrum for the backup path with the maximum

sharing of the backup path. Then check whether the VON’s availability is met and

the availability of the VONs that share the backup path are also met. If yes, stop

here. Otherwise, re-allocate the spectrum with less sharing of the backup path until

all VONs’ availabilities are met. If no solution can be found, block this VON request.

To compare with the Mix algorithm, we use a greedy mapping algorithm. We select

the physical node pair from the physical candidate nodes with the shortest path (with the

availability function as the weight), and then map the virtual nodes to the physical nodes
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and map the virtual link to the shortest path as the working path. Then we find another

shortest path between the one of the already-mapped virtual nodes and one of the unmapped

virtual nodes’ candidate nodes, and map the virtual nodes and virtual links one by one until

the VON is mapped. After VON mapping, we calculate the current VON’s availability. If

the availability is met, replace the working path of each virtual link by the path with the

shortest physical link cost and allocate the spectrum by First-Fit policy until the availability

is not met. If the availability is not met, keep the nodes and the working paths mapped

and find a link-disjoint path for each virtual link, and then provide shared backup path

protection in the same way as the Mix algorithm. Finally, if the availability is not met or if

the spectrum allocation fails, block this VON request.

3.6 Numerical results

In this section, we evaluate the performance of the proposed Auxiliary-graph-based Avail-

ability (AA) algorithm and the Mix algorithm in the 24-node U.S. mesh network. For each

physical fiber link, we consider availability ranging from 0.999 to 0.999999 and for each phys-

ical node, we consider an availability of 0.99999. Each physical link has a spectrum capacity

of 4 THz with a spacing of 12.5 GHz per spectrum slot, and thus there are 320 slots on each

fiber link [69, 71]. For each VON request, the number of virtual nodes is between 3 and

5 and virtual links bandwidth range from 2 to 5 spectrum slots. Each VON’s availability

requirement is randomly generated based on its optimal availability.

We evaluate the performance of the proposed AA algorithm to find the maximum avail-

ability. We assume that there are sufficient spectrum slots and spectrum allocation is not

considered in the availability calculation. We compare the performance of the AA algorithm

with the optimal availability and the greedy mapping algorithm. For the optimal availabil-

ity, we construct a topology graph by transforming each network element’s availability using

Eq. 3.7, and then enumerate all the possible subgraphs of the topology graph that can map

36



the virtual nodes and virtual links of the VON. For each subgraph, we find the minimum

spanning tree using Prim’s algorithm [11] and calculate the total cost. Finally, we calculate

the optimal availability based on the subgraph with minimum total cost. For the greedy

mapping algorithm mentioned in Section 3.5, the physical node pair with the shortest path

is chosen for node mapping, and the virtual links are mapped to the shortest paths. Af-

ter all virtual nodes and virtual links are mapped, we calculate the current availability for

comparison. We evaluate the availability of 600 randomly generated VONs and calculate

the geometric mean of the availability. As shown in Table 5.1, our proposed AA algorithm

achieves an availability that is very close to the optimal availability and performs better than

the greedy mapping algorithm. In the AA algorithm, we introduce the node’s factor to eval-

uate each physical node, and nodes with higher factor contribute towards higher availability

VON mappings.

We compare the total link cost of VON mappings and the blocking rate between the Mix

algorithm and the greedy mapping algorithm. The link cost is the product of the physical

link distance and the spectrum slots used by the VON. We obtain the cumulative link cost

from 20 VONs to 100 VONs and each data point is the mean value over six simulation runs

in which there are 100 VON requests each. When the sharing limit is 1, dedicated protection

for virtual links in a VON is provided. We compare the total links cost of the VONs that

are mapped successfully by both algorithms. As shown in Fig. 3.4, we find that the Mix

algorithm performs better in reducing the total link cost compared to the greedy mapping

algorithm. Because the Mix algorithm maps the nodes and links with the highest availability,

it contributes to reducing the total link cost by increasing the availability of VON mappings

without protection. Therefore, there is no need to provide protection to meet the availability

requirement of some VONs. Furthermore, the total link cost decreases with an increase of

the sharing limit because the spectrum can be shared by more VONs for backup paths.

We also compare the Mix algorithm and the greedy algorithm in terms of the blocking rate
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Table 3.2. Availability comparision
Optimal AA Algorithm Greedy Algorithm

Availability 0.999247 0.999231 0.998457
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Figure 3.4. Total Link Cost

which is caused primarily by failure to satisfy the required availability. We obtain the mean

blocking rate over six simulation runs in which there are 100 VON requests each, and we

vary the sharing limit from 1 to 4. As shown in Fig. 3.5, the Mix algorithm can reduce the

blocking rate significantly. Because the Mix algorithm is based on the AA algorithm, which

finds the VON mapping with the maximum availability, it can provide higher availability

than the greedy algorithm and thus reduce the blocking rate caused by availability.

3.7 Conclusion

In this chapter, we consider the problem of virtual optical network mapping with availability

requirements, and we propose an efficient heuristic algorithm to find the maximum avail-

ability for the VON mapping problem. We provide shared backup path protection for VONs
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to reduce the total link cost while guaranteeing each VON’s availability requirement. To

find the maximum availability VON mapping without protection, we transform the problem

to a group node-weighted Steiner tree problem and propose an efficient heuristic algorithm

to find the maximum availability. Numerical results show that our proposed AA algorithm

performs close to the optimal availability, and our Mix algorithm performs well in terms of

reducing total link cost and blocking rate.
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CHAPTER 4

CORRELATED-FAILURE-AWARE RESILIENT VIRTUAL OPTICAL

NETWORK MAPPING1

In this chapter, we address the high-availability VON mapping problem over physical op-

tical networks in which physical links may suffer correlated failures. We first aim to find

a VON mapping that provides the maximum availability without any protection, and then

we provide a dedicated path protection mechanism to guarantee the availability of each

VON if needed. We propose the Group Steiner tree problem under correlated cost (GSTP-

CC), which can be used to determine the maximum availability of a VON mapping when

no protection resources are provisioned. For a special case of this problem in which there

are only nodal correlated failures, called the Group Steiner tree problem under nodal cor-

related failure (GSTP-NCF), we propose an approximate solution based on hierarchically

well-separated trees. For the general GSTP-CC problem, we propose two heuristic algo-

rithms to find the maximum availability of the VON mapping under correlated failures. We

then address the VON mapping under correlated failures by providing dedicated protection

based on the GSTP-CC algorithms [45, 49].

4.1 Introduction

When virtual optical networks (VONs) are deployed over physical optical network infras-

tructures, correlated failures among physical optical network components may significantly

affect the SLA of VON services. A major challenge is to find a high-availability VON map-

ping that is resilient to correlated failures in the physical optical network. In this chapter,

we address the high-availability VON mapping problem over physical optical networks in

1 c©IEEE. Reprinted, with permission, from Jian Kong, Nannan Wang, Jason P. Jue, Inwoong Kim, Xi
Wang, Qiong Zhang, Hakki C. Cankaya, Weisheng Xie, and Tadashi Ikeuchi. “Correlated-failure-aware VON
mapping.” In Optical Fiber Communications Conference and Exhibition (OFC), 2017.
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which physical links may suffer correlated failures. We first aim to find a VON mapping that

provides the maximum availability without any protection, and then we provide a selective

dedicated path protection mechanism to guarantee the availability of each VON if needed.

We start by introducing a Markov model to calculate the availability of a VON mapping

under correlated failures. We then propose the Group Steiner tree problem under correlated

cost (GSTP-CC), which can be used to determine the maximum availability of a VON map-

ping when no protection resources are provisioned. For a special case of this problem in

which there are only nodal correlated failures, called the Group Steiner tree problem under

nodal correlated failure (GSTP-NCF), we propose an approximate solution based on hierar-

chically well-separated trees with approximation ratio O(logN log n log log n log k). For the

general GSTP-CC problem, we propose two heuristic algorithms, the Contract-based GSTP-

CC algorithm and the Replace-based GSTP-CC algorithm, to find the maximum availability

of the VON mapping under correlated failures. We then address the VON mapping under

correlated failures by providing dedicated protection based on the GSTP-CC algorithms.

Simulation results demonstrate the efficiency of the proposed algorithms.

4.2 Problem statement

4.2.1 Impact of correlated failures

Correlated failures among physical network components can affect the availability when those

components are used at the same time. If we ignore such correlated failures when finding

the availability-guaranteed VON mapping, the VON mapping solution may be not optimal.

For example, as shown in the Fig. 4.1, a physical optical network has 5 fiber links with

each link having a cost of 100. Assume that the link1,2 and link2,4 suffer not only from

independent failures but also a correlated failures while all other links suffer independent

failures. We assume that link1,2 and link2,4 are 100% correlated, and they are either both
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Figure 4.1. Availability of the VON mapping under correlated failure

available or both unavailable at any given time. Therefore, the combined availability of

those two links is 0.9, which is also the availability of each individual link. There is a VON

request with only one virtual link whose endpoints are mapped to nodes 1 and 4, and the

VON’s availability requirement is 0.85. The objective is to find the VON link mapping

with minimum total link cost while guaranteeing its availability requirement. If we don’t

consider the correlated failure between the links, the best VON mapping is to map the

virtual link to the path (link1,3, link3,2, link2,4) with total link cost 300 and the availability

is 0.99 ∗ 0.99 ∗ 0.9 = 0.882. The path (link1,2, link2,3) is not selected because those two links

are assumed to be independent and the availability is 0.9 ∗ 0.9 = 0.81 < 0.85. However, if

we consider the correlated failures between link1,2 and link2,4, the optimal solution for the

VON mapping is to map the virtual link to the path (link1,2, link2,4) with total link cost

200 and availability 0.9.

Therefore, the correlation between the physical network elements can affect the availabil-

ity of each network element, thus, we need to take the correlation into consideration when

we find the VON mapping solution.

4.2.2 VON mapping under correlated failures

In this chapter, we are given a physical optical network Gs(Ns, Ls, λind, λcorr, µs), where Ns

is the set of physical nodes, Ls is the set of physical fiber links, λind is the set of each link’s

independent failure rates, where λi ∈ λind is the rate at which link i fails, λcorr is the set of
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the links’ correlated failure rates, where λij ∈ λcorr is the rate at which links i and j fail at

the same time due to a correlated failure, and µs is the set of repair rates. We assume that

each physical link has a sufficient number of spectrum slots to accommodate the VONs.

We are also given a virtual optical network request with topology Gv(Nv, Lv, Av), where

Nv is the set of virtual nodes, Lv is the set of virtual links, and Av is the availability

requirement of the VON. We are also given a set of candidate physical nodes for each virtual

node. Our work differs from most existing works on availability in that the VON is defined

to be available only when all its virtual nodes and virtual links are available at the same

time.

The problem in this paper is to find the mapping for each virtual node and the paths for

each virtual link while satisfying the VON’s availability requirement when correlated link

failures are considered in the physical optical network. Dedicated protection resources may

also be provisioned to meet the availability requirement. In the case that availability cannot

be guaranteed even when protection resources are deployed, we define a penalty cost as a

function of the difference between the availability requirement and the actual availability

provided by the VON mapping. We categorize the different levels of availability in Table

4.1. Given a VON’s availability requirement Av and its mapping availability Am, the penalty

cost for the VON mapping is defined as:

Pen. =

 Level(Av)− Level(Am) if Am < Av

0 if Am ≥ Av

(4.1)

For example, if the availability provided by a VON mapping is Am = 0.92, but the avail-

ability requirement is requirement Av = 0.99, the penalty cost is calculated as Level(0.99)−

Level(0.92) = 4− 1 = 3. To be noted, the granularity of Level can be changed according to

the specific SLA between the service provider and its customers. Our primary goal is to find

VON mappings which have high availability in order to minimize the penalty cost, while a

secondary objective is to minimize the total link cost used for the VON mapping.
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Table 4.1. Availability level
Level Availability Level Availability

0 [0, 0.9) 5 [0.993, 0.996)
1 [0.9, 0.93) 6 [0.996, 0.999)
2 [0.93, 0.96) 7 [0.999, 0.9993)
3 [0.96, 0.99) 8 [0.9993, 0.9996)
4 [0.99, 0.993) 9 · · ·

In this paper, we address VON mapping under the assumptions that the wavelength

allocated for a VON link must be continuous across the entire physical path on which the

VON link is mapped (wavelength continuity constraint), and the assumption that one virtual

node should be mapped to only one candidate physical node, and one physical node cannot

be mapped to multiple virtual nodes in one VON (one-to-one node mapping constraint).

4.2.3 VON mapping availability analysis under correlated failures

Here we propose a Markov model based approach to analyze the VON availability when

the VON is mapped to a physical optical network with correlated failures. We focus on

links failures and assume that other network components are always available. However, the

following availability analysis and calculation steps can be easily extended to other physical

network component failures.

For example, as shown in Fig. 4.2, a VON with one virtual link is mapped with (L0, L1)

as the working path and (L2) as the backup path. We assume that L0 and L1 are correlated

to each other. We are also given the failure rate and repair rate for each physical links

in the optical network. For example, the independent failure rates of L0, L1 are λ0, λ1,

their correlated failure rate is λ0,1 and the repair rates are µ0 and µ1. We define Ω as the

set of all physical links used by the VON mapping, Φ as the set of all virtual links in the

VON, θ as a set of correlated links used by the VON mapping, and Θ as the set of all

correlated link sets used by the VON mapping. Therefore, we obtain Ω = {L0, L1, L2}, and
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Θ = {{L0, L1}, {L2}}, We can obtain the VON availability from Eq. (4.2) - Eq. (4.4).

AvailV ON =
∑
∀∆,∆⊆Ω

K∆P∆, (4.2)

K∆ =
∧
∀i,i⊆Φ

(Ai,wp,∆

∨
Ai,bp,∆) (4.3)

P∆ =
∏
∀θ,θ⊆Θ

πθ,∆ (4.4)

K∆ = 1 if the VON is still available when all network elements in ∆ fail at the same time,

otherwise, K∆ = 0. P∆ is the probability that all network elements in ∆ fail at the same

time. Ai,wp,∆ (or Ai,bp,∆) is 1 if the working (or backup) path of virtual link i is available

when the physical links in ∆ fail, otherwise it is 0. A virtual link i is available when either

its working path or backup path is available (Ai,wp,∆
∨
Ai,bp,∆), and a VON is available when

all of its virtual links are available (Eq. 4.4).

To calculate P∆, we can construct a Markov model Mθ for each correlated link set θ

based on the correlated links’ failure rates and repair rates. πθ,∆ is the probability of the

state that links in (θ
⋂

∆) fail while other links in θ are available in Mθ. The Markov

model illustrating the failure states for L0 and L1 is shown in Fig. 4.3, where πL0,L1 is

the probability that L0 and L1 is available at the same time, πL0,L1
is the probability that

L0 fails while L1 is not failed, πL0,L1
is the probability that L0 is not failed while L1 fails,

and πL0,L1
is the probability that L0 and L1 fail at the same time. Consider the failure set

∆ = {L0, L2}. We obtain P∆ = πL2
πL0,L1

. Since the working path and backup path fail at

the same time, K∆ = 0 in this case. We can enumerate all the cases and finally calculate

the availability for the VON mapping. Note that the probability that many fiber links fail

simultaneously is fairly low; therefore, we can place a limit on the number of links that fail

at the same time in order to reduce the calculation complexity.
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Figure 4.2. Availability calculation example

4.3 Maximum-availability VON mapping under correlated failures without pro-

tection

In some cases, it may be possible to satisfy the availability requirement for a VON without

providing any additional protection. Therefore, to minimize the total penalty cost and the

total physical link cost, we first attempt to find the maximum-availability VON mapping

under correlated failures without any protection, and we check to see whether or not the

availability requirement is met. We assume that there are sufficient wavelength resources for

each physical link, and do not consider the wavelength allocation in this step. In the following

subsections, we present variations of the Steiner tree problem and then show how these

problems are equivalent to the problem of finding a maximum-availability VON mapping

under correlated failures.

4.3.1 Problem transformation

Given a physical optical network with a correlated links set Ls with several correlated links,

we can calculate the availability that one or many links in Ls are used based on the above
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(a)

(b)

Figure 4.3. Markov model for correlated links L0 and L1

Markov analysis model. As shown in Fig. 4.4, the availability of L0 is a0 = πL0,L1 + πL0,L1
,

the availability of L1 is a1 = πL0,L1 +πL0,L1
, and the availability of L2 is a2 = πL2 . Note that

the availability that L0 and L1 are used at the same time is a0,1 = πL0,L1 .

We use the notation a∆ to represent the availability when the links in ∆ (∆ ∈ Ω and

∆ 6= ø) are used at the same time. Then we construct an availability-based graph Ga(Ns, w)
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Figure 4.4. Availability-based graph

in which the link weights are determined by

w∆ = − log a∆ (∆ ∈ Ω,∆ 6= ø) (4.5)

4.3.2 STP-CC and GSTP-CC

We first introduce the Steiner tree problem under correlated cost (STP-CC). The STP-

CC problem differs from existing work on Steiner trees in that it considers correlated costs

among different edges in the graph. Each correlated cost is represented by a set of edges

and a corresponding cost for the set, such that if all of the edges in the set are included in
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the final solution, the set cost is incurred rather than the sum of individual edge costs. The

STP-CC is described as follows:

Definition 1. STP-CC: Given a graph G = (V,E) with both independent and correlated

edge weights, and a collection of terminal nodes of t1, t2, . . . , tk ∈ V , find a minimum-weight

connected subgraph of G that connects each terminal node.

Considering that one terminal node may have several candidates, we also introduce the

group Steiner tree problem under correlated costs (GSTP-CC) as follows:

Definition 2. GSTP-CC: Given a graph G = (V,E) with both independent and correlated

edge weights and node weights, and a collection g1, g2, . . . , gk ⊂ V of node sets called groups,

find a minimum-weight connected subgraph of G that contains at least one node from each

group.

Therefore, based on the above defination, we have the following conclusion:

Theorem 2. Given a VON request without any protection and given several candidate nodes

for each virtual node, the VON’s maximum availability mapping is the solution to the GSTP-

CC in the graph Ga(Ns, w), where the groups g1, g2, . . . , gk are the sets of each virtual node’s

candidate nodes.

Proof. We prove Theorem 1 by contradiction. Assume that the total link cost of the group

Steiner tree under correlated cost is C, and the availability of the mapping is A = e−C . If

the maximum availability mapping is not its group Steiner tree under correlated cost in the

graph Ga, there must be a mapping with availability Ā > A, therefore, the total link cost of

this solution C̄ < C. This implies that there is one connected subgraph with less cost than

the current group, which contradicts the definition of the GSTP-CC.
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Figure 4.5. Nodal correlated failures in network

4.3.3 A special case: GSTP-NCF

A special case of GSTP-CC is the case in which only links incident to the same node are

correlated. We refer to this problem as the group Steiner tree problem under nodal correlated

failures (GSTP-NCF). We define Ψ as a set of links that share a correlated failure. Note

that under the condition of nodal correlated failures, the links in Ψ must all be incident to

a common node. As shown in Fig. 4.5, Ψ1 contains correlated links link2,1, link2,3, and

link2,4 which are all incident to node2, while Ψ2 contains correlated links link5,3 and link5,4,

which are both incident to node5. The assumption of nodal correlated failures is reasonable,

since links that share a node usually have higher correlation than links that do not share a

common node. We assume that there is no overlapping links among different Ψ.

4.4 Approximation algorithm for GSTP-NCF in VON mapping

In this section, we focus on GSTP-NCF, and propose an approximation algorithm that guar-

antees availability within an approximation ratio. A possible solution for the general GSTP

problem (not considering correlated cost) is to approximate the graph metric by a distribu-

tion over trees [4], and it has been proved that any metric space can be probabilistically-

approximated by hierarchically well-separated trees (HST) with a polylogarithmic distortion.

We extend the work in [3] to solve GSTP-NCF in VON mapping by guaranteeing that

(Ns, w) in the auxiliary graph Ga(Ns, w) of the physical network graph is a metric space.
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Based on the nodal correlated failures assumption in the physical optical network [75], we

can prove that (Ns, w) in Ga(Ns, w) is a metric space when the availability of the physical

links is high enough.

Theorem 3. (Ns, w) is a metric space when

π0 >

√
5 + 1

2
≈ 0.618 (4.6)

where π0 is the availability when any two of the nodal correlated links are available at

the same time.

Proof. See the Appendix.

We observe that typical network components have availability higher than 0.9, and there-

fore, the GSTP-NCF in VON mapping can easily satisfy the above conclusion.

We refer to [4] and have the following theorem:

Theorem 4. Every metric space M over a weighted connected graph V with n vertices can be

α-probabilistically-approximated by a set of hierarchically well-separated trees (HSTs), where

α = O(log n log log n) in polynomial time.

Finally, we address GSTP-NCF based on Naveen’s approach [25] of the general GSTP,

and we have the following result:

Theorem 5. Given weighted connected graph G with correlated cost, for any ε > 0, we

can find a group Steiner tree whose cost is O(logN log n log log n log k) times the cost of the

optimal tree with probability 1-ε in polynomial-time, where N is the maximum size of a group,

k is the number of groups, and n is the number of vertices.

4.5 Heuristic algorithms for GSTP-CC in VON mapping

For the more general GSTP-CC, We propose the following two heuristic algorithms, the

Contract-based GSTP-CC algorithm and the Replace-based GSTP-CC algorithm. The de-

tails of the proposed algorithms are as follows.
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4.5.1 The Contract-based GSTP-CC algorithm for VON Mapping

The proposed Contract-based GSTP-CC algorithm is a variant of the algorithm proposed

in [43] which didn’t consider correlated cost among different edges. The main idea of the

Contract-based GSTP-CC algorithm is to iteratively merge the trees into large trees until

there is only one tree that connects all the nodes while considering the correlated cost during

each merge step.

We are given the topology graph G = (V,E), and a set of trees, T , each tree t ∈ T is not

connected to the others, and each node v ∈ V belongs to only one tree. We define a density

factor for a node v ∈ V in each iterative step as following:

Fv = min

∑
∀t∈S

Dv,t

NS

, (4.7)

where S is a subset of T , NS is the number of the trees in S, and Dv,t is the distance between

node v to the tree t. Different from the case that there is correlated cost in G, we calculate

Dv,t by choosing the minimium distance among the K shortest paths between node v and

the tree t without considering the correlated cost.

Based on the density factor above, we propose the Contract-based GSTP-CC algorithm

as follows. We first construct an auxiliary graph Gaux by adding an auxiliary node for each

virtual node, and connecting the auxiliary node with its candidate nodes. After determining

the node and trees with the minimum density factor, we then connect the node and those

trees with the shortest paths until all the nodes in G are connected. The details of the

Contract-based GSTP-CC are described in Algorithm 4.5.1.

4.5.2 The Replace-based GSTP-CC algorithm for VON Mapping

The above Contract-based GSTP-CC algorithm tries to merge the trees into large trees step

by step, and the solution in the previous steps is fixed, and cannot be changed. However,

when we consider the correlated cost among different eges, the previous solution may be
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Algorithm 1 The Contract-based GSTP-CC algorithm
Input:
1: The topology graph G with node set V
2: A set of groups P , with each group containing several candidate nodes

Output: Mapping solution
Initialization :

3: The tree set T := {}
4: Construct an auxiliary graph Gaux by:
5: for ∀groupi ∈ P do
6: Add one auxiliary node va in G
7: for ∀v ∈ groupi do
8: Connect va and v
9: costva,v ←∞
10: end for
11: Create a new tree ti with node va
12: Add ti to T
13: end for

Main steps :
14: while T has more than one tree do
15: min := 0, Fmin =∞, Smin := {}
16: for ∀i ∈ V do
17: for each subset S of T do
18: Calculate Fi = (

∑
∀s∈S

Di,s)/NS

19: if Fi < Fmin then
20: min← i, Fmin ← Fi, Smin ← S
21: end if
22: end for
23: end for
24: for ∀s ∈ Smin do
25: Connect node vmin to tree S with the shortest path
26: end for
27: end while
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updated to get a better result. Therefore, we propose another approach, the Replace-based

heuristic algorithm, to address the general GSTP-CC problem for VON mapping. This

approach differs from the Contract-based algorithm, which merges trees, in that it iteratively

improves the result when a new node is added to the tree.

In this approach, we introduce a new metric, node factor ηk, for physical node k, which

is the sum of the cost of the minimum-cost paths from node k to each of the auxiliary nodes.

Note that correlated cost among different edges in G is not considered when calculating ηk.

Similar to the Contract-based GSTP-CC algorithm, we first build an auxiliary graph Gaux

by adding an auxiliary node for each virtual node, and then we connect the auxiliary node to

its candidate nodes. We then build a tree to connect all the auxiliary nodes, and refine the

result if the minimum cost is less than current result. The details of the proposed algorithm

are described in Algorithm 4.5.2.

4.6 Heuristic algorithms for VON Mapping with protection under correlated

failures

We aim to minimize the penalty cost by providing dedicated path protection for the VON

request if the VON mapping from previously-introduced algorithms does not meet the spec-

ified VON availability requirement. When the dedicated path protection is provided in the

VON mapping, correlated failures can affect the availability of the VON mapping in several

different ways. As show in Fig. 4.6, the availability of the VON mapping can be affected

by correlated failures among physical links that are on the same working (or backup) path

(l1,2, l2,3 of type 1), or correlated failures among physical links where some links are on the

working path and other links are on the backup path (l3,4, l4,5 of type 2), or a combination of

those two cases (l2,3, l3,4, l4,5 of type 3). Therefore, we need take different types of correlated

failures into consideration when addressing the VON mapping problem with protection over

physical optical network under correlated failures.
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Algorithm 2 The Replace-based GSTP-CC algorithm
Input:
1: The topology graph G with node set V
2: A set of groups P , and each group has several candidates

Output: Mapping solution
Initialisation :

3: The minimum total weight Cm :=∞
4: Auxiliary nodes set Θ := {}
5: for ∀k ∈ G do
6: Calculate ηk for node k
7: end for
8: Sort each node based on ηk in ascending order, and store in list Γ
9: Construct an auxiliary graph Gaux by connecting ηk with each candidate node
10: Construct another graph Gmst with all the nodes in Θ by connecting each nodes with

the shortest cost paths
Main steps :

11: while Θ 6= ∅ do
12: τ := the first node in Γ
13: for ∀θ ∈ Θ do
14: Calculate K shortest paths ζτ,θ,k from τ to θ
15: end for
16: for one shortest paths combination between τ and Θ do
17: for ∀θ ∈ Θ do
18: for each node θm along ζτ,θ,k do
19: if θm ∈ Θ then
20: connect τ and θm in Gmst

21: end if
22: end for
23: end for
24: Find the minmum spanning tree of Gmst with weight Cv
25: if Cv < Cm then
26: Cm = Cv
27: Remove τ from Θ
28: else
29: Roll back Gmst

30: Move τ to the end of Γ
31: end if
32: end for
33: end while
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Figure 4.6. Different types of correlated failures in physical optical network

Based on the contract-based GSTP-CC algorithm and the replace-based GSTP-CC al-

gorithm, we propose two heuristic algorithms to find a VON mapping with the objective of

minimizing the penalty cost and the total link cost. The main framework of the proposed

heuristics is to first find the VON mapping with the maximum availability without any pro-

tection by addressing the GSTP-CC problem, and then to provide dedicated path protection

for the VON request if its availability requirement cannot be met.

4.6.1 The Contract-based VON mapping algorithm with protection

In this algorithm, we firstly apply the Contract-based GSTP-CC algorithm to find out the

maximum availability when there is no protection for VON mapping, and if the availability

cannot meet its requirement, the dedicated protection for each virtual links is provided to

improve its availability. The correlated cost should be considered when finding out the

backup path of the VON virtual links. To be noted that, the wavelength continuity and

consistence constraints are also considered when allocating the wavelength for a working path

and backup path. The details of the Contract-based VON mapping algorithm is described

in Algorithm 4.6.1.

56



Algorithm 3 The Contract-based VON mapping algorithm
Input:
1: The physical optical network Gp with the physical links set PL and each physical link’s

failure rate and repair rate
2: The VON request V with virtual links set V L, virtual nodes set V N , and availability

requirement Areq
Output: VON mapping solution

Main steps :
3: Create an availability graph Ga by:
4: for ∀li ∈ PL do
5: Calculate its availability Ali based on the Markov model
6: Set the metric of each edge i as logAli .
7: end for
8: Apply the Contract-based GSTP-CC algorithm based on Ga to find out the VON map-

ping without protection
9: for ∀vli ∈ V L do
10: for K shortest paths between nodes of vli do
11: if Allocate the wavelength by the First-fit (FF) algorithm successfully then
12: Break;
13: end if
14: end for
15: if vli cannot be mapped successfully then
16: Block this VON request, and return
17: end if
18: end for
19: Calculate current availability of the VON mapping Aact and the total link cost Lt
20: if Aact > Areq then
21: for ∀vl ∈ V L do
22: Find the shortest cost path pls of vl based on Gp

23: if Lc < Lt and Aact > Areq when pls is mapped to vl then
24: Map vl to pls
25: end if
26: end for
27: else
28: for ∀vl ∈ V L do
29: Find the shortest cost path pls as the working path of vl based on Ga

30: Find K-shortest paths BL disjoint with pls
31: Choose the path from BL with highest availability of VON mapping as the backup

path.
32: end for
33: end if
34: return The penalty cost and total physical link cost of the VON mapping
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4.6.2 The Replaced-based VON mapping algorithm with protection

Similar to the Contract-based VON mapping algorithm, the Replaced-based VON mapping

algorithm deploys the Replaced-based GSTP-CC algorithm to find the node mapping and

working path of the VON mapping. We first deploy the Replaced-based GSTP-CC algorithm

to find out the maximium availability when there is no protection for VON mapping, and

dedicated path protection for each virtual links are provided to improve its availability if the

requirement cannot be guaranteed. The correlated coast among different physical links are

also considered. The details of the proposed algorithm are described in Algorithm 4.6.2:

4.6.3 Correlated-failure-unaware VON mapping algorithm

For comparison, we refer to the Mix VON mapping algorithm [46] as the correlated-failure-

unaware VON mapping algorithm and we don’t consider the correlated failures in the physical

optical network. In this approach, we find out the maximium availabiltiy of the VON

mapping by addressing the Group Steiner Tree problem (GSTP), and determine the virtual

node mapping based on the GSTP solution. Each virtual link is mapped to the physical links

by GSTP solution. If current availability of the VON mapping cannot meet the requirement,

a dedicated path protection for each virtual link is provided.

4.7 Numerical results

In this section, we evaluate the performance of the proposed heuristic algorithms in the

24-node U.S. mesh network [68]. For each fiber link, we consider an availability range from

0.999 to 0.99999. Different correlated failures can affect the correlated link’s availability

and finally affect the VON mapping. We assume that one fiber link can be independent or

correlated with one other link or correlated with two other links. We randomly generate the

correlated links in the optical network. We consider four different levels of correlated failure
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Algorithm 4 The Replace-based VON mapping algorithm
Input:
1: The physical optical network Gp with the physical links set PL and each physical link’s

failure rate and repair rate
2: The VON request V with virtual links set V L, virtual nodes set V N , and availability

requirement Areq
Output: VON mapping solution

Main steps :
3: Create an availability graph Ga by:
4: for ∀li ∈ PL do
5: Calculate its availability Ali based on the Markov model
6: Set the metric of each edge i as logAli .
7: end for
8: Apply the Replace-based GSTP-CC algorithm based on Ga to find out the VON mapping

without protection
9: for ∀vli ∈ V L do
10: for K shortest paths between nodes of vli do
11: if Allocate the wavelength by the First-fit (FF) algorithm successfully then
12: Break;
13: end if
14: end for
15: if vli cannot be mapped successfully then
16: Block this VON request, and return
17: end if
18: end for
19: Calculate current availability of the VON mapping Aact and the total link cost Lt
20: if Aact > Areq then
21: for ∀vl ∈ V L do
22: Find the shortest cost path pls of vl based on Gp

23: if Lc < Lt and Aact > Areq when pls is mapped to vl then
24: Map vl to pls
25: end if
26: end for
27: else
28: for ∀vl ∈ V L do
29: Find the shortest cost path pls as the working path of vl based on Ga

30: Find K-shortest paths BL disjoint with pls
31: Choose the path from BL with highest availability of VON mapping as the backup

path.
32: end for
33: end if
34: return The penalty cost and total physical link cost of the VON mapping
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cases shown in Table II and Table III. λ is the failure rate for one physical link with the

unit failures per million hours(fpmh) [20], and we assume that the failure repair rate η

for each physical link is 100000.0 fpmh. For each VON request, the number of virtual nodes

is between 3 and 5, and the bandwidth of virtual links ranges from 2 to 5 wavelengths. We

evaluate the performance considering three different levels of VON availability requirement:

0.999, 0.9999 and 0.99999.

We first evaluate the performance of the Contract-based, the Replace-based, and the

correlated-failure-unaware GSTP-CC algorithms under correlated failures. For comparison,

we also determine the highest possible attainable availability of the GSTP-CC problem by

enumerating all possible VON mapping solutions, which is denoted as Optimal Algorithm.

We assume that there are sufficient wavelength resources and the wavelength allocation is

not considered in the availability calculation. We evaluate the availability of 200 randomly

generated VONs and calculate the geometric mean of the availability. As shown in Table

4.4, the proposed Replaced-based GSTP-cc algorithm performs the best among the heuristic

algorithms for different correlated failure cases. Compared to the Contract-based GSTP-CC

algorithm that merge the trees into large trees until there is only one tree which connect all

the nodes, we iteratively improve the result when incorporating a new node in the Replace-

based GSTP-CC algorithm, which contributes to a higher availability. We also note that

the proposed Contract-based and Replace-based GSTP-CC algorithms perform better than

the Correlated-unware algorithms which shows the impact of correlated failures on the VON

mapping solution.

We then evaluate the total penalty cost based on the penalty Level defined in the Table

4.1 for the proposed VON mapping algorithms. The availability requirement of each VON

request is 0.999, 9.9999, or 0.99999. As show in Figs. 4.7 - 4.8, the Replace-based VON

mapping algorithm performs the best in reducing the penalty cost. The Replace-based VON

mapping algorithm not only deploys the Replace-based GSTP-CC algorithm to find a VON
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Table 4.2. Correlated failure rate for two links (fpmh)
λ1 λ2 λ12

case 1 20.0 20.0 1.0
case 2 1.0 1.0 20.0

Table 4.3. Correlated failure rate for three links (fpmh)
λ1 λ2 λ3 λ12 λ13 λ23 λ123

case 1 30.0 30.0 30.0 1.0 1.0 1.0 1.0
case 2 1.00 1.00 1.00 1.00 1.00 1.00 30.0

mapping without any protection, which contribute to a higher availability, but also considers

the different types of correlated failures for the VON mapping. We also find that correlated

failures can affect the VON mapping availability when comparing the different failure level

cases. We also compare the total link cost used by the proposed algorithms. As shown in

Figs. 4.9 - 4.10, the proposed Replace-based algorithm result in less link cost than other

algorithms because it can provide higher availability, resulting in lower need to provide

dedicated protection for some VON request.

4.8 Conclusion

In this chapter, we address the problem of high-availability VON mapping over a physical

optical network under correlated failures. We introduce the Group Steiner tree problem

under correlated cost (GSTP-CC), and propose the Contract-based and the Replace-based

heuristic GSTP-CC algorithms to address the problem. For a special case, GSTP-NCF,

we propose an approximation algorithm based on hierarchically well-separated trees with an

approximation ratio O(logN log n log log n log k). We solve the VON mapping problem under

correlated failures by providing dedicated path protection based on the proposed GSTP-CC

algorithms. Simulation results demonstrate the efficiency of the proposed algorithms.
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Figure 4.7. Penalty Cost Comparison for Case 1
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Figure 4.8. Penalty Cost Comparison for Case 2
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Figure 4.9. Total Link Cost for Case 1
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Figure 4.10. Total Link Cost for Case 2
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CHAPTER 5

HIGH-AVAILABILITY-GUARANTEED SERVICE FUNCTION CHAIN

MAPPING WITH COLLABORATIVE NETWORK PROTECTION AND

VNF REPLICATION1

Network function virtualization (NFV) provides an efficient and flexible way to deploy net-

work services in the form of service function chains (SFCs) by adopting generalized equip-

ment. However, software-based virtualized network functions (VNFs) bring new challenge for

network operators in providing service availability guarantees. Traditionally, network-level

protection mechanisms are considered separately from function-level VNF backup mecha-

nisms. However, a SFC’s availability cannot be guaranteed if only network-level protection

mechanisms or only function-level VNF backup mechanisms are considered. In this chapter,

we propose a coordinated protection mechanism that adopts both backup path protection

in the network and VNF replicas at nodes to guarantee a SFC’s availability. The proposed

mechanism determines the number of replicas required for each VNF in the SFC, and al-

locates the replicas to physical nodes on the working and backup paths while maintaining

ordered dependency among VNFs. To further improve the SFC request acceptance and re-

duce the total computing and link resource consumption, we also propose an efficient segment

protection mechanism to guarantee each SFC’s availability requirement [47].

5.1 Introduction

With the increasing growth of dynamic services based on technologies such as cloud/fog

computing and big data, a key challenge for network providers is how to flexibly and effi-

ciently deploy new network functions or change existing network services [77]. Traditionally,

1 c©IEEE. Reprinted, with permission, from Jian Kong, Inwoong Kim, Xi Wang, Qiong Zhang, Hakki
C. Cankaya, Weisheng Xie, Tadashi Ikeuchi, and Jason P. Jue. “Guaranteed-Availability Network Function
Virtualization with Network Protection and VNF Replication.” In IEEE Global Communications Conference
(GLOBECOM), 2017.
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network functions are deployed as physical appliances that are tightly coupled with specific

hardware. Physically deployed network functions hinder the rapid deployment of new ser-

vices and result in operational challenges. Network function virtualization (NFV) provides a

more agile network by implementing the virtual network functions (VNFs) in software that

is decoupled from the underlying hardware, and which therefore, significantly decreases the

OPEX and CAPEX. Based on the service provider’s demand, end-to-end network services

may consist of an ordered set of VNFs, and such ordered functions connected by logical links

are referred to a service function chain (SFC)[32].

Availability, which is defined as the fraction of time that a system is providing service

to its users, is an important factor in measuring the quality of service in a network and can

also be applied as a metric to measure the service quality in one SFC. In general, VNFs

are deployed on generalized hardware that may lack the robustness of standard telecommu-

nications equipment. Physical hardware failures may also affect several VNFs in one SFC.

Furthermore, the malfunction of the software-based VNFs and the loss of logical connections

in one SFC may also result in the unavailability of the service[58]. Therefore, software-based

VNFs and flexible SFC mapping bring new challenges for network operators to provide

availability-guaranteed network services. The availability-guaranteed SFC mapping problem

is to determine the mapping of the VNFs in one SFC to guarantee the SFC’s availability.

The availability of both the network service and the SFC can be improved by adopting

different protection mechanisms. Typically, network-layer protection (e.g., backup path)

is provided to improve the availability of traditional network services. For software-based

VNFs (one VNF may be deployed on one virtual machine), several replicas of each VNF can

be provided to guarantee availability[34, 19, 76]. However, existing works provide replicas

for VNFs while ignoring the availability of physical network components. For example, as

shown in Fig. 5.1, consider a SFC with two VNFs mapped to the physical network, and

with an availability requirement 0.999. If there is no network-layer protection, the maximum

68



Figure 5.1. Availability of SFC example

availability of the SFC mapping will be less than the availability of the physical path (around

0.997). Furthermore, if no backup replicas are provided for VNFs, the maximum availability

of the SFC mapping will be less than 0.998. Therefore, only providing backup paths in

the network layer or only allocating replicas for each VNF in the application layer cannot

guarantee the SFC’s availability requirement. In contrast to existing work, we address the

availability-guaranteed SFC mapping problem by considering both path protection in the

network-layer and replicas for each VNF in the application layer in a coordinated manner.

In this chapter, we analyze SFC availability, considering both network link availability

and VNF availability, and we develop an approach for guaranteeing the availability require-

ment of an SFC utilizing both network-layer protection and application-layer VNF replicas.

By analyzing how to distribute VNF replicas between the working path and backup path

in order to maximize the SFC’s availability, we determine the number of replicas for each

VNF in the SFC, and we allocate the replicas to physical nodes while maintaining ordered

dependency among VNFs. To further improve the SFC request acceptance and to reduce the

total computing and link resource consumption, we extend our previous results by proposing

an efficient segment protection mechanism to guarantee each SFC’s availability requirement.

Furthermore, we provide a comprehensive performance evaluation of the proposed algorithms

considering different levels of physical network availability and different levels of VNF avail-

ability.
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The rest of this chapter is organized as follows. In Section 5.2, we present the SFC

mapping problem and show the availability calculation when both network-layer protection

and application-layer VNF replicas are implemented. In Section 5.3, we illustrate the heuris-

tic algorithm for the availability-guaranteed SFC mapping problem, which determines the

working path, the backup path, the number of replicas for each VNF, and how to distribute

the replicas to the working path and the backup path. We also present a replica allocation

algorithm that allocates replicas to the physical nodes in a way that balances the number of

replicas among the nodes. In Section 5.4, numerical results are presented, and we conclude

the chapter in Section 5.5.

5.2 Problem statement

In this chapter, we aim to find an availability-guaranteed SFC mapping, and we investigate

protection mechanisms for increasing SFC availability.

5.2.1 Availability of the SFC mapping

The availability of an SFC can be affected by many factors, such as physical network com-

ponent failures or the malfunction of the virtual machines for one VNF. We categorize these

factors into two different layers: the physical network layer and the application layer. SFC

availability is affected by both the physical network availability and the VNF availability in

the SFC.

Network-layer protection

One possible approach to improve an SFC’s availability is to provide a backup path in the

physical network layer. For example, as shown in Fig. 5.2(a), an SFC is protected with a

dedicated path, and has only one replica for each VNF on the working path and one replica
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Figure 5.2. Different layer protection mechanisms

for each VNF on the backup path. The SFC’s availability can be represented as:

Aw =
∏

αwi
∏

αfi (5.1)

Ab =
∏

αbi
∏

αfi (5.2)

Asfc = Aw + Ab − AwAb <
∏

αfi , (5.3)

where αwi is the availability of physical network component i in the working path , αbi is the

availability of physical network component i on the backup path, and αfi is the availability

of VNF fi.

Application-layer protection

Another way to improve the SFC’s availability is to provide several replicas for each VNF.

As shown in Fig. 5.2(b), the availability of the SFC with ki replicas for one VNF fi can be

represented as:

Asfc =
∏

αpi
∏

(1− (1− αfi)ki) <
∏

αpi , (5.4)

where αpi is the availability of the physical network component i. We note that the SFC’s

availability with only application-layer protection is typically limited by the physical path’s

availability.
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Figure 5.3. Segment protection with VNF replicas mechanism

Coordinated protection

To eliminate the limitations in the above two protection mechanisms, we adopt a coordinated

protection mechanism by providing both physical network-layer path protection as well as

application-layer protection, as shown in Fig. 5.2(c). The SFC availability is calculated as:

Aw =
∏

αwi
∏

(1− (1− αfi)kwi) (5.5)

Ab =
∏

αbi
∏

(1− (1− αfi)kbi) (5.6)

Asfc = Aw + Ab − AwAb, (5.7)

where kwi is the number of replicas for VNF fi on the working path, and kbi is the number

of replicas for VNF fi on the backup path.

Segment protection mechanism

Segment protection is another effective protection mechanism for guaranteeing service [66].

As shown in Fig. 5.3, the computing nodes are connected by the physical network which

consists of physical links and network nodes (e.g., routers, switches, transponders). We

consider one segment as the path between two computing nodes. To improve the resource

utilization, there is no need to provide segment protection for each segment along the SFC’s

72



working path. As shown in Fig. 5.3, the SFC’s working path has three working segment

paths sw1, sw2, and sw3. The working segment sw1 consists of the physical links linkc1,n1

and linkn1,c2 . It’s backup segment sb1 consists of physical links linkc1,n2 and linkn2,c2 .

Given a SFC mapping with segment protection, its availability is calculated as:

Aw =
∏

αsi
∏

(1− (1− αfi)ki) (5.8)

αsi =


∏
aswi w/o SP

1− (1−
∏
aswi)(1−

∏
asbi) with SP ,

(5.9)

where ki is the number of replicas for VNF fi, and αsi is the availability of each segment

path, which depends on the availability of the working segment path aswi and the availability

of the backup segment path asbi if needed.

5.2.2 Problem definition

In this chapter, we focus on the availability-guaranteed SFC mapping problem with coordi-

nated protection. We are given a physical inter-datacenter network G(Vp, Ep), where Vp is a

set of the physical nodes, and CNv is the number of computing resources units at physical

node v ∈ Vp. Ep is the set of the physical links connecting the physical nodes, αl is the

availability of physical link l, and CLl is the link cost of physical link l ∈ Ep.

We are also given a SFC request S(Fs, B, SA), where Fs is a set of the VNFs in the SFC,

CRi is the number of computing resource units required by VNF fi (fi ∈ Fs), and βi is the

availability of the VNF fi. B is the traffic bandwidth, and SA is availability requirement of

the SFC.

In this problem, we aim to find the working path and backup path (if needed) for the SFC

when dedicated path protection is provided, or the working segments and backup segments

when segment protection is provided. We also find the number of replicas for each VNF, and

the placement of replicas along the working and backup path (or segments). The objective is
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to minimize SFC blocking and to minimize the use of computing resources while guaranteeing

the SFC’s availability requirement. In this chapter, we make the following assumptions:

• We consider a generalized inter-datacenter network where VNFs are deployed to phys-

ical computing nodes (datacenters).

• For one specific VNF, its replicas have the same availability and consume the same

amount of computing resources.

5.3 Heuristic algorithm

In this section, we propose heuristic algorithms that guarantee the SFC’s availability by

providing a coordinated protection mechanism. The algorithms first find the physical layer

working path (as well as a backup path in dedicated path protection, or backup segments in

segment protection if needed), then determine the number of replicas for each VNF in the

SFC, and finally deploy the VNF replicas to the physical nodes.

5.3.1 Is there a need to provide physical-layer protection?

Physical layer protection is not needed if the SFC availability requirement can be easily met

using a single path. We propose two different approaches to find the physical layer path(s)

as follows:

Link-cost-based path algorithm

We assume that each VNF has a maximum of L replicas. We first find the shortest path by

deploying Dijkstra’s algorithm in Gl, where Gl is the physical network topology. If the path

can meet the availability requirement with L replicas for each VNF along the path, then there

is no need to provide physical layer protection. Otherwise, we find two link-disjoint paths

with the least total cost as the working path and the backup path by deploying Suurballe’s

algorithm[65].
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Availability-based path algorithm

To maximize the physical layer availability, we propose an availability − based algorithm

by constructing an auxiliary graph Ga, in which the edge weights are determined by the

following transformation:

ci = − logαi, (5.10)

where αi is the availability of physical link li. Given the maximum number L of replicas

for each VNF, we first find the minimum-weight path in Ga and assign this path as the

working path. We then check whether the SFC’s availability can meet its requirement if

each VNF has L replicas along this path. If the SFC’s availability can meet its requirement,

no physical layer protection is needed. Otherwise, we find two link-disjoint paths on Ga

by applying Suurballe’s algorithm. The authors in [63] proved that, given the total length

of two disjoint paths, a greater difference in length between the two paths yields a higher

reliability for the two paths. We follow their conclusion to determine the working path and

the backup path.

In this chapter, we consider that the nodes with computing resources are connected

by fiber links with a specific number of wavelengths. In case that there is not sufficient

wavelengths along the working/backup path, we remove the links without sufficient network

resources from graph Gl or Ga, and apply the above path algorithms to find another possible

solution. The SFC request will be blocked if no solution is found.

5.3.2 How to distribute the replicas between the working and backup paths?

If path layer protection is needed, after finding the working and the backup path, we need

to determine how many replicas are needed for each VNF, and how to distribute the replicas

among the working and backup path. We provide three different algorithms for determining

the number of replicas on each path.
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Vulnerable-vnf-first replicas algorithm

This algorithm attempts to provide replicas for the VNFs that have the lowest availability.

Initially, there is one replica for each VNF on the working path and one replica for each

VNF on the backup path. We first determine the VNF with the lowest availability by using

the following equation:

avnfi = 1− (1− afi)ni (5.11)

where afi is availability of one replica of VNF fi, and ni is the number of replicas of VNF fi

on the working or backup path. After determining the most vulnerable VNF and the path it

belongs to, we provide one additional replica for that VNF along that path, and then check

whether the SFC’s availability is reached. If not, we repeat the process of finding a VNF

with the lowest availability and provide an additional replica for that VNF.

Even if the SFC’s availability can be improved by providing more replicas for each VNF,

it may not be reasonable to provide an unlimited number of replicas due to the physical

node’s computing resource limitation and the cost to the service provider. Based on the

availability calculation (Eq. 5.7), the SFC’s availability is significantly affected by both the

number of replicas for each VNF as well as the distribution of VNFs between the working

path and backup path. For example, in Fig. 5.4, there is a SFC with one VNF f1 mapped

to both the working path and the backup path. The availability of the working path is αw

while the availability of the backup path is αb. There are six replicas for f1. We can allocate

one to five replicas to the working path while the other replicas are allocated to the backup

path. The SFC will have different availability under different replica distribution solutions.

Therefore, we propose the following replica distribution algorithm:

Path-balance replicas algorithm

Given a total of K replicas, we try to determine the distribution of replicas to the working

path and the backup path such that availability is maximum. If availability cannot meet the
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SFC’s requirement, we increase K until the SFC’s availability can be reached. We propose

the following lemma:

Lemma 1: Given a SFC with one VNF, f1 mapped to the working path and the

backup path, the availability αf of VNF f1, the availability α1 of the working path, and

the availability α2 of the backup path. If there are total of K (K > 1) replicas for f1, the

SFC’s maximum availability solution is to distribute kw replicas in the working path and

kb = K − kw replicas in the backup path, where

kw =


bk1c if 0 < bk1c < K

1 if bk1c 5 1

K − 1 if bk1c = K,

(5.12)

and

k1 =
K

2
+

1

2
(log

1
α1
−1

1−αf − log
1
α2
−1

1−αf ). (5.13)

Proof: We assume that the unavailability of f1 is β where β = (1−αf ), and k2 = K−k1

is the number of replicas deployed to the backup path. Therefore, the availability of the SFC

is:

Ac = α1(1− βk1) + α2(1− βk2)− α1(1− βk1)α2(1− βk2)

= α1 + α2 − α1β
k1 − α2β

k2

−α1α2 + α1α2(βk1 + βk2)− α1α2β
k1+k2

= α1 + α2 − α1α2(1 + βK)− α1β
k1

−α2β
k2 + α1α2(βk1 + βk2)

= α1 + α2 − α1α2(1 + βK)− α1α2∆,

(5.14)

where

∆ = βk1

α2
+ βk2

α1
− βk1 − βk2

= ( 1
α2
− 1)βk1 + ( 1

α1
− 1)βk2

= ( 1
α2
− 1)βk1 +

( 1
α1
−1)βK

βk1

= 2
√

( 1
α2
− 1)( 1

α1
− 1)βK .

(5.15)
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Therefore, the function Ac reaches the peak point (maximum availability) when the

following holds:

(
1

α2

− 1)βk1 =
( 1
α1
− 1)βK

βk1
. (5.16)

We obtain:

k1 =
K

2
+

1

2
(log

1
α1
−1

β − log
1
α2
−1

β ). (5.17)

The conclusion holds. �

Lemma 2: Given the same conditions as in Lemma 1, we assume that there are at

least two replicas (kw > 1 and kb > 1) for one VNF f1 on the working path and at least

two replicas on the backup path. If we can reduce two replicas of the VNF f1, the SFC’s

maximum availability solution is to remove one replica each from both the working path and

the backup path.

Proof: As shown in Eq. 5.17, the SFC’s availability is maximized when:

kw − kb = log
1
α1
−1

β − log
1
α2
−1

β , (5.18)

which means that the difference between the number of replicas on the working path and

the number of replicas on the backup path is a fixed number. Therefore, if the total number

of replicas of VNF f1 is reduced by two, we can remove one replica from the working path

and another one from the backup path to keep the SFC’s availability maximized. �

Vulnerable-vnf-path-balance replicas algorithm

Different from the vulnerable-vnf -first replicas algorithm, this algorithm determines the

VNF with the lowest availability by considering the replicas on the working path and the

backup path together. Initially, each VNF has one replica on the working path and one

on the backup path. We determine the VNF fi with the lowest availability based on Eq.

(5.11), where ni is the total number of replicas of VNF fi on the working path and backup

path combined. We increase the number of replicas of fi, distribute these replicas among
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the working path and the backup path based on Lemma 1, and repeat to find the replicas

for all VNFs until the SFC’s availability can meet its requirement.

5.3.3 Seg-vnf algorithm

Segment protection (SP) is an efficient protection mechanism to improve the availability of

the service while reducing the resource consumption. To further improve the availability

of the SFC and reduce the total computing resources and links resources consumption, we

propose a coordinated segment protection mechanism in the network layer as well as VNF

replicas protection in the application layer. The details are as follows:

1. Determine the working path based on the availability-based route selection, and sep-

arate the working path into several segments, where each segment is the physical path

between two adjacent computing nodes along the working path.

2. Determine the segment si with the lowest availability among the segments not pro-

tected, and also determine the VNF fi which has the lowest availability among all the

VNFs. If asi < afi , provide segment protection for segment si, otherwise, provide one

more replica for VNF fi.

3. Repeat the above step until the availability of the SFC request can meet its require-

ment. Block the SFC request if the availability of the SFC request cannot meet its

requirement when all the segments are protected and the total number of replicas reach

the maximum threshold.

5.3.4 Replicas balance deployment algorithm

After determining the working path (and backup path if needed) and the number of replicas

for each VNF on each path, we deploy the replicas to the physical nodes in a way that

balances the number of replicas among the nodes[8, 54].
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Lemma 3: Assume there are unlimited computing resources on each physical node. We

are given an SFC consisting of a set of VNFs without dependency among the VNFs, and the

SFC is mapped to two link-disjoint paths as its working chain and backup chain. For VNF

fi, there are nwi replicas in the working chain and nbi replicas in the backup chain. The

availability of the SFC will not be affected by how the nwi replicas are deployed along the

physical nodes on the working chain or how the nbi replicas are deployed along the physical

nodes of the backup chain. In other words, we can deploy the replicas of the VNFs on the

working path (or backup path) to any physical nodes along the working path (or backup

path) without changing the SFC’s availability.

Proof: As shown in Eq. 5.7, we see that the availability of the SFC is determined by

the physical path availability and each VNF’s availability. For example, there is a SFC with

one VNF f1, as shown in Fig. 5.4. There are four replicas for f1 on the working path and

two replicas on the backup path. Given the two link-disjoint paths as the mapping of the

working path and the backup path, we can deploy the four replicas on the working path to

Node1 or Node2 along the working path without changing the SFC’s availability. �

Furthermore, if some VNFs are dependent on other VNFs in the SFC, we can also

conclude that the replicas of the working chain can be mapped to the physical nodes in the

working path without changing its availability as long as the dependencies among the VNFs

are maintained.

Therefore, after the number of replicas on the working path (and the number of replicas

on the backup path) is determined, we can deploy the replicas for the working and backup

chains separately without changing the SFC’s availability. We provide an example to show

the details of the replica deployment along the working path. As shown in Fig. 5.5, there is

a SFC S with four VNFs, f1, f2, f3, and f4. The number of replicas for the four VNFs are

3, 2, 2, 3, and the replica computing resource unit requirements are 2, 2, 1, and 1. There

may also be dependencies among different VNFs. In this example, f3 is dependent on f1

80



Figure 5.4. Replicas distribution among the working and backup paths

(f1 → f3), and f4 is dependent on f2 (f2 → f4). S is mapped to a physical network with

two nodes, and the available number of computing resource units at Node1 and Node2 is 10

and 8, respectively.

As shown in Fig. 5.6(a), we first separate the SFC into several sub-chains according to

the dependencies s1 (f1 → f3) and s2 (f2 → f4). Then we construct a set Θ by choosing the

first VNF from each sub-chain (f1 from s1 and f2 from s2). Then we deploy the replicas of

the VNF with the maximum total resource consumption to Node1 and then update Θ and

each node’s available capacity, as shown in Fig. 5.6(b). We can deploy all the VNFs to the

nodes in the same way, as shown in Fig. 5.6(c),(d),(e). Note that, if the available capacity of

one node cannot support all the replicas of one VNF, we deploy as many replicas as possible

in the current node, and then allocate the remaining replicas to the following node.

5.3.5 SFC mapping heuristic algorithms

Based on the above analysis and details, we propose the following algorithms to address the

availability-based SFC mapping problem. The Avail-bal, Avail-vul and V vpb algorithms

utilize availability-based route selection, while LC-bal and LC-vul utilize link-cost-based

route selection. For determining the number of replicas and the distribution of repli-

cas between the working and backup paths, Algorithms Avail-bal and LC-bal utilize the
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Figure 5.5. VNFs with dependency

path-balance replicas algorithm, whileAvail-vul and LC-vul algorithms utilize the vulnerable-

vnf -first replicas algorithm. The V vpb algorithm utilizes the vulnerable-vnf -path-balance

algorithm. The Seg-vnf algorithm utilizes availability-based route selection to determine

the working and backup segment paths. All of the proposed heuristics use the same balance

deployment algorithm for determining at which node along a path replicas should be de-

ployed. A summary of the proposed heuristics is shown in Table I. To show the efficiency of

the proposed heuristic algorithms, we also find out the optimal solution for comparison. In

Ded-opt algorithm, we enumerate all possible mapping solutions without any protection and

with dedicated protection. Then we choose the maximum SFC request acceptance rate, the

minimum total computing resource, and the minimum total link cost as the optimal value for

comparison. Similarly, we enumerate all possible mapping solutions without any protection

and with segment protection in Seg-opt algorithm.

5.4 Performance evaluation

In this section, we evaluate the performance of the proposed heuristic algorithms in terms of

the SFC request acceptance rate, total computing resources, and total physical link resources
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Figure 5.6. Replicas deployment example

Table 5.1. Summary of the proposed heuristic algorithms
Algorithms Route selection Replicas # and distribution Replica deployment

Avail-bal algo. availability-based path-balance replica balance
Avail-vul algo. availability-based vulnerable-vnf -first replica balance

Vvpb algo. availability-based vulnerable-vnf -path-balance replica balance
LC-bal algo. link-cost-based path-balance replica balance
LC-vul algo. link-cost-based vulnerable-vnf -first replica balance
Seg-vnf algo. availability-based vulnerable-segment-vnf replica balance
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in the 24-node U.S. mesh network. The request acceptance rate is define as the fraction of

SFC requests for which the availability requirement can be met.

5.4.1 Experimental environment

In this section, we evaluate the performance of the proposed heuristic algorithms in the

24-node U.S. mesh network, as shown in Fig. 5.7. Each node represents a computing node,

and they are connected by fiber links. Every fiber link accommodates 4 THz of bandwidth

and a frequency slot occupies 12.5 GHz. Therefore, there are 320 wavelengths on each fiber

link [68]. We randomly generate 100 SFCs with the availability requirement ranging from

0.99 to 0.9999. The traffic bandwidth of each SFC request ranges from 1 to 3 wavelengths.

There are 10 types of VNFs with the required number of computing resource units for each

VNF ranging from 1 to 3. The number of the VNFs in each SFC is determined randomly

and ranges from 2 to 6. We consider three scenarios, each which has a different level of

physical network availability, to evaluate the performance of the proposed algorithms. In

the low availability level case, the availability of the physical links is randomly generated

from 0.99 to 0.999, in the medium availability level case, the availability of the physical links

ranges from 0.999 to 0.9999, and in the high availability level case, the availability of the

physical links ranges from 0.9999 to 0.99999. For each of the different availability level cases,

we evaluate the performance of the proposed algorithms for cases in which the availability

of the VNFs is 0.99, 0.999, and 0.9999.

5.4.2 SFC request acceptance

We first evaluate the performance of the algorithms in terms of the SFC request accep-

tance rate in the physical network with low, medium, and high levels of availability. If

one SFC’s availability cannot be met even when the backup path and the VNF replicas

are provided, the SFC request is blocked. For the physical networks with different levels

84



Figure 5.7. 24-node U.S. mesh network

of availability, the availability of each VNF is set to 0.99, 0.999 and 0.9999 for comparison.

If we consider that dedicated path protection if needed, as shown in Fig. 5.8, we observe

that path-balance based algorithms perform better than the greedy vulnerable-vnf based

algorithms. In path-balance algorithms, we try to find a higher availability SFC mapping

by distributing the replicas of the VNFs among the working chain and the backup chain

based on the theoretical analysis in Lemma 1. A higher availability of the SFC means that

we can remove some replicas to further reduce the computing resources while guaranteeing

the SFC’s availability. Comparing between Avail-bal and LC-bal (or Avail-vul and LC-vul)

algorithms, we observe that the availability-based approach contributes to finding the paths

with higher availability, which results in a lower blocking ratio. In addition, to show the

efficiency of the proposed availability-based approach, we also find out the optimal accep-

tance rate with Ded-opt algorithm and Seg-opt algorithm under the low availability level of

physical network with the availability from 0.99 to 0.999, as shown in Fig. 5.8.

Furthermore, the Seg-vnf algorithm performs the best among the proposed algorithms

to guarantee the availability of the SFC requests, especially in physical networks with low

and medium availability levels. In the Seg-vnf algorithm, it is possible to provide protection

only for the segments with vulnerable physical network components, therefore increasing the

availability of the SFC, which results in a lower blocking ratio. We also observe that the
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Figure 5.8. SFC requests acceptance rate in the low availability level of physical network
(0.99-0.999)
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Figure 5.9. SFC requests acceptance rate in the medium availability level of physical network
(0.999-0.9999)
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Figure 5.10. SFC requests acceptance rate in the high availability level of physical network
(0.9999-0.99999)
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blocking of SFC requests decreases with an increase in the availability of the physical network

(from low level case to medium level case to high level case). Therefore, the availability of the

network components cannot be ignored when guaranteeing the SFC’s availability, especially

when the availability of the network component is not high enough. Most of the SFC requests

are blocked when the availability of the VNFs and the physical network components are low,

and the required availability of the SFC is high (0.9999 or 0.99999). The availability of

SFC requests can be easily guaranteed when the availability of the physical network and the

availability of VNFs is high.

5.4.3 Computing resource consumption

We next evaluate the performance of the proposed algorithms in terms of the total cost

of computing resources. If there is no dedicated path protection or there is segment path

protection, the cost of computing resources is calculated as follows:

Ccomputing =
∑

NfiUfi , (5.19)

where nfi is the total number of replicas for VNF fi, and Ufi is the computing resource units

required for each VNF replica.

If dedicated path protection is provided, the total cost of computing resources for one

SFC request is calculated as follows:

Ccomputing =
∑

WfiUfi +BfiUfi , (5.20)

where Wfi and Bfi are the total number of replicas for VNF fi along the working path and

the backup path, respectively, and Ufi is the computing resource units required for each VNF

replica.

We compare the total cost of computing resources when the availability requirement of

each SFC is 0.99. The availability of the VNFs ranges from 0.9 to 0.9999. In this case,
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the availability of all SFC requests can be guaranteed when the availability level of the

physical network is medium or high. We ignore the low availability level case because the

availability requirement of some SFC requests cannot be guaranteed. We also find out

the optimal(minimum) computing resources consumption by enumerating all possible work-

ing/backup path and replica allocation solutions. As shown in Fig. 5.11, we observe that

the path-balance replica based algorithms (Avail-bal and LC-bal) as well as the Seg-vnf

algorithm have almost similar performance, and consume the least computing resources be-

cause those algorithms can maximize the SFC’s availability, and therefore reduce the number

of replicas. In addition, the above algorithms can approximate to the optimal computing

resources best. As shown in Fig. 5.11, the proposed path-balance based algorithms and

Seg-vnf algorithm can reduce the total computing resources by more than 50% compared

to the other approaches when the availability of each SFC request is 0.999 and 0.9999.

5.4.4 Link cost consumption

We finally evaluate the performance of the algorithms in terms of the total link cost. The

total link cost is calculated as follows:

Clink =
∑

WiBw +BiBw, (5.21)

where Bw is the number of wavelengths of one SFC request, Wi is the length of the physical

link i along the working path (or segment working path i in segment protection), Bi is the

length of the physical link i along the backup path (or segment backup path i in segment

protection).

We compare the results when the SFC’s availability is 0.99 (there is no request blocking

under the medium and high availability levels of the physical network). As shown in Fig.

5.12, the link-cost-based algorithms consume less link resources than the availability-based

algorithm, and approximate the optimal value the best because they attempt to find the
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Figure 5.11. Total computing resources when the availability requirement of each SFC
request is 0.99
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shortest cost paths, and the Seg-vnf algorithm performs the best in reducing the total

link cost. Compared to dedicated path protection, the segment protection mechanism only

provides protection for partial segments, and therefore can further reduce the total link cost

when the availability of SFC requests can be guaranteed.

5.5 Conclusion

In this chapter, we consider the problem of availability-guaranteed service function mapping,

and provide an efficient coordinated protection mechanism to guarantee each SFC’s avail-

ability. By analyzing how to distribute the replicas of one VNF to the working path and

the backup path in order to maximize the SFC’s availability, we propose efficient heuristic

algorithms to determine the number of the replicas for each VNF of the SFC, and then

allocate the replicas to the physical node by considering the dependencies among different

VNFs. To further reduce the SFC request blocking and the total computing and link re-

source consumption, we propose an efficient segment protection mechanism to guarantee

each SFC’s availability requirement. Numerical results show that the algorithms based on

the path-balance replica algorithm perform better among the dedicated path protection

algorithms, and the proposed Seg-vnf algorithm performs the best in terms of reducing the

total computing resources as well as reducing the SFC blocking.
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CHAPTER 6

GUARANTEED-AVAILABILITY NETWORK FUNCTION

VIRTUALIZATION IN INTER-DATACENTER NETWORKS1

In this chapter, we consider the availability of the datacenter’s network elements, and we

propose a coordinated protection mechanism that adopts both backup path protection and

SFC replicas distributed among datacenters to support high availability while reducing total

cost [48].

6.1 Introduction

Network function virtualization (NFV) provides an efficient and flexible way to deploy service

function chains (SFCs) consisting of a chain of connected network services that are deployed

as software containers over general-purpose computing hardware [33]. However, software-

based virtualized network functions (VNFs) bring new challenge for network operators in

providing service availability guarantees. Traditionally, network-level protection mechanisms

are considered separately from function-level VNF backup mechanisms.

However, a SFC’s availability cannot be guaranteed if only network-level protection mech-

anisms or only function-level VNF backup mechanisms are considered. Furthermore, when

SFCs are deployed in inter-datacenter networks, the physical network elements, such as core

routers and inter-datacenter fiber links, as well as aggregation switches and intra-datacenter

links within datacenters have a significant impact on the availability of the SFC [34, 70].

Therefore, the datacenter’s infrastructure and the availability of its network elements should

also be considered. In this chapter, we address the availability-guaranteed SFC mapping

1 c©IEEE. Reprinted, with permission, from Jian Kong, Inwoong Kim, Xi Wang, Qiong Zhang, Weisheng
Xie, Hakki C. Cankaya, NannanWang, Tadashi Ikeuchi, and Jason P. Jue. “Guaranteed-Availability Network
Function Virtualization in Inter-Datacenter Networks.” In Optical Fiber Communication Conference and
Exhibition (OFC), 2018.
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problem in inter-datacenter networks, while also considering the availability of a datacen-

ter’s internal network elements. We propose the concept of SFC replicas and develop a

coordinated protection mechanism that adopts both backup path protection in the network

and SFC replicas distributed among different datacenters to guarantee a SFC’s availability.

6.2 Problem statement

We are given a physical inter-datacenter network G(Dp, Interp), where Dp is a set of the

datacenters, and Interp is the set of the physical links connecting the datacenters. Vv is the

set of the network elements (e.g., core routers, aggregation switches), Intrav is the set of

intra-datacenter links, and Rv is the number of the computing resources units at datacenter

v ∈ Dp. al is the availability of the network element l. We are also given a SFC request

S(Fs, B, SA), where Fs is a set of the VNFs in the SFC, CRi is the number of computing

resource units required by VNF fi ∈ Fs, and ai is the availability of the VNF fi. B is the

traffic bandwidth, and SA is availability requirement of the SFC.

The problem is to find the working path and backup path (if needed) for the SFC, the

number of replicas for each VNF, and the placement of replicas in different datacenters along

the working and backup path. The objective is to maximize the SFC request acceptance

and to minimize the use of computing resources while guaranteeing the SFC’s availability

requirement. In this chapter, we assume that for one specific VNF, its replicas have the

same availability and consume the same amount of computing resources.

6.3 Availability analysis and calculation

To calculate the availability of a SFC mapping, we consider each VNF’s availability as well

as the availability of all network elements used by the SFC. One strategy for maximizing

availability is to place the different VNFs of a SFC close to each other within the same data-

center to minimize the datacenter internal consumed bandwidth and number of interconnect
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Figure 6.1. SFC in inter-datacenter network

Figure 6.2. Chain replica instance
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hops [34]. We initially consider the case in which replicas of a given VNF are also deployed

close to each other at the same datacenter, but on different servers connected to the same

aggregation switches. If a datacenter doesn’t have sufficient resources, the remaining VNFs

and their replicas are mapped to another datacenter along the path. As shown in Fig. 6.1,

the SFC is mapped to Path 1 (red line), which spans several inter-datacenter links. VNFs

f1, f2, and f3 and their replicas are mapped to DC1, and f4 is mapped to DC2. Θ is the set

of inter-datacenter switches and links used by the SFC, and Ω is the set of datacenters used

by the SFC. Φm is the set of VNFs mapped to datacenter m, and ∆m is the set of intra-

datacenter links used by the SFC in datacenter m. The availability of the SFC mapping

is:

aSFC =
∏
i∈Θ

ainteri ·
∏
m∈Ω

(
∏
j∈∆m

aintram,j ·
∏
i∈Φm

(1− (1− ai)ni,m))) <
∏
i∈Θ

ainteri , (6.1)

where ainteri is the availability of the inter-datacenter link i, aintram,j is the availability of

the intra-datacenter link j in datacenter m, ai is the availability of NFV fi, and ni,m is the

number of replicas of NFV fi at datacenter m.

Note that placing all replicas of a given VNF within the same datacenter may not be the

best approach for maximizing availability, since all of the replicas may be simultaneously

affected by failures within the datacenter. An alternate approach is to place replicas of a

given VNF in different datacenters. When all of the VNFs of a SFC are placed within a

single datacenter, we refer to this set of VNFs and their replicas as a single SFC replica. For

example, in Fig. 6.1, we deploy two SFC replicas to Path 2 (blue line), one is mapped to

DC5 and the other is mapped to DC6. We assume that the SFC is available only when any

one of its SFC replicas is available. Thus, its availability is:

aSFC =
∏
i∈Θ

ainteri · (1−
∏
m∈Ω

(1− (
∏
j∈∆m

aintram,j ·
∏
i∈Φm

a
ni,m
i ))) <

∏
i∈Θ

ainteri . (6.2)

From Eq. 6.1 and Eq. 6.2, we observe that aSFC <
∏
ainteri when no backup path is

provided for the SFC. If the availability requirement of the SFC is high, path protection
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should be provided. The availability of the SFC mapping when there is dedicated path

protection is: aSFC = aw + ab− awab, where aw is the availability of the SFC mapped to the

working path, and ab is the availability of the SFC mapped to the backup path.

6.4 SFC mapping heuristics

Based on the availability analysis of the SFC mapping, we observe that the availability of one

SFC mapping depends on the number of the replicas of VNFs as well as the path(s) for the

SFC. Therefore, we propose several heuristic algorithms to guarantee the SFC’s availability.

The main idea is to determine the working path with the highest availability, and then

determine the replicas of the VNFs or the SFC replicas. If the availability requirement of

the SFC is high, dedicated protection is provided to guarantee its availability.

6.4.1 Node availability

When determining a path for a SFC, it is desirable to find a path that contains links and

nodes with high availability. By setting weights of links and nodes to -log ai, where ai is

the availability of link or node i, we can apply Djikstra’s algorithm to find a maximum-

availability path. There is no single way to define a node’s availability, since the availability

depends on whether the SFC utilizes the datacenter at a node for its VNFs, in which case the

availability will depend on the datacenter’s internal elements, or the SFC merely bypasses

the node, in which case the availability depends only on the availability of the node’s core

router. We consider three approaches for approximating a node’s availability:

Evaluation 1: find the intra-datacenter path with the lowest availability from the core

router to the servers, and set its availability as the node’s availability, as shown in Fig.

6.3(a).

Evaluation 2: choose the availability of the core router that connects the datacenter to

the other datacenters, as shown in Fig. 6.3(b).
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Figure 6.3. Datacenter availability evaluation

Evaluation 3: ignore the node’s availability by setting it to 1.0.

6.4.2 SFC replica instance

Based on the definition and availability analysis of the SFC replicas, an efficient way im-

proving the SFC’s availability is to provide several SFC replicas, and then distribute them

to different datacenters. However, we also need to determine the number of replicas of each

VNF in each SFC replica. For example, given a SFC with an availability requirement of

0.985 and three VNFs, f1,f2 and f3 with availabilities a1 = 0.999, a2 = 0.99, a3 = 0.999, a

possible solution is that each VNF has one replica, as shown in Fig. 6.2(a), and we need

provide two SFC replicas to guarantee its availability. In this case, we obtain asfc = 0.989

and the total cost is 6 replicas. However, a more efficient solution is to provide more replicas

for the VNFs with low availability within a SFC replica, as shown in Fig. 6.2(b). In this

case, we obtain asfc = 0.988 and the total cost is 4 replicas.
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A SFC replica instance is defined as an instance of a SFC replica that specifies the

number of VNF replicas for each VNF in the SFC. For example, the SFC replica instances

in Fig. 6.2(a) contain one replica for each VNF, while the SFC replica instance in Fig.

6.2(b) contains one replica each of VNFs f1 and f3, and two replicas of VNF f2. We try to

provide more replicas for the vulnerable VNFs such that each VNF has roughly the same

availability within a SFC replica instance as follows. We first determine the VNF fm with

the highest availability am. Then, for each VNF fi, we calculate the minimum number ni of

replicas that satisfies: 1.0 − (1.0 − ai)ni ≥ am, and we set ni as the number of replicas for

fi in the instance. We call this method the balanced SFC replica instance. For comparison,

a non-balanced SFC replica instance provides one replica for each VNF in a SFC replica

instance.

6.4.3 SFC-replica-based algorithm

We propose the following heuristic algorithm based on the SFC replica concept:

Step 1: Generate the availability-based directed graph Ga with weights set to (− log ai).

Step 2: Determine the shortest cost path Pw(highest availability path) in Ga by Dijk-

stra’s algorithm.

Step 3: Determine the SFC replica instance for this SFC.

Step 4: Find the node with the highest value evaluated in Section 4.1 and with suf-

ficient resources from those nodes unused by this SFC along the path, and allocate one

SFC replica instance to it.

Step 5: Calculate the availability of current SFC mapping, ac. If ac ≥ areq, go to

Step 9 to re-optimize the resources. Otherwise, provide one more SFC replica instance

and allocate it to a node unused by the SFC (similar to Step 4) until ac ≥ areq. If the

total number of the SFC replica instances doesn’t exceed a limitation K, go to Step 9.

Otherwise, remove all the SFC replica instances mapped along Pw, and go to next step to

provide dedicated protection.
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Step 6: Determine the link-disjoint shortest path Pb as the backup path by removing

the links used by Pw in Ga.

Step 7: Allocate one SFC replica instance on each of paths Pw and Pb to the nodes

with the highest value evaluated in Section 4.1 and with sufficient resources from the nodes

unused by this SFC.

Step 8: Calculate the availability of the SFC mapping, ac. If ac ≥ areq, go to Step 9

to further reduce the total resources. Otherwise, allocate one more SFC replica instance

to Pw or Pb until asfc ≥ areq. If the total number of SFC replica instance exceeds K, Stop

here.

Step 9: Re-optimize the total computing resources: for each VNF fi in a SFC replica

instance, if fi has more than one replica, remove one replica of fi and check whether ac ≥ areq.

Repeat for each VNFs of all SFC replica instances until asfc < areq.

6.4.4 VNF-cluster-based algorithm

We also propose a vnf -cluster-based heuristic algorithm for comparison. The main idea is to

allocate all the replicas of one SFC’s VNFs to one datacenter (node). Initially, no protection

is provided and there is one replica for each VNF, and they are mapped to the datacenter

with the highest evaluation availability and with sufficient resources. If ac < areq, determine

the VNF fm with the lowest availability, and provide one more replica for fm. Repeat the

above until ac ≥ areq or the total number of replicas exceeds the limitation. Otherwise,

provide dedicated path protection, and increase the number of the replicas of each VNF

until the SFC’s availability is met.

6.5 Simulation results

In this section, we evaluate the performance of the proposed heuristic algorithms on a 75-

node U.S. mesh network. We consider a three level tree architecture in datacenters. The
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availability of the network element (inter/intra datacenter links, router/switches) ranges

from 0.999 to 0.99999. There are 10 types of VNFs with availability between 0.99 and

0.9999, and which require 1 unit of computing resources. We randomly generate 100 SFCs,

and randomly determine the number of the VNFs ranging from 2 to 6 for each SFC. The

availability requirement of each SFC is distributed between 0.99 and 0.999999. The number

of the chain replicas is limited to K = 10 in the chain replica based algorithm, and K =

(10 · number of the VNFs) in the vnf -cluster algorithm.

We first compare the performance of the three node availability evaluation approaches

in terms of the SFC request acceptance. As shown in Fig. 6.4, Evaluation Method 2

performs the best because the core router’s failure affects all the SFC replicas at a given

node, and therefore has more impact on the availability of the SFC. We then compare

the SFC request acceptance and the total cost among SFC replica based algorithms and

the vnf -cluster based algorithm. All algorithms deploy the second availability evaluation

approach to determine the path(s). As shown in Fig. 6.5, the SFC replica balance based

algorithm performs better than the other algorithms because it provides more replicas for

the vulnerable VNFs, and distributes the SFC replicas to different DCs to improve the SFC’s

availability. We also compare the total cost used by the SFCs in Fig. 6.6. The SFC replica

balance based algorithm performs better in reducing the total computing resources. Note

that compared to the non-balance way, the balance way can guarantee more SFC requests’

availability while consuming less total computing resources.

6.6 Conclusion

We consider the availability-guaranteed SFC mapping problem by considering the physical

network elements’ availability over the inter-datacenter networks. We propose a coordinated

protection mechanism that adopts both backup path protection in the network and SFC

replicas distributed among different datacenter to guarantee a SFC’s availability. Numerical
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Figure 6.4. DC avail. evaluation
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Figure 6.5. SFC request acceptance
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Figure 6.6. Total computing resources
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results show that the proposed SFC replica based algorithm performs better in terms of

reducing the SFC blocking and the total computing resources.

104



CHAPTER 7

CONCLUSION

In this dissertation, considering independent and correlated failures in the physical optical

network, we address multiple availability-based virtual optical network problems by providing

different protection mechanisms.

In Chapter 2, we analyze the availability of virtual optical networks mapped over a

physical substrate and propose VON mapping algorithms with selective dedicated protection

to minimize cost while meeting availability requirements.

In Chapter 3, we consider virtual optical network (VON) mapping with the objective of

minimizing total network link cost while guaranteeing VON availability, where VON avail-

ability is supported by providing shared backup path protection for selected VON links. We

develop a matrix-based approach for calculating the availability of a VON mapping with

shared backup path protection. In order to efficiently evaluate the maximum availability of

a VON mapping, we transform the problem to a group node-weighted Steiner tree problem

and propose an efficient auxiliary-graph-based availability (AA) algorithm to find a VON

mapping with high availability. Based on the availability evaluation, we propose a heuristic

algorithm to map the VON, and numerical results show that our algorithms are effective in

achieving high availability while reducing the total link cost and the blocking rate.

In Chapter 4, we address the high-availability VON mapping problem over physical op-

tical networks in which physical links may suffer correlated failures. We first aim to find

a VON mapping that provides the maximum availability without any protection, and then

we provide a dedicated path protection mechanism to guarantee the availa bility of each

VON if needed. We propose the Group Steiner tree problem under correlated cost (GSTP-

CC), which can be used to determine the maximum availability of a VON mapping w hen

no protection resources are provisioned. For a special case of this problem in which there
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are only nodal correlated failures, called the Group Steiner tree problem under noda l cor-

related failure (GSTP-NCF), we propose an approximate solution based on hierarchically

well-separated trees. For the general GSTP-CC problem, we propose two heuristic algorit

hms to find the maximum availability of the VON mapping under correlated failures. We

then address the VON mapping under correlated failures by providing dedicated protection

based on the GSTP-CC algorithms

In Chapter 5, we propose a coordinated protection mechanism that adopts both backup

path protection in the network and VNF replicas at nodes to guarantee a SFCs availability.

The proposed mechanism determines the number of replicas required for each VNF in the

SFC, and allocates the replicas to physical nodes on the working and backup paths while

maintaining ordered dependency among VNFs. To further improve the SFC request accep-

tance and reduce the total computing and link resource consumption, we also propose an

efficient segment protection mechanism to guarantee each SFC’s availability requirement.

Simulation results show that the proposed algorithms contribute to reducing the SFC block-

ing and the cost of computing and link resources.

In Chapter 6, Considering the availability of the datacenter’s network elements, we pro-

pose a coordinated protection mechanism that adopts both backup path protection and SFC

replicas distributed among datacenters to support high availability while reducing total cost.
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APPENDIX

PROOF OF THEOREM 4.6

In this section, we give the proof of Theorem 4.6 as follows.

A metric space is an ordered pair (M,d) where M is a set and d is a metric on M such

that for any x, y, z ∈M , the following holds:

1. d(u, v) > 0

2. d(u, v) = 0⇐⇒ u = v

3. d(u, v) = d(v, u)

4. d(u, v) ≤ d(u,w) + d(w, v)

It is obvious that the items 1, 2, 3 hold in the auxilary graph Ga(Ns, w). We need to

guarantee that:

d(u, v) < d(u,w) + d(w, v) ⇐= π0 > (π0 + π1)(π0 + π2) (1)

where d(u, v) is the correlated cost of linku,w and linkw,v.

Consider the two link Markov model as shown in Fig. 4.3, if π0 >
√

5+1
2
≈ 0.618, we can

guarantee that:

π0 > (π0 + π1)(π0 + π2) (2)

We obtain the following equations from the Markov model:

π0 + π1 + π2 + π3 = 1

(λ0 + λ1 + λ0,1)π0 − µ0π1 − µ1π2 = 0

(µ0 + λ1)π1 − λ0π0 − µ1π3 = 0

(µ1 + λ0)π2 − λ1π0 − µ0π3 = 0

(3)
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Solving the above equations yields
π1 = λ0∆+λ0λ0,1+µ1λ0,1

∆µ0
π0

π2 = λ1∆+λ1λ0,1+µ0λ0,1
∆µ1

π0

π3 = λ0λ1∆+(µ0+λ1)(λ0λ0,1+µ1λ0,1)

∆µ0µ1
π0

(4)

where ∆ = µ0 + µ1 + λ0 + λ1.

We obtain:

1 +
π1

π0

+
π2

π0

+
π3

π0

=
1

π0

(5)

If π0 > (π0 + π1)(π0 + π2), we need:

1
π0
> (1 + π1

π0
)(1 + π2

π0
)

⇐ 1 + π1
π0

+ π2
π0

+ π3
π0
> (1 + π1

π0
)(1 + π2

π0
)

⇐ π3
π0
> π1

π0

π2
π0

⇐ λ0λ1∆+(µ0+λ1)(λ0λ0,1+µ1λ0,1)

∆µ0µ1

> λ0∆+λ0λ0,1+µ1λ0,1
∆µ0

λ1∆+λ1λ0,1+µ0λ0,1
∆µ1

⇐ µ0µ1λ0,1∆ > λ0λ1λ0,1∆ + λ2
0,1(λ0 + µ1)(µ0 + λ1)

⇐ aµ0µ1λ0,1∆ > λ0λ1λ0,1∆ &&

(1− a)µ0µ1λ0,1∆ > λ2
0,1(λ0 + µ1)(µ0 + λ1)

(6)

where 0 < a < 1.

Assume that π0 >
1

1+ω
, therefore,

1

π0

< 1 + ω (7)

We can calculate π0 from the above equations:

1
π0

= 1 + λ0
µ0

+ λ1
µ1

+ λ1λ1
µ0µ1

+ Θ,

< 1 + ω
(8)

where Θ = λ0,1
(µ0+µ1)(λ0+µ1)+(λ1+µ0)µ0+(λ0+µ1)µ1

∆µ0µ1
, and each item in the above equations less or

equal than ω
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If aµ0µ1λ0,1∆ > λ0λ1λ0,1∆, we should guarantee:

ω2 < a, (9)

Since:

λ0,1

∆

(λ0 + µ1)(µ0 + λ1)

µ0µ1

< Θ < ω, (10)

If we meet the condition:

ω < 1− a, (11)

we obtain:

(1− a)µ0µ1λ0,1∆ > λ2
0,1(λ0 + µ1)(µ0 + λ1), (12)

Solve the above equations, we obtain:

ω <

√
5− 1

2
and a =

3−
√

5

2
, (13)

Therefore, Theorem 4.6 holds when:

π0 >
1

1 + ω
=

√
5 + 1

2
≈ 0.618. (14)
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