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The existence of periodic solutions to second order differential systems is a classical problem

that has been studied by many authors using different methods and techniques. In this

Thesis, the existence and spatio-temporal patterns of 2π-periodic solutions to second order

reversible equivariant autonomous systems with commensurate delays are studied using the

Brouwer O(2) × Γ × Z2-equivariant degree theory. The solutions are supposed to take their

values in a prescribed symmetric domain D, while O(2) is related to the reversal symmetry

combined with the autonomous form of the system. The group Γ reflects symmetries of D

and/or possible coupling in the corresponding network of identical oscillaltors, and Z2 is

related to the oddness of the right-hand side. Abstract results, based on the use of Gauss

curvature of ∂D, Hartman-Nagumo type a priori bounds and Brouwer equivariant degree

techniques, are supported by a concrete example with Γ = D8 – the dihedral group of order

16.
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CHAPTER 1

INTRODUCTION

1.1 Subject and goal

Existence of periodic solutions to equivariant dynamical systems together with describing

their spatio-temporal symmetries constitute an important problem of equivariant dynamics

(see, for example, [24, 23] for the equivariant singularity theory based methods and [9, 8, 31]

for the equivariant degree treatment). As is well-known, second order systems of ODEs with

no friction term exhibit an extra symmetry – the so-called reversal symmetry, i.e. if x(t) is a

solution to the system, then so is x(−t). We refer to [36] for a comprehensive exposition of

(equivariant) reversible ODEs as well as their applications in natural sciences (see also [2]).

It should be stressed that in the context relevant to spatio-temporal symmetries of periodic

solutions, the reversal symmetry gives rise to extra subgroups of the non-abelian group O(2).

Simple examples show that, in contrast to their ODEs counterparts, second order delay

differential equations (in short, DDEs) with no friction term are not reversible, in general. In

[10] (see also [33]), we considered space reversible equivariant mixed DDEs of the form

v̈(y) = g(α, v(y)) + a(v(y − α) + v(y + α)), a, α ∈ R, (1.1)

with equivariant g : Rn → Rn (one can think of equations governing steady-state solutions to

PDEs, cf. [36] and references therein). Note that by replacing y by t in (1.1), one obtains

time-reversible DDEs. However, such systems involve using the information from the future

by “traveling back in time”, which is difficult to justify from a commonsensical viewpoint.

Time delay systems with commensurate delays play an important role in robust control

theory (see, for example, [29] and references therein). A class of such systems exhibiting

a reversal symmetry is the main subject of the present thesis. To be more specific, we are
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interested in the periodic problem
ẍ(t) = f (x(t), x (t− τ1) , . . . , x (t− τm−1) , ẋ(t)) , t ∈ R, x(t) ∈ V = Rn,

x(t) = x(t+ 2π), ẋ(t) = ẋ(t+ 2π)
(1.2)

(where τk := 2πk
m

, k = 1, 2, . . . ,m−1) under the following assumption on f : V×Vm−1×V → V

providing (together with some additional assumptions), the time reversibility of system (1.2)

on periodic solutions:

(R) f(x, y1, y2, · · · , ym−2, ym−1, z) = f(x, ym−1, ym−2, · · · , y2, y1, z), for all (x, y1, · · · , ym−1, z) ∈ Vm+1

Assume, in addition, that V is an orthogonal representation of a finite group Γ.

Put u := (x, y1, · · · , ym−1, z) ∈ Vm+1 and define on Vm+1 the diagonal Γ-action by

γu := (γx, γy1, ..., γym−1, γz).

We make the following symmetry and regularity assumptions:

(A1) f is Γ-equivariant, i.e., f is continuous and f(γu) = γf(u) for all γ ∈ Γ and u ∈ Vm+1;

(A2) for all x, z ∈ V and y ∈ Vm−1, one has:

(i) f(x,y,−z) = f(x,y, z),

(ii) f(−x,−y, z) = −f(x,y, z);

(A3) The derivative A := Df(0) = [A0, A1, . . . , Am−1, 0] exists and AjAs = AsAj for j, s =

0, 1, . . . ,m− 1.

Furthermore, we will be looking for periodic solutions “living" in a prescribed compact

Γ-invariant domain. More formally, let η : V → R be a function such that:

(η1) η is C2-smooth;

(η2) η(γx) = η(x) for all x ∈ V and γ ∈ Γ;
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(η3) η(−x) = η(x) for all x ∈ V;

(η4) η(0) < 0;

(η5) 0 is a regular value of η;

(η6) there exists R > 0 such that D := η−1(−∞, 0) ⊂ BR(0), where BR(0) stands for the

open ball of radius R centered at the origin.

Clearly, D is a smooth compact (oriented) Γ-invariant manifold with boundary

C := ∂D = η−1(0) (1.3)

being a smooth Γ-submanifold of V. Moreover, −D = D and 0 ∈ D.

A starting point for our discussion is the work [1], where the authors considered (non-

equivariant) non-autonomous systems without delays. As a matter of fact, the results obtained

in [1], being applied in the autonomous setting, do not guarantee that the detected periodic

solutions are non-constant. At the same time, by combining the reversibility of the system in

question with other symmetries, we are able to refine the results of [1] in such a way that the

existence of non-constant periodic solutions together with their symmetric classification can

be provided.

Following [1], we will use the concept of second fundamental form in order to formulate

curvature/growth conditions on f generalizing the classical Hartman-Nagumo conditions

originally formulated for D = BR(0) (cf. [27, 39]). Recall the definition of the second

fundamental form associated with C. For every x ∈ C, denote by nx the outer normal vector

to C at x i.e.

nx = ∇η(x)
|∇η(x)| , (1.4)

and let ν : C → Sn−1 be the Gauss map given by ν(x) := nx. Obviously, for any x ∈ C,

the tangent spaces Tx(C) and Tnx(Sn−1) are parallel, and as such can be identified. This
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way, for any x ∈ C, the tangent map dνx (as well as its negative known as a Weingarten

map or shape operator (see, for example, [42])) can be considered as a linear map from

Tx(C) into itself. The function κ(x) := det(−dν(x)) is called the Gauss curvature of C.

It is well-known (and easy to see) that −dνx is a self-adjoint operator with respect to the

standard inner product ⟨·, ·⟩ in Rn = V. The quadratic form associated with −dνx and

denoted Ix(v) := −⟨dνx(v), v⟩ is called the second fundamental form of C. We will use the

notation Ix(v, w) for the bilinear form associated with Ix(v). In particular, for two smooth

curves c, d : (−ε, ε) → C, c(0) = d(0) = x and ċ(0) = v, ḋ(0) = w, one has

Ix(v, w) = −
〈
d
dt
ν(c(t)), ḋ(t)

〉 ∣∣∣∣
t=0
. (1.5)

We are now in a position to formulate curvature/growth conditions on f (cf. [1]; see also

[20, 11, 21, 38]):

(A4) for any x ∈ C, y ∈ Vm−1 and z ∈ V such that |y| ≤ R and z ⊥ nx, one has

⟨f(x,y, z), nx⟩ > Ix(z) (1.6)

(cf. (η1)–(η6), (1.3) and (1.4));

(A5) there exist constants A, B > 0 such that the function ϕ(s) := A+Bs2, s ∈ R, satisfies

|f(x,y, z)| ≤ ϕ(|z|)

for any (x,y, z) ∈ V × Vm−1 × V with |x|, |y| ≤ R;

(A6) there exists a constant K > 0 such that for any (x,y, z) ∈ V × Vm−1 × V with

|x|, |y| ≤ R, one has

|f(x,y, z)| ≤ ∇2η(x)(z, z) + ⟨f(x,y, z),∇η(x)⟩ +K.

(A′
6) There are constants α > 0, K > 0 such that

∀|x|≤R ∀|y|≤R ∀z∈V |f(x,y, z)| ≤ α(⟨x, f(x,y, z)⟩ + |z|2) +K
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Given η satisfying (η1)–(η6) and f satisfying (R) along with (A1)–(A6) (or (R) along with (A1)–

(A5) and (A′
6)), the goal of the present thesis is to study the existence and spatio-temporal

patterns of solutions to problem (1.2) living in D. Some remarks are in order:

(i) Under the assumptions that f is continuos and satisfies (A4)–(A6), problem (1.2)

was considered for non-autonomous ODEs in [1], with no symmetry conditions on f and D

being imposed. The method we are using in the present thesis allows us to treat equivariant

non-autonomous DDEs the same way as the autonomous ones with cosmetic modifications

only. On the other hand, equivariant autonomous systems satisfying condition (R) allow us

to study the impact of the orthogonal group O(2) on spatio-temporal patterns of periodic

solutions (versus D1 = {1, κ} < O(2) in the non-autonomous case). Also, one can easily

adopt the method to treat BVPs rather than periodic problems.

(ii) Since Ix(z) ≥ −λmin(x) for every x ∈ C and z ⊥ nx (here λmin(x) stands for the

minimal eigenvalue of the self-adjoint operator dνx), one can replace condition (A4) by the

more verifiable one: (A′
4) for every x ∈ C, y ∈ Vm−1 and z ∈ V such that |y| ≤ R and

z ⊥ nx, one has

⟨f(x,y, z), nx⟩ ≥ −λmin(x). (1.7)

1.2 Method

Observe that given an orthogonal G-representation V (here G stands for a compact Lie

group) and an admissible G-pair (f,Ω) in V (i.e. Ω ⊂ V is an open bounded G-invariant

set and f : V → V is a G-equivariant map without zeros on ∂Ω), the Brouwer degree

dH := deg(fH ,ΩH ) is well-defined for any H ≤ G (here ΩH := {x ∈ Ω : hx = x ∀h ∈ H }

and fH := f |ΩH ). If for some H , one has dH ̸= 0, then the existence of solutions with

symmetry at least H to equation f(x) = 0 in Ω, can be predicted. Although this approach

provides a way to determine the existence of solutions in Ω, and even to distinguish their
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different orbit types, nevertheless, it comes at a price of elaborate H -fixed-point space

computations which can be a rather challenging task.

Our method is based on the usage of the Brouwer equivariant degree theory; for the

detailed exposition of this theory, we refer to the monographs [9, 33, 31, 35] and survey [8]

(see also [6, 7, 4]). In short, the equivariant degree is a topological tool allowing “counting”

orbits of solutions to symmetric equations in the same way as the usual Brouwer degree does,

but according to their symmetry properties.

To be more explicit, the equivariant degree G-Deg(f,Ω) is an element of the free Z-module

A(G) generated by the conjugacy classes (H ) of subgroups H of G with a finite Weyl group

W (H ):

G-Deg(f,Ω) =
∑
(H )

nH (H ), nH ∈ Z, (1.8)

where the coefficients nH are given by the following Recurrence Formula

nH =
dH − ∑

(L )>(H ) nL n(H ,L ) |W (L )|
|W (H )| , (1.9)

and n(H ,L ) denotes the number of subgroups L ′ in (L ) such that H ≤ L ′ (see [9]).

One can immediately recognize a connection between the two collections: {dH } and {nH },

where H ≤ G and W (H ) is finite. As a matter of fact, G-Deg(f,Ω) satisfies the standard

properties expected from any topological degree. However, there is one additional functorial

property, which plays a crucial role in computations, namely the product property. In fact,

A(G) has a natural structure of a ring (which is called the Burnside ring of G), where the

multiplication · : A(G) × A(G) → A(G) is defined on generators by

(H ) · (K ) =
∑
(L )

mL (L ) (W (L ) is finite), (1.10)

where the integer mL represents the number of (L )-orbits contained in the space G/H ×

G/K equipped with the natural diagonal G-action. The product property for two admissible

6



G-pairs (f1,Ω1) and (f2,Ω2) means the following equality:

G-Deg(f1 × f2,Ω1 × Ω2) = G-Deg(f1,Ω1) · G-Deg(f2,Ω2). (1.11)

Given a G-equivariant linear isomorphism A : V → V , formula (1.11) combined with the

equivariant spectral decomposition of A, reduces the computations of G-Deg(A,B(V )) to the

computation of the so-called basic degrees degVk
, which can be ‘prefabricated’ in advance for

any group G (here degVk
:= G-Deg(−Id , B(Vk)) with Vk being an irreducible G-representation

and B(X) stands for the unit ball in X). In many cases, the equivariant degree based method

can be easily assisted by computer (its usage seems to be unavoidable for large symmetry

groups).

In the present thesis, to establish the abstract results on the existence and symmetric

properties of periodic solutions, we use the G-equivariant Brouwer degree with G := O(2) ×

Γ × Z2, where O(2) is related to the reversal symmetry combined with the autonomous form

of the system, Γ reflects symmetries of D and/or possible coupling in the corresponding

network of identical oscillaltors, and Z2 is related to the oddness of f . We also present

a concrete illustrating example with Γ := D8, where D8 stands for the dihedral group of

order 16. Our computations are essentially based on new group-theoretical computational

algorithms, which were implemented in the specially created Hao-Pin Wu (see [43]) package

EquiDeg for the GAP system.

Overview. After the Introduction, the dissertation is organized as follows. In the second

chapter we present the concepts, constructions and basic facts from compact Lie group

theory, representation theory, degree theory and differential geometry widely used through

this dissertation. Special focus is given to the Brouwer equivariant degree theory and its

infinite dimensional generalization (Leray-Schauder equivariant degree).

In the third chapter we formulate and prove our main results. In Subsection 3.0.1, we

establish a priori bounds for solutions to problem (1.2) in the space C2(S1; V) (actually, we

7



assume that values of solutions “live" in a given open bounded symmetric domain D ⊂ V;

cf. (3.1) for the precise formulation). In particular, we generalize the corresponding results

of Hartman [27] and Nagumo [39], who considred the nonsymmetric case for ODEs. In

Section 3.1, we reformulate problem (3.1) as an O(2)×Γ×Z2-equivariant fixed point problem

in C2(S1; V) and present an abstract equivariant degree based result. This result can be

effectively applied to concrete symmetric systems only if a “workable" formula for the degrees

associated can be elaborated. The latter is a subject of Sections 3.2 and 3.3. In Section

3.2, we combine the product property of the equivariant degree with equivariant spectral

data of the linearization of the operator equation at the origin in order to reduce the degree

computations to products of appropriate basic degrees. In Section 3.3, we compute the

degree of the operator involved on the boundary of the domain provided by the a priori

bound. Actually, this is the place where the curvature of ∂D and G-equivariant degree come

together: here we essentially use admissible homotopies considered in [1]. In Section 3.4,

based on the results of Sections 3.0.1–3.3, we present our main results (see Theorems 3.4.1

and 3.4.2) expressed in terms of the function η (cf. (η1)–(η6)) and right-hand side of (3.1)

only. As an example, we consider V = R2 equipped with the natural Γ := D8-representation

and explicitly describe a D8-invariant function η : V → R giving rise to the D8-invariant

domain D with ∂D admitting points with both positive and negative curvature. Using ∇η,

we explicitly describe f in (3.1) satisfying (R), (A1)–(A5), (A′
6).
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CHAPTER 2

PRELIMINARIES

2.1 Compact Lie groups and their actions

2.1.1 Basic definitions

In this subsection, we will provide basic definitions related to Lie groups together with several

examples. Let G be simultaneously a group and (smooth) manifold. Then, G is called a

Lie group if the group multiplication p : G × G → G given by p(u, v) = uv and inversion

i : G → G given by i(u) = u−1 are both smooth maps. In what follows, G stands for a

compact Lie group. Next, we provide examples of Lie groups.

Example 2.1.1.

1. Any finite group is a zero-dimensional compact Lie group. The following group will be

important for our consideration. The dihedral group Dn of 2n elements is described by

the following relations

Dn := ⟨γ, κ|γn = κ2 = e, γκγ = κ−1⟩,

between the two generators, the rotation

γ =

cos(2π/n) −sin(2π/n)

sin(2π/n) cos(2π/n)

 (2.1)

and reflection

κ =

1 0

0 −1

 , (2.2)

and its elements are

{e, γ, γ2, . . . , γn−1, κ, κγ, κγ2, . . . , κγn−1},
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where e denotes the identity element.

2. The general linear groups GL(n,R) and GL(n,C) of degree n are formed by n × n

invertible matrices with real (respectively complex) entries, together with the matrix

multiplication as an operation. They are noncompact Lie groups.

3. Any closed subgroup of GL(n,R) and GL(n,C) is a Lie group.

4. As examples of compact Lie groups we mention O(n), SO(n), U(n) and SU(n). To be

more specific, the n× n orthogonal matrices over the field R form a subgroup, denoted

O(n), of the general linear group GL(n,R), defined as

O(n) := {Q ∈ GL(n,R)|QTQ = Id},

where QT denotes the transpose matrix.

For n = 2, this group is generated by the rotations

γ =

cos(θ) −sin(θ)

sin(θ) cos(θ)

 , (2.3)

where θ ∈ [0, 2π), together with the reflection (2.2). Therefore,

O(2) := {γ} ∪ {κγ},

where γ and κ have been defined in (2.3) and (2.2), respectively. The subgroup of O(n)

which consists of the n× n orthogonal matrices with determinant 1 is called the special

orthogonal group SO(n), defined as

SO(n) := {Q ∈ GL(n,R)|QTQ = Id and det(Q) = 1}.

For n = 2, SO(2) ∼= S1, where

S1 := {γ = eiθ, θ ∈ [0, 2π)}.
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The unitary group of degree n, denoted U(n), is the subgroup of GL(n,C) formed by

n× n unitary matrices:

U(n) := {Q ∈ GL(n,C)|QH = Q−1},

where the letter H means conjugate transpose.

For n = 2, the general expression of a 2 × 2 unitary matrix is

Q =

 a b

−eiφb∗ eiφa∗

 , |a|2 + |b|2 = 1,

where a∗ and b∗ are the conjugates of the complex numbers a and b, respectively.

The determinant of such a matrix is

det(Q) = eiφ, |det(Q)| = 1.

The closed subgroup of U(n) formed by the unitary matrices with det(Q) = 1 is called

the special unitary group, defined as

SU(n,C) := {Q ∈ GL(n,C)|QH = Q−1 and det(Q) = 1}.

In what follows, G stands for a compact Lie group and all subgroups of G are supposed

to be closed.

Two subgroups H and K of G are said to be conjugate in G if H = gK g−1 for some

g ∈ G. Conjugacy is an equivalence and it partitions G into equivalence classes.

The partial order on the conjugacy classes on G is given by

(H ) ≤ (K ) ⇐⇒ ∃g∈G gH g−1 ≤ K .

Let H be a subgroup of G. Then,

N(H ) := {g ∈ G : gH g−1 = H }
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denotes the normalizer of H in G and

W (H ) := N(H )/H

denotes the Weyl group of H in G. The normalizer of a subgroup of G and the Weyl group

of a subgroup of G are also compact Lie groups.

The set Φ(G) of all conjugacy classes in G can be stratified by the subsets

Φk(G) := {(H ) ∈ Φ(G) : dim W (H ) = k}.

Example 2.1.2. We will calculate Φ0 and Φ1 for G ∼= O(2). The conjugacy classes of the

subgroups of O(2) are (O(2)), (SO(2), (Dk) and (Zk). Their normalizers, Weyl groups and

their corresponding dimensions are given in Table 2.1. Therefore,

Table 2.1. Weyl group of subgroups of O(2).
Conjugacy class normalizer Weyl group dimension of Weyl group

(O(2)) O(2) Z1 0
(SO(2)) O(2) Z2 0

(Dk) D2k Z2 0
(Zk) O(2) O(2) 1

Φ0(G) = {(O(2)), (S1), (Dk); k = 1, 2, 3, . . .},

and

Φ1(G) = {(Zk); k = 1, 2, 3, . . .}.

2.1.2 Amalgamated notation

The direct product of two Lie groups is a Lie group (R.L. Bishop, and R.J. Crittenden, 1964).

Given a direct product group G ∼= G1 × G2, the natural question is to describe its subgroups.

Intuitively, any subgroup of G would be of the form G̃1 × G̃2, where G̃1 and G̃2 are subgroups

of G1 and G2, respectively. It turns out that this is not true in general.
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The description of subgroups of G ∼= G1 × G2 is given by É. Goursat’s Lemma [26] as

follows.

Given two groups G1 and G2, there exist subgroups H ≤ G1 and K ≤ G2, a group L ,

and two epimorphisms φ : H → L and ψ : K → L such that

M = {(h, k) ∈ H × K : φ(h) = ψ(k)}.

Then M is called an amalgamated subgroup of G1 × G2, and the used notation for M is

M := H φ ×ψ
L K . (2.4)

The simplest example of an amalgamated subgroup is the direct product of two subgroups;

in this case, L is Z1, while φ and ψ are the trivial epimorphisms.

In order to make notation (2.4) simpler, it is convenient to indicate L , Z ∼= ker(φ) and

R ∼= ker(ψ). Hence, instead of (2.4), we use the following notation:

M := H Z ×R
L K . (2.5)

Remark 2.1.3. In general, the knowledge of a kernel of an epimorphism is not enough

to describe the epimorphism itself. More explicitely, given two groups G1 and G2, such a

situation may arise when two different epimorphisms

α, β : G1 → G2,

have the same kernel. Take for example,

G1 ∼= G2 ∼= Z3 :=
{
1, γ, γ2, γ = e

2πi
3

}
,

and the epimorphisms (in fact automorphisms), are defined as follows:

α(1) = 1, β(1) = 1,

α(γ) = γ, β(γ) = γ2,

α(γ) = γ2, β(γ) = γ.
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Clearly, both epimorphisms have the same trivial kernel, which makes notation (2.5) useful

but not complete in this particular example. However, this notation is enough for the purpose

of this Thesis (symmetric classification of periodic solutions to dynamical systems).

The group used with special interest in this Thesis is O(2) ×D8 × Z2, and the examples

of amalgamates subgroups discussed in the following are closely related to it.

Example 2.1.4.

1. For the simplest case of an amalgamated subgroup, one can mention the direct-product

subgroup Z2 × Z2 of the direct-product group O(2) ×D8. Here G1 ∼= O(2), G2 ∼= D8,

H ∼= K ∼= Z2, H = {-1, -1} and K = {−1, 1}, and L ∼= Z1.

We notice that H and K are subgroups of both O(2) and D8. Moreover, the two

considered epimorphisms

φ : H → L , ψ : K → L ,

are given by

φ(1) = e, ψ(1) = e,

φ(-1) = e, ψ(−1) = e,

where e is the identity in L . Hence, Z ∼= ker(φ) = {-1,1} ∼= Z2, R ∼= ker(ψ) =

{−1, 1} ∼= Z2, and the elements of Zφ2 ×ψ
Z1 Z2 are {(1, 1), (-1,−1), (-1, 1), (1,−1)}.

Since both epimorphisms φ and ψ are trivial, the amalgamated notation Zφ2 ×ψ
Z1 Z2 is

simplified to Z2 × Z2.

2. Consider the group G1 × S1, or in our usual notation G1 × G2, where G2 ∼= S1. A

particular case of the amalgamated subgroup is a twisted subgroup, which is defined as

follows [9], [24].
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Let H ≤ G1. Then, given an integer l ≥ 0 and a homomorphism Θ : H → S1, a

twisted subgroup H Θ,l of G1 × S1 is

H Θ,l :=
{
(γ, z) ∈ G × S1 : Θ(γ) = zl

}
. (2.6)

Now we give an interpretation of (2.6) for H Θ,l ≤ G1 × S1 in terms of the Goursat’s

Lemma. In this Thesis we will be dealing with the situation where G1 is finite.

Claim 2.1.5. In "amalgamated symbols", one has

H Θ,l ∼= H Z ×R
Zm

Zr,

where Z ∼= kerφ,R ∼= Zl and r = ml.

Proof: Let H ≤ G1,K ≤ S1,L ≤ S1. Since H is finite and S1 is not, it follows

that there cannot be an epimorphism φ from H onto S1. Moreover, since H is finite, it

follows that φ(H ) is finite. Therefore, we must assume that L is finite. Since all finite

subgroups of S1 are cyclic, we may assume that L is isomorphic to a cyclic subgroup

of S1, say Zm, m ∈ N. Next we have to find a group K satisfying two conditions:

• K has to be a subgroup of S1;

• there is an epimorphism ψ : K → L .

There cannot be an epimorphism from S1 onto Zm, because the image of the connected

manifold S1 through the continuous map ψ cannot be the disconnected set Zm. Therefore,

K has to be also isomorphic to a cyclic subgroup of S1, say K ∼= Zr, r ∈ N.

Then we identify the homomorphism

Θ : H → S1,Θ(γ) = zl,
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with the epimorphism

φ : H → L ∼= Zm, φ(H ) ∼= Zm,

with r = ml.

The epimorphism

ψ : K → L , ψ(Zr) = Zm,

has kernel kerψ ∼= Zl. Next we apply twice (to the epimorphisms ϕ and ψ, respectively),

the First Isomorphism Theorem to obtain:

H /kerφ ∼= Zm ∼= K /kerψ.

Therefore,

|K /kerψ| = |Zm| =⇒ r = ml.

The explicit formula for ψ is

ψ(zr) = (zm)l, zr ∈ K , zm ∈ L .

□ With this description in mind, we will provide an example of a twisted subgroup of

D8 × S1. Therefore, in the next example, G1 ∼= D8, G2 ∼= S1, while H ∼= V4 ≤ G1 and

K ∼= L ∼= Z2 := {−1, 1} ≤ G2, are specified as follows:

DΘ,l
4 :=

{
(γ, z) ∈ D4 × S1 : Θ(γ) = zl

}
,

where H ∼= D4, with

D4 := {1, i,−1,−i, κ, κi,−κ,−κi}, Z4 := {1, i,−1,−i}, (2.7)

and K ∼= L ∼= Z2 := {−1, 1}. Here G1 ∼= D8, G2 ∼= S1, while

φ : D4 → Z2, ψ : Z4 → Z2,
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and l = 2.

The epimorphisms φ and ψ are given by

φ(1) = 1, ψ(1) = 1,

φ(i) = 1, ψ(−1) = 1,

φ(−1) = 1, ψ(i) = −1,

φ(−i) = 1, ψ(−i) = −1,

φ(κ) = −1,

φ(κi) = −1,

φ(−κ) = −1,

φ(−κi) = −1.

Therefore, Z ∼= Z4, R ∼= Z2 and the corresponding amalgamated subgroup is

DZ4
4 ×Z2

Z2 Z4 =



(1, 1), (1,−1), (i, 1), (i,−1), (−1, 1), (−1,−1),

(−i, 1), (−i,−1), (κ,−1), (κ,−i), (κi,−1),

(κi,−i), (−κ,−1), (−κ,−i), (−κi,−1), (−κi,−i)


.

3. Finally, we provide an example of an amalgamated subgroup of a direct-product group,

which is neither direct product nor a twisted subgroup. In particular we seek for such a

subgroup in D8 ×O(2). This is

DZ2
4 ×Z1

Dd
2
Dd

2,

where G1 ∼= D8,G1 ∼= O(2), Dd
2 := {(1, 1), (−1,−1), (κ, 1), (−κ,−1)} where κ is defined

as in (2.2), and H ∼= D4 is defined in (2.7). The elements which belong to K ∼= Dd
2

are indicated in bold, to distinguish them from the ones which belong to L ∼= Dd
2.

The epimorphisms

φ : D4 → Dd
2, and ψ : Dd

2 → Dd
2,
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are given by

φ(1) = (1, 1), ψ((1,1)) = (1, 1),

φ(i) = (1, 1), ψ((-1,-1)) = (−1−, 1),

φ(−1) = (−1,−1), ψ((κ,1)) = (κ, 1),

φ(−i) = (−1,−1), ψ((-κ,-1)) = (−κ,−1),

φ(κ) = (κ, 1),

φ(κi) = (κ, 1),

φ(−κ) = (−κ,−1),

φ(−κi) = (−κ,−1).

Therefore, Z = {1, i} ∼= Z2, R ∼= Z1 and the corresponding amalgamated subgroup is

DZ2
4 ×Z1

Dd
2
Dd

2 =


(1, (1,1)), (i, (1,1)), (−1, (-1,-1)), (−i, (-1,-1)),

(κ, (κ,1)), (κi, (κ,1)), (−κ, (-κ,-1)), (−κi, (-κ,-1))

 ,

where the component of each pair coming from K is again specified in bold letters.

2.1.3 Haar measure and Haar Integral

In this subsection, we give a definition of the Haar measure and state the theorem about its

existence and uniqueness. In close relationship with the Haar measure is the Haar integral,

whose properties are then exposed, with emphasis on the translation invariance. Finally, we

provide examples of Haar integrals on the groups related to this Thesis. The Haar integral

will be used in what follows for averaging purposes.

Since G is a compact Lie group, which is also a manifold, take the Borel algebra, i.e. the

σ-algebra generated by all open subsets of G. Let µ : B → [0,∞] be the corresponding Borel

measure.
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In order to formulate the existence and uniqueness result, we will need the following two

additional properties of the Borel measure. We define the left and right translation maps as

follows:

Lγ : G → G, Lγ(g) = γg, ∀g, γ ∈ G,

Rγ : G → G, Rγ(g) = gγ, ∀g, γ ∈ G.

(2.8)

From (2.8) it follows that the image of a Borel set is a Borel set as well. A Borel measure is

called left-translation invariant if for all Borel subsets S ⊆ G and all γ ∈ G, one has

µ(Lγ(S)) = µ(S).

A Borel measure is called right-translation invariant if for all Borel subsets S ⊆ G and all

γ ∈ G, one has

µ(Rγ(S)) = µ(S).

When µ(G) = 1, we say that the measure is normalized.

Definition 2.1.6. A Borel measure B which is both left-translation invariant and right-

translation invariant, is called Haar measure.

Next, we state the existence and uniqueness of the Haar measure together with its

properties.

Theorem 2.1.7 (G. Hochschild, 1965). There exists a unique, normalized Haar measure µ

on the Borel subsets of G, satisfying the following properties:

• µ is left-translation invariant and right-translation invariant for every γ ∈ G and all

Borel sets S ⊆ G.

• µ is finite on every compact set: µ(K) < ∞ for any compact K ⊆ G.

• µ is outer regular on Borel sets S ⊆ G :

µ(S) = inf{µ(U) : S ⊆ U, U open}.
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• µ is inner regular on open sets U ⊆ G :

µ(U) = sup{µ(K) : K ⊆ U, K compact}.

It can be shown as a consequence of the above properties, that µ(U) > 0 for every

non-empty open subset U ⊆ G.

The existence of the Haar measure implies the existence of the Haar integral.

Theorem 2.1.8. Let µ be the Haar measure on G provided by Theorem 2.1.7, and let
∫
G
f(γ)dµ(γ),

be the corresponding integral (Haar integral). This integral satisfies the following properties:

(i)
∫
G

(f1(γ) + f2(γ)) dµ(γ) =
∫
G
f1(γ)dµ(γ) +

∫
G
f2(γ)dµ(γ);

(ii)
∫
G
cf(γ)dµ(γ) = c

∫
G
f(γ)dµ(γ), where c ∈ R;

(iii)
∫
G
dµ(γ) = 1;

(iv)
∫
G
f

(
h−1γ

)
dµ(γ) =

∫
G
f(γh)dµ(γ) =

∫
G
f

(
γ−1

)
dµ(γ) =

∫
G
f (γ) dµ(γ), for all h ∈ G;

(v)
∫
G
f (γ) dµ(γ) ≥ 0, for f(γ) ≥ 0, ∀γ ∈ G.

From the property (iv) above, it is clear that the Haar integral is invariant under the

translation by elements of G.

In the following we give three examples of Haar integral on different groups (related to

this Thesis).

Example 2.1.9.

1. In the case of a finite group, the Haar integral has the form
∫
G
fdµ(γ) ≡ 1

|G|
∑
γ∈G

f(γ).
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2. For S1, the Haar integral takes the following form

∫
G
fdµ(γ) ≡ 1

2π

∫ 2π

0
f̃(θ)d(θ),

where given f : S1 → R, f̃(θ) is a canonically defined continuous 2π-periodic function

f̃ : R → R, by the formula f̃(θ) = f
(
e2πiθ

)
.

3. The O(2)-invariant Haar integral has the form

∫
G
fdµ(γ) ≡ 1

4π

∫ 2π

0

(
f

(
e2πiθ

)
+ f

(
e2πiθ

))
d(θ).

2.1.4 Group actions and equivariant jargon

A topological transformation group is a triple (G, X, ϕ), where X is a Hausdorff topological

space and ϕ : G ×X → X is a continuous map such that:

(i) ϕ(g, ϕ(h, x)) = ϕ(gh, x) for all g, h ∈ G and x ∈ X;

(ii) ϕ(e, x) = x for all x ∈ X, where e is the identity element of G.

The map ϕ is called a G-action on X and the space X, together with a given action ϕ of G,

is called a G-space.

Let X be a G-space. For any x ∈ X, the subgroup Gx = {g ∈ G : gx = x} of G is called

the isotropy group of x and if Gx = {e}, ∀x ∈ X, then the action of G is called free. The

subspace G(x) := {gx : g ∈ G} of X is called the orbit of x. The orbit space (denoted X/G),

is the set of all orbits for the action of G on X equipped with the quotient topology.

For x ∈ X, one has Ggx = gGxg
−1. This gives rise to the notion of the orbit type of x

defined as the conjugacy class (Gx). The proof of the following result can be found in [37].

Theorem 2.1.10 (L.N. Mann). If X is a contractible or compact manifold, then any compact

Lie group acts on X with finitely many orbit types.
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Let Φ(G) be the set of all conjugacy classes in G, and define by

Φ(G;X) := {(H ) ∈ Φ(G) : H = Gx for some x ∈ X},

the set of all orbit types occurring in X. Put Φk(G.;X) := Φ(G;X) ∩ Φk(G). We illustrate

the concept of orbit types with an example.

Example 2.1.11. Let us describe the orbit types of the dihedral group G = D8 acting on

R2 ∼= C with the action

γkz = e
2πik

8 · z, k = 0, . . . , 7,

κz = z,

(2.9)

where the dot means complex multiplication. Clearly the origin is fixed by the whole group

so the orbit type of {0} is (G).

If a rotation γk ∈ Gz, with z ̸= 0, then γkz = z ⇔ γk = 1, i.e. k = 0. Moreover,

κγkz = z holds if and only if γkz = z. Then, if z = |z|eiθ, we get 2πk
8 + θ = −θ + 2πl

for some l ∈ Z, which means θ = r π8 , r ∈ {0, 1, . . . , 7}. For zk = |z|eiπk/8, k = 0, 1, . . . , 7,

we get Gz0 = Gz4 = D1 = {1, κ}, Gz1 = Gz5 = D̃1 = {1, κγ2}, Gz2 = Gz6 = {1, κγ4},

Gz3 = Gz7 = {1, κγ6}, with Gz0 = κγ4Gz0 (κγ4)−1 and Gz1 = κγ6Gz1 (κγ6)−1
. All other

points are fixed only by the identity. Therefore, there are four orbit types, (D8), (D1), (D̃1)

and (Z1).

A subset K of X is called G-invariant if it contains all orbits of points of K.

Adopt the notations

XH := {x ∈ X : H ⊂ Gx},

XH := {x ∈ X : H = Gx},

and

X(H ) := {x ∈ X : (Gx) = (H )}.
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The group W (H ) acts freely on XH , as it is shown in [14].

Let X and Y be two G-spaces. A continuous map f : X → Y is said to be equivariant if

f(gx) = gf(x) for all x ∈ X and g ∈ G.

For any subgroup H ⊂ G and equivariant map f : X → Y, the map fH : XH → Y H ,

with fH := f |XH , is well defined.

An example for a D8-equivariant map for the action of D8 on R2 ∼= C, is

f(z) = αz + βz7,

where z ∈ C and α, β ∈ R and the action of D8 is detailed in (2.9). One only needs to check

that f commutes with κ and γ, the generators of D8. Indeed, f(κz) = f(z) = αz+βz7 = κf(z)

and

f(γkz) = αγkz + βγkz7 = γkf(z).

Thus, f is D8-equivariant.

2.1.5 Numbers n(L , H )

The numbers n(L ,H ) we are going to discuss below will play an important role in the

practical computations of the equivariant degree.

Consider two subgroups L ⊂ H of G. Put

N(L ,H ) := {g ∈ G : gL g−1 ⊂ H }. (2.10)

One can easily see that the set N(L ,H ) is a compact subset of G, but it is not a subgroup

of G in general.

Let h ∈ N(H ), x ∈ N(L ,H ), and consider the map

(h, x) → h · x. (2.11)

One can check that

hxL (hx)−1 = hxL x−1h−1 = hMh−1 ⊂ N(L ,H ), (2.12)
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where M = xL x−1 ⊂ H (the dot has been omitted for simplicity). Therefore, the

set N(L ,H ) is N(H )-invariant and the map (2.11) represents the action of N(H ) on

N(L ,H ).

The symbol n(L ,H ) is defined by the formula

n(L ,H ) :=
∣∣∣∣∣N(L ,H )
N(H )

∣∣∣∣∣, (2.13)

where |X| stands for the cardinality of the set X.

Proposition 2.1.12 (Z. Balanov, W. Krawcewicz and H. Steinlein, 2006). Let L ⊂ H be

two subgroups of a compact Lie group G such that dimW (L ) = dimW (H ). Then, n(L ,H )

is finite.

The main ingredient of the proof of Proposition 2.1.12 is the following classical fact.

Proposition 2.1.13 (G.E. Bredon, 1972). Let L ⊂ H be two subgroups of the compact Lie

group G. Then, the orbit space

(G/H )L

W (L ) ((G/H )L is considered as the left W (L ) − space)

is finite.

Proposition 2.1.12 will be systematically used in what follows.

The numbers n(L ,H ) admit simple algebraic and geometric interpretation. The algebraic

meaning is that numbers n(L ,H ) represent the number of different copies of H̃ in the

conjugacy class of (H ) containing L .

To describe the geometric meaning, let X be a metric space on which G acts with finitely

many orbit types, and let (H ), (L ) ∈ Φ(G;X). Then, XL ∩ X(H ) is a disjoint union of

exactly n(L ,H ) sets XHj
, j = 1, 2, . . . , n(L ,H ).
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2.2 Finite-dimensional representations

2.2.1 Basic definitions

Consider a finite-dimensional real (resp. complex) vector space W. We say that W is a real

(resp. complex) representation of G (in short, G-representation), if W is a G-space such

that the translation map Tg : W → W, defined by Tg(v) := gv for v ∈ W, is a R-linear

(resp. C-linear) operator for every g ∈ G. In what follows, in case the underlying field is not

essential, we will omit the adjective “real" or “complex".

It is obvious that for a G-representation W, the map T : G → GL(W ) given by T (g) := Tg,

is a continuous homomorphism. Once a basis in W is chosen, one can associate a matrix

with each Tg. In this case, a continuous homomorphism T : G → GL(n;R) (resp. T : G →

GL(n;C)) is called a real (resp. complex) matrix G-representation.

Considering two real (resp. complex) G-representations W1 and W2, we say that W1

and W2 are equivalent and write W1 ∼= W2, if there is a G-equivariant real (resp. complex)

isomorphism W1 → W2. From the point of view of the representation theory, equivalent

representations are indistinguishable.

Definition 2.2.1. Let W be a real (resp. complex) finite-dimensional G-representation. An

inner product (resp. Hermitian inner product) ⟨·, ·⟩G : W ⊕W → R (resp. ⟨·, ·⟩G : W ⊕W →

C) is called G-invariant if

⟨gu, gv⟩G = ⟨u, v⟩G, (2.14)

for all g ∈ G, u, v ∈ W.

Proposition 2.2.2. Given a G-representation W, there exists a G-invariant inner product

on W, such that Tg is orthogonal for all g ∈ G.
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Proof: To prove that such a G-invariant inner product on W exists, we will make use of

the Haar integral. Take any inner product ⟨·, ·⟩ on W and define

⟨u, v⟩G =
∫
G

⟨gu, gv⟩dµ(g), (2.15)

which is also an inner product by linearity property of the Haar integral, i.e. items (i) − (ii)

in Theorem 2.1.8. Moreover, the invariance of the Haar integral under the translation by

elements of G, i.e. property (iv) in Theorem 2.1.8, shows that the inner product (2.15)

satisfies (2.14). □

A G-representation together with a G-invariant inner product is called orthogonal (resp.

unitary) G-representation.

Remark 2.2.3. Proposition 2.2.2 implies that any real (resp. complex) finite-dimensional

G-representation is equivalent to an orthogonal (resp. unitary) one.

2.2.2 Invariant subspaces and irreducible representations

The structure of a representation essentially depends on the structure of its invariant subspaces.

Given a representation W, a subspace W̃ ⊂ W is called a subrepresentation of W if it is

invariant under all operators of this representation. Clearly, a sum and intersection of

invariant subspaces is again an invariant subspace. We say that W is irreducible if it has no

subrepresentation different from {0} and W. Otherwise, W is called reducible.

Example 2.2.4.

(i) Any one-dimensional representation is irreducible.

(ii) A real two-dimensional Z2-representation given by (x, y) → (−x,−y) is reducible: any

one-dimensional subspace of R2 is an irreducible subrepresentation.
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(iii) The real two-dimensional S1 -representation Rn : S1 → GL(2,R) given by

Rn

(
eiφ

)
=

cos(nφ) − sin(nφ)

sin(nφ) cos(nφ)

 , n ∈ N, (2.16)

is an irreducible orthogonal representation.

(iv) The complex two-dimensional S1-representation Cn : S1 → GL(2,C) given by

Cn
(
eiφ

)
=

e
inφ 0

0 e−inφ

 , n ∈ N, (2.17)

is a reducible representation.

(v) The real irreducible representations of Dn are:

(a0) The trivial one-dimensional representation M0;

(a1) For each integer 1 ≤ j < n/2, there is an orthogonal representation Mj of Dn

on R2 ∼= C, given by the generators of Dn (cf. (2.1), (2.2))
γz := γj · z, z ∈ C;

κz := z,

(2.18)

where γj corresponds to the complex number e 2πj
n and "·" stands for the complex

multiplication.

(a2) The representation Mjn determined by the homomorphism c : Dn → Z2 ∼= O(1),

such that ker c = Zn;

(a3) For n even, there is an irreducible representation Mjn+1 given by d : Dn → Z2 ∼=

O(1) such that ker d = Dn/2;

(a4) The irreducible representation Mjn+2 given by d̂ : Dn → Z2 ∼= O(1) such that

ker d̂ = D̃n/2.
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(vi) Real irreducible representations of O(2) are described as follows. Denote by V0 ∼= R the

trivial representation of O(2), by V 1
2

∼= R the one-dimensional irreducible real represen-

tation, where O(2) acts on R through the homomorphism O(2) → O(2)/SO(2) ∼= Z2,

and by Vm = R2 ∼= C the two-dimensional irreducible real representation of O(2), where

the action of O(2) is given by (cf. (2.2), (2.3))
γz := γm · z, for z ∈ Vm;

κz := z,

, (2.19)

where γm corresponds to the complex number eimθ and "·" stands for the complex

multiplication.

Proposition 2.2.5. Let W be a finite-dimensional G-representation. Let U ⊂ W be a

G-invariant subspace. Then there exists a G-invariant complementary subspace V ⊂ W such

that

W = U ⊕ V.

Proof: Proposition 2.2.2 shows that there exists a G-invariant inner product ⟨·, ·⟩ on W.

Let V = U⊥ where

U⊥ = {w ∈ W : ⟨u,w⟩ = 0,∀u ∈ U}.

Since the inner product is G-invariant, it follows that U⊥ is a G-invariant complement to

U. □

It follows from this proposition that every representation of G may be written as a direct

sum of irreducible subspaces.

Proposition 2.2.6 (Complete Reducibility Theorem). Every (finite-dimensional) G-representation

W is a (not necessarily unique) direct sum of irreducible subrepresentations of W, i.e. there

exist irreducible subrepresentations W1, . . . ,Wm of W such that

W = W1 ⊕ W2 ⊕ . . .⊕ Wm. (2.20)
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Proof: Start by assuming that W ≠ 0. If W is irreducible, then put W = W1 and we are

done.

Assume W is not irreducible. Then find its orthogonal complement using Proposition 2.2.5.

Since W is finite-dimensional, the process must come to an end yielding the decomposition

(2.20). □

2.2.3 Tensor product of representations

In order to describe the irreducible representations of a direct-product group, it is useful to

define the tensor product of two representations. We start with a brief description of the

tensor product of two finite-dimensional vector spaces.

Let V,W be K-vector spaces. Let v1, . . . , vn be a basis in V and w1, . . . , wn be a basis in

W, then a basis in the space V ⊕W is given by

v1 ⊗ w1, . . . , vn ⊗ w1, v1 ⊗ w2, . . . , vn ⊗ w2, . . . , v1 ⊗ wn, . . . , vn ⊗ wn. (2.21)

The vector space V ⊗ W is spanned by (2.21). Then the following identities hold for any

scalar α.

(v1 + v2) ⊗ w = v1 ⊗ w + v2 ⊗ w, v1,v2 ∈ V, w ∈ W

v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2, w1,w2 ∈ W, v ∈ V

α(v ⊗ w) = (αv) ⊗ w = v ⊗ (αw).

(2.22)

Assume that V and W are representations of the compact Lie groups G and H, respectively.

Then, the tensor product V ⊗ W is a representation of G × H. The action of an element

(g, h) ∈ G × H on a basis element v ⊗ w ∈ V ⊗W is given by

(g, h)(v ⊗ w) = gv ⊗ hw.
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The action of an element (g, h) ∈ G × H on an element x =
n∑

i,j=1
αijvi ⊗ wj ∈ V ⊗ W is

obtained by extending the action on the basis elements to all vectors in V ⊗ W by bilinearity:

(g, h)(x) = (g, h)
 n∑
i,j=1

αijvi ⊗ wj

 =

n∑
i,j=1

(g, h) (αijvi ⊗ wj) =
n∑

i,j=1
αijgvi ⊗ hwj.

(2.23)

Each matrix in the tensor product representation is a Kronecker product of the corresponding

matrices.

In general it is not true that the tensor product of two real irreducible representations is

an irreducible representation.

Take for example, the standard two-dimensional real representations of Z3 and Z5 given

by

ρ1 =

cos(2k1π/3) − sin(2k1π/3)

sin(2k1π/3) cos(2k1π/3)

 , ρ2 =

cos(2k2π/5) − sin(2k2π/5)

sin(2k2π/5) cos(2k2π/5)

 ,
where k1 = 0, 1, 2 and k2 = 0, . . . , 4.

Then ρ1 and ρ2 are irreducible representations, but ρ1 ⊗ρ2 corresponding to Z15 ∼= Z3 ×Z5

is not (all real irreducible representations of Zk, k > 2, have dimension less than or equal to

2).

2.2.4 Character of a Representation

For a finite-dimensional real (resp. complex) G-representation W, with the corresponding

homomorphism T : G → GL(W ), the function χW : G → R (resp. χW : G → C), defined by

χW (g) = Tr(T (g)), g ∈ G,

where Tr stands for the trace, is called the character of W.
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Proposition 2.2.7.

(a) Let V,W be two G-representations over K. Then

χV⊕W = χV + χW .

(b) Let V be a G-representation and W a H-representation of compact Lie groups G and

H, respectively, over K. Then

χV⊗W (g, h) = χV (g) · χW (h),

for all g ∈ G and all h ∈ H.

Proof: It follows from the properties of the trace of matrices and (2.23). □

A character of an irreducible G-representation is called irreducible. The proof of the

following theorem can be found in [25].

Theorem 2.2.8. The following properties hold for the characters of complex representations.

1. A character χ is irreducible if and only if ⟨χ, χ⟩ = 1.

2. For a finite group, the number of irreducible characters is equal to the number of

conjugacy classes of elements in the group.

3. Two representations are equivalent if and only if their characters are equal.

4. Two irreducible representations are nonequivalent if they have different and orthogonal

characters.

5. Two (not-necessarily irreducible) representations are equivalent if they have the same

character.
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Table 2.2. Character table for the real irreducible D8-representations
Irreps Id κ γκ γ γ2 γ3 γ4

χM0 1 1 1 1 1 1 1
χM1 2 0 0

√
2 0 −

√
2 −2

χM2 2 0 0 0 −2 0 2
χM3 2 0 0 −

√
2 0

√
2 −2

χMj8
1 −1 −1 1 1 1 1

χMj8+1 1 −1 1 −1 1 −1 1
χMĵ8+2

1 1 −1 −1 1 −1 1

2.2.5 Schur’s Lemma and types of irreducible representations

Assume that W1 and W2 are two G-representations over a field K. Next, let us denote by

LG
K(W1,W2) the space of all K-linear G-equivariant maps W1 → W2, and GLG

K(W1,W2) its

subset of all G-equivariant K-isomorphisms. Then we use the notation LG
K(W ) := LG

K(W,W )

and GLG
K(W ) := GLG

K(W,W ).

Proposition 2.2.9 (Schur’s Lemma). Assume that W1 and W2 are two irreducible G-

representations over a field K and A ∈ LG
K(W1,W2). Then A is either an isomorphism or the

zero map.

Recall that an associative K-algebra A is a vector space over K, with an additional

operation – multiplication – satisfying the following conditions:

x · (y · z) = (x · y) · z,

x · (y + z) = x · y + x · z,

x · (αy) = α(x · y),

for x, y, z ∈ A and α ∈ K.

The set of all linear maps commuting with a G-representation W (reducible, in general)

over a field K, is an associative algebra.
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A non-zero associative algebra over K is called a division K-algebra if and only if it has a

multiplicative identity element and every non-zero element has a multiplicative inverse.

Schur’s Lemma assures that the algebra formed by all linear maps commuting with a

given irreducible representation is a division algebra.

Theorem 2.2.10 (Frobenius Theorem). Any division R-algebra is isomorphic to either R,C

or H.

Frobenius’ Theorem – whose proof can be found in [14] – together with Schur’s Lemma

imply the following result.

Proposition 2.2.11. Let V be a real irreducible G-representation. Then, the algebra LG
R(V)

is isomorphic to either R, or C or H.

Definition 2.2.12. A real irreducible G-representation V is called of real (resp. complex or

quaternionic) type, if LG(V) ∼= R (resp. LG(V) ∼= C or LG(V) ∼= H).

Example 2.2.13.

(a) Types of real irreducible representations of S1.

All real nontrivial irreducible S1-representations are of the form (2.16). The only

matrices commuting with (2.16) are of the form a b

−b a

 , a, b ∈ R. (2.24)

The set of matrices of the form (2.24) is a division algebra isomorphic to C with basis

formed by the elements 1 0

0 1

 ,
0 −1

1 0

 , (2.25)
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where the first matrix in (2.25) corresponds to 1, and the second one to i.

Therefore, any real nontrivial irreducible S1-representation is of complex type.

(b) Types of real irreducible representations of Dn.

The only matrices commuting with the real nontrivial two-dimensional irreducible

Dn-representations (2.18) are of the form
a 0

0 a

 , a ∈ R. (2.26)

The set of matrices of the form (2.26) is the one-dimensional division algebra isomorphic

to R. Therefore, the nontrivial irreducible Dn-representations (2.18) are of real type.

(c) Types of real irreducible representations of O(2).

The only matrices commuting with the real nontrivial two-dimensional irreducible

O(2)-representations (2.19) are of the form (2.26).

Therefore, the nontrivial real irreducible O(2)-representations (2.19) are of real type.

2.2.6 Complexification, conjugation and type of irreducible representation

We start with reminding the concept of complexification of a vector space.

Let V be a real vector space. Then the complexification of V - denoted by V c- is given by

V c := C ⊗R V.

The subscript R in the tensor product means that the tensor product is taken over the real

numbers. According to the definition, V c is a real vector space. Let us introduce a complex

structure on it as follows.
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Let {1, i} be a basis in C and {v1, . . . , vn} be a basis in V. Then,

{1 ⊗ v1, . . . 1 ⊗ vn, i⊗ v1, . . . , i⊗ vn}

is a basis for C⊗R V, where {1 ⊗ v1, . . . , 1 ⊗ vn} generates V and {i⊗ v1, . . . , i⊗ vn} generates

another copy of V which is denoted iV.

Therefore, V c can be represented as the direct sum

V c ∼= V ⊕ iV. (2.27)

So far, iV stands as a symbol of the second copy of V. The complex multiplication of a vector

v = v1 + iv2 ∈ V c by a complex number a+ ib ∈ C is given by the usual rule

(a+ ib)(v1 + iv2) = (av1 − bv2) + i(bv1 + av2). (2.28)

We have i as a complex number and we can also associate with i an operator I which assigns

to every vector v the vector iv, according to (2.28), where a = 0 and b = 1. This is a real

operator. However, since it satisfies the property

I2 = −Id, (2.29)

it determines the complex structure of V c.

Next we describe the complexification of linear operators. Assume we have a real linear

operator A : V → V. The question is under what conditions can A be used to define a complex

linear operator Ac : V c → V c on V c, equipped with the complex structure given by (2.29).

Define Ac : V c → V c by

Ac(u+ iv) := Au+ IAv, (2.30)

for any vector w = u+ iv ∈ V c.

The operator Ac defined in (2.30), with I satisfying (2.29), such that Ac commutes with

I, is a complex linear operator on V c.
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Given a G-representation T : G → GL(V,R), in order to define its complexification, take

V c, for any T (g) take its complexification, and get the complexification T c of T.

Example 2.2.14. An example of complexification of the two-dimensional irreducible real

S1-representation is provided by (2.17). We look for the the complexification of

A := Rn

(
eiφ

)
,

where Rn (eiφ) has been defined in (2.16).

This is achieved by using the eigenvector basis of A in C2. The complex eigenvalues of the

matrix of A are einφ and e−inφ. The complex eigenvectors associated to these eigenvalues are

v1 = (1, i) and v2 = (1,−i). (2.31)

If we choose (2.31) as a basis for the complexification of (2.16), then we obtaine
inφ 0

0 e−inφ

 =

1 i

1 −i


cos(nφ) − sin(nφ)

sin(nφ) cos(nφ)


1 i

1 −i


−1

, (2.32)

and the complexification of the real operator A is

Ac :=

e
inφ 0

0 e−inφ

 .
Therefore, the complexification of the real two-dimensional representation (2.17) of S1 is

a complex two-dimensional representation. Since from the Schur’s Lemma all complex

irreducible representations of the abelian groups are one-dimensional, it follows that the

complexification of (2.17) is a complex reducible representation. It can be expressed as

Cn(einφ) = V1 ⊕ V2, (2.33)

where V1 = Rn(einφ) and V2 = Rn(e−inφ) are equivalent as real representations but non-

equivalent as complex representations. Therefore, it is of complex type, as shown in Example

2.2.13.
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Example 2.2.15. The complexification of the real irreducible two-dimensional representation

of Dn (2.18), is given by
γ(z1, z2)T :=

(
e

2πi
n · z1, e

− 2πi
n · z1

)T
, for e 2πi

n ∈ Zn and (z1, z2)T ∈ C2;

κ(z1, z2)T := (z2, z1)T , where (z1, z2)T ∈ C2 and κ ∈ Dn

. (2.34)

The matrix representation for κ acting on C2, is obtained by using the same eigenbasis for

C2 formed by the eigenvectors (2.31) obtained at the diagonalization of A, in (2.32):
0 1

1 0

 =

1 i

1 −i


1 0

0 −1


1 i

1 −i


−1

. (2.35)

There does not exist a proper invariant subspace common to γ and κ. This explains the

irreducibility of the complexification and its real type.

Example 2.2.16. The complexification of the irreducible real O(2)-representation (2.19) is

given by
γ(z1, z2)T :=

(
eiφ · z1, e

−iφ · z1
)T
, for eiφ ∈ SO(2) and (z1, z2)T ∈ C2;

κ(z1, z2)T := (z2, z1)T ,
, (2.36)

where φ ∈ [0, 2π), γ and κ have been defined in (2.3) and (2.2) respectively, and the dot in

(2.36) denotes complex multiplication. Using the same arguments as above, we conclude that

the complexification of the real irreducible O(2)-representation is irreducible.

Examples (2.2.14), (2.2.15) and (2.2.16) suggest to consider the concept of complex

conjugate representations. Let us recall a concept of complex conjugate space.

Let U be a complex vector space. Let U denote the space with same vectors as U, where

the complex multiplication is given by z ·u := z̄u, z ∈ C, u ∈ U. This space is called conjugate

to U and is denoted by U.
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In the case of a complex matrix G-representation T : G → GL(n,C), the G- representation

conjugate to T is given by T : G → GL(n,C), where T (g) denotes the matrix obtained from

T (g) by replacing its entries with their conjugates. Clearly, GL(U) = GL(U).

As an example of a conjugate representation, consider the irreducible one-dimensional

complex representation of S1, as a homomorphism f : S1 → GL(1,C) ∼= C\{0}, φ ∈ [0, 2π),

n ∈ N, defined by f (eiφ) = einφ. Its conjugate representation is e−inφ.

The following result links the type of an irreducible representation with its complexification;

its proof can be found in [14].

Proposition 2.2.17. Let V be a real irreducible G-representation.

(a) Then, the complex G-representation V c is irreducible if and only if V is of real type.

Assume V c is reducible. Then

V c = U ⊕ U,

where U and U are irreducible complex representations and U is conjugate to U. In addition,

(b) V is of complex type if U and U are nonequivalent representations;

(c) V is of quaternionic type if U and U are equivalent representations.

It is easy to see that the types of irreducible real representations of S1, Dn and O(2), as

well as the structure of their complexifications are in a complete agreement with Proposition

2.2.17.

Theorem 2.2.8 lists some useful properties of the character of irreducible complex repre-

sentations. Since in this Thesis we will be mainly dealing with real irreducible representations

of real type, it is important to know which of the properties listed in Theorem 2.2.8 apply to

the real irreducible representations.
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In this Thesis we restrict to groups G whose all real irreducible representations are of real

type. Therefore, all properties of the real irreducible representations of these groups can be

understood from the corresponding properties of the complex irreducible representations.

Remark 2.2.18.

(a) It is not true in general that a character χ of a real representation is irreducible if and

only if ⟨χ, χ⟩ = 1, as it can be seen for example from Z3 acting on the plane, where

⟨χ, χ⟩ = 2 for any nontrivial character χ (all nontrivial real irreducible representations

of the cyclic groups are of complex type). However, it is true for any irreducible real

representation of real type, as a consequence of 2.2.17 (a).

(b) It is not true in general that for a finite group G, the number of real irreducible characters

is equal to the number of conjugacy classes of the elements in G. It follows directly from

Proposition 2.2.17, that in general, the number of complex irreducible representations

is greater or equal than the the number of real irreducible representations.

2.2.7 Isotypic Decomposition

Consider a real G-representation V and its decomposition into a direct sum

V = V1 ⊕ V2 ⊕ · · · ⊕ Vm (2.37)

Among the irreducible subrepresentations Vj of V, some of them may be equivalent. Denote

by Vj the minimal invariant subspace containing all subrepresentations that are equivalent to

Vj.

Then the sum

V = V0 ⊕ · · · ⊕ Vr, (2.38)

is called the isotypic decomposition (2.37) of V. In contrast to the decomposition (2.37), the

isotypic decomposition (2.38) is unique.
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The isotypic components Vj, j = 0, 1, 2, . . . , r, can be also described in another way,

which is more useful for infinite-dimensional generalizations. Denote by χj : G → R the real

character of the irreducible representation Vj, j = 0, 1, 2, . . . , r. We define the linear map

Pj : V → V by

Pjx = n(Vj)
∫
G
χj(g) gx dµ(g), x ∈ V, (2.39)

where

n(Vj) =



dim RVj, if Vj is of real type,

dim RVj

2 , if Vj is of complex type,

dim RVj

4 , if Vj is of quaternionic type.

(2.40)

The number n(Vj) in (2.40) is called the intristic dimension of Vj. Then, we have :

(a) x ∈ Vj ⇐⇒ Pj(x) = x;

(b) x ∈ Vl, l ̸= j =⇒ Pj(x) = 0;

(c) Pj ◦ Pj(x) = Pj(x) for all x ∈ V ,

(d) Pj : V → V is G-equivariant.

Therefore, every x ∈ V can be written as

x =
r∑
j=0

Pj(x),

where Pj(x) ∈ Vj, so Id =
r∑
j=0
Pj.

As an example of isotypic decomposition, consider the Dn-representation V ∼= Rn (n >

2, even) given by

γ(x1, x2, . . . , xn−1, xn) = (xn, x1, . . . , xn−2, xn−1),

κ(x1, x2, . . . , xn−1, xn) = (xn, xn−1, . . . , x2, x1).
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The isotypic decomposition is given by

V = M0 ⊕ M1 ⊕ . . .⊕ Mn−2
2

⊕ Mjn+1,

with the notations of Example 2.2.4.

2.3 Representations in infinite-dimensional spaces

2.3.1 Banach representation and its isotypic decomposition

Let W be a real Banach space. We say that W is a real Banach representation of G (in

short, Banach G-representation) if the space W is a G-space such that the translation map

Tg : W → W, defined by Tg(w) = gw for w ∈ W, is a bounded R-linear operator for every

g ∈ G.

Clearly, every finite-dimensional G-representation is a Banach G-representation. We say

that a Banach G-representation W is isometric if for each g ∈ G, the translation operator

Tg is an isometry, i.e. ∥Tgw∥ = ∥w∥ for all w ∈ W, and we call the norm ∥ · ∥ a G-invariant

norm.

It can be shown that given a Banach G-representation W, it is possible to construct a new

G-invariant norm on W, equivalent to the initial one, denoted ∥ · ∥G, using the Haar integral.

By a Banach subrepresentation it is meant a closed G-invariant linear subspace V of W.

All irreducible Banach G-representations (i.e. representations that do not contain any

proper nontrivial Banach G-subrepresentations) are finite-dimensional (see [30]. Notice that

for a closed subgroup H ⊂ G, the set WH is a closed linear subspace of W.

The inner product ⟨·, ·⟩ on W is called G-invariant if ⟨gv, gw⟩ = ⟨v, w⟩ for all g ∈ G,

v, w ∈ W. In this case W is called an isometric Hilbert G-representation.

Given a Banach G-representation consider the complete list {Vk : k = 0, 1, 2, . . .} of all

irreducible G-representations and let χk : G → R be the corresponding character of Vk for
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k = 0, 1, 2, . . . . Define the linear maps

Pkx = n(Vk)
∫
G
χk(g) gx dµ(g), g ∈ G, x ∈ V, k = 1, 2, . . . , (2.41)

where n(Vk) denotes the intrinsic dimension of Vk. Then, similarly to the finite-dimensional

case, we have that Pk : V → V is a G-equivariant (i.e. Pk(gv) = gPk(v) for g ∈ G and v ∈ V )

bounded linear projection onto the subspace Vk := Pk(V ).

We have the following result whose proof can be found in [33].

Theorem 2.3.1. Let V be a real isometric Banach representation of a compact Lie group G,

V a real irreducible representation of G and χ the character of V . Then, the linear operator

PV : V → V defined by

PVx = n(V)
∫
G
χ(g) gx dµ(g), x ∈ V (2.42)

is a bounded G-equivariant projection on the subspace PV(V ), which satisfies the following

properties:

(i) If x ∈ V belongs to an irreducible subrepresentation of V that is equivalent to V , then

PVx = x;

(ii) If x ∈ V belongs to an irreducible subrepresentation of V that is not equivalent to V ,

then PVx = 0.

It is an immediate consequence of Theorem 2.3.1 that every irreducible subrepresentation

of V, which is equivalent to Vk, is contained in Vk. The G-invariant subspace Vk is called the

isotypic component of V corresponding to Vk. We define the subspace

V∞ :=
⊕
k

Vk (2.43)

which is clearly dense in V, i.e. we have V ∞ = V. Consequently, the decomposition

V∞ :=
⊕
k

Vk (2.44)
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is called the isotypic decomposition of V. Moreover, for every G-equivariant linear operator

A : V → V we have that A(Vk) ⊆ Vk for all k = 1, 2, . . . .

2.3.2 Representations in a Banach space of periodic functions

As an example of a Banach G-representation, consider the Banach space W = W (S1; V) of

"reasonable" 2π-periodic functions from S1 to V. The group O(2) × Γ × Z2 acts on W by
(
eiθ, γ,±1

)
x(t) := ±γx(t+ θ), (2.45)(

eiθκ, γ,±1
)
x(t) := ±γx(−t+ θ), (2.46)

where x ∈ W, eiθ, κ ∈ O(2), γ ∈ Γ and ±1 ∈ Z2. Clearly, W is an isometric Banach

G-representation.

Consider first W as an O(2)-representation corresponding to its Fourier modes:

W =
∞⊕
k=0

Vk, Vk := {cos(kt)u+ sin(kt)v : u, v ∈ V}, (2.47)

where each Vk, for k ∈ N, is equivalent to the complexification Vc := V ⊕ iV (as a real O(2)-

representation) of V, and the rotations eiθ ∈ SO(2) act on vectors z ∈ Vc by eiθ(z) := e−ikθ ·z

(here ” · ” stands for complex multiplication) and κz := z. Indeed, the linear isomorphism

φk : Vc → Vk given by

φk(x+ iy) := cos(kt)u+ sin(kt)v, u, v ∈ V, (2.48)

is O(2)-equivariant.

Clearly, V0 can be identified with V with the trivial O(2)-action, while Vk, k = 1, 2, . . . ,

is modeled on the irreducible O(2)-representation Wk
∼= R2, where SO(2) acts by k-folded

rotations and κ acts by complex conjugation. One notices that each Vk, k = 0, 1, 2, . . . , is

also Γ × Z2-invariant.

Assume that we have the complete list of all irreducible orthogonal Γ×Z2−representations

on which the Γ×Z2-isotypic components of V ∼= V0 are modeled, namely V−
0 ,V−

1 ,V−
2 , . . . ,V−

τ ,
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where the symbol ” − ” indicates the antipodal Z2-action and V−
0 corresponds to the trivial

Γ-action.

On the other hand, we have the complete list of the irreducible orthogonal O(2)- represen-

tations Wk. The action of the direct product O(2) × Γ × Z2, is defined in the tensor product

space

V−
k,l := Wk ⊗ V−

l . (2.49)

Remark 2.3.2.

(i) In what follows, we will assume that all real irreducible representations of Γ are of

real type. Moreover, Example 2.2.13 shows that all two-dimensional real irreducible

representations of O(2) are also of real type. It is not true, in general, that the tensor

product of two real irreducible representations is an irreducible representation. This is

true, however, when the two real irreducible representations are of real type. Therefore,

V−
k,l is irreducible, in the cases of pure interest.

(ii) The assumption that all real irreducible representations of Γ are of real type does not

lead to the loss of generality. Indeed, the set of complex linear equivariant operators

on an irreducible representation of non-real type has only one connected component.

Therefore, any such operator is equivariantly homotopic to the identity operator and as

such does not contribute to the corresponding equivariant degree.

Example 2.3.3. The tensor product space V−
k,l defined in (2.49) is an irreducible real

representation of O(2) × Γ ×Z2, where Γ ∼= Dn, n > 2. This follows from the fact that all real

irreducible representations of O(2) and Dn are of real type, as shown in Remark 2.3.2 and

Example 2.2.13, respectively. The additional Z2 action by ±1 doesn’t affect the irreducibility

of the representation.
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Since V−
k,l is an irreducible orthogonal G-representation, it follows that V0 and Vk (cf.

(2.48)) admit the following G-isotypic decompositions:

V0 = V −
0 ⊕ V −

1 ⊕ . . .⊕ V −
τ

(with the trivial O(2)-action) and

Vk = V −
k,0 ⊕ V −

k,1 ⊕ . . .⊕ V −
k,τ

where V −
l (resp. V −

k,l) is modeled on V−
0,l (resp. V−

k,l with k > 0) .

2.4 Local Brouwer Degree

Let us suppose that V is a finite-dimensional normed space (assumed without loss of generality

to be the Euclidean space V := Rn). Let Ω ⊂ V be an open, bounded, nonempty set, and

let f : V → V be a continuous function, such that f(x) ̸= 0, ∀x ∈ ∂Ω, in which case a

pair (Ω, f) is called an admissible pair in V. In such a case we will also say that f is an

Ω-admissible map. One can extend this definition to a homotopy in a natural way. Suppose

that h : [0, 1] × V → V is a continuous map, and is Ω-admissible for every t ∈ [0, 1] (i.e. the

map ht(x) := h(t, x), x ∈ V, is Ω-admissible). Then, we say that h0 and h1 are Ω-admissibly

homotopic. We denote by M(V ) the set of all admissible pairs in V, and we put

M :=
⋃
V

M(V ) .

Definition 2.4.1. We call a function deg : M → Z a (local Brouwer) degree if it satisfies the

following three conditions:

(P1) (Additivity) For every (f,Ω) ∈ M and every pair of open, bounded, nonempty,

disjoint subsets Ω1 and Ω2 of V, such that f−1(0) ∩ Ω ⊂ Ω1 ∪ Ω2, one has deg(f,Ω) =

deg(f,Ω1) + deg(f,Ω2).
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(P2) (Homotopy Invariance) Let Ω ⊂ V be an open, bounded and nonempty set and let

h(t, x) : [0, 1] × V → V be a continuous map such that h(t, x) ̸= 0 for x ∈ ∂Ω and

t ∈ [0, 1]. Then, deg(ht,Ω) = constant for all t ∈ [0, 1].

(P3) (Normalization) For any open, bounded, nonempty set Ω ⊂ V and xo ∈ V such that

xo /∈ ∂Ω we have

deg(Id − xo,Ω) =


1 if xo ∈ Ω

0 if xo /∈ Ω
.

The proof of the following result can be found in [18].

Proposition 2.4.2. The function deg : M → Z satisfying the properties (P1), (P2) and

(P3) exists and is unique.

Proposition 2.4.3. Using Properties (P1) − (P3), one can prove the following results.

(P4) (Existence) For every (f,Ω) ∈ M, if deg(f,Ω) ̸= 0, then, there exists xo ∈ Ω such that

f(xo) = 0.

(P5) (Excision) Suppose that (f,Ω) ∈ M and let Ωo be an open subset of Ω such that

f−1(0) ∩ Ω ⊂ Ωo. Then, deg(f,Ω) = deg(f,Ωo).

(P6) (Rouché property) If (f,Ω) ∈ M and g : V → V is a continuous map such that

sup
x∈∂Ω

|f(x) − g(x)| < inf
x∈∂Ω

|f(x)|,

then (g,Ω) ∈ M, and deg(f,Ω) = deg(g,Ω).

(P7) (Boundary Values Dependence) Let Ω ⊂ V be an open, bounded and nonempty set.

Then, for every f, g ∈ C(Ω; ∂Ω) such that f(x) = g(x) for all x ∈ ∂Ω, we have

deg(f,Ω) = deg(g,Ω).

(P8) (Product) Let (f,Ω) ∈ M and (g, U) ∈ M. Then, deg(f × g,Ω × U) = deg(f,Ω) ·

deg(g, U).
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(P9) (Linear map) Let Ω be an open and bounded neighborhood of zero in V and let

f : V → V be an invertible linear map. Then

deg(f,Ω) = (−1)λ, (2.50)

where λ is the sum of algebraic multiplicities of the real negative eigenvalues of f.

Let f : V → V be at least a C1-map, where V ∼= Rn. Then, we say that x ∈ V is a

critical point if Df(x) is singular. Moreover, we say that x ∈ V is a regular point if Df(x) is

non-singular. Finally, we say that z ∈ V is a regular value if z is such that f−1(z) is either

empty or it consists only of regular points.

Theorem 2.4.4. Assume that (f,Ω) is an admissible pair in V := Rn such that f is a

C1-map and such that 0 is a regular value of f |Ω. Then, the set f−1(0)∩Ω = {x1, x2, . . . , xm}

is finite and we have

deg(f,Ω) =
m∑
j=1

sign (detDf(xj)) . (2.51)

2.5 Leray-Schauder Degree

The Leray-Schauder Degree extends the Brouwer Degree to compact vector fields in infinite

dimensional Banach spaces. Recall that the Schauder’s approximation is a prerequisite for

defining the Leray-Schauder degree for compact fields. We will follow the exposition in [33].

Definition 2.5.1. Assume that V is a Banach space and T : V → V is a continuous map.

Then,

(a) If T (V ) is contained in a compact subset of V, then T is called compact.

(b) If T (V ) is contained in a finite-dimensional linear subspace of V, then the map T : V → V

is called finite-dimensional.
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Construction 2.5.2 (Schauder approximation). Let S = {y1, . . . , yn} be a finite set in

the Banach space V and ϵ > 0 be a fixed real number. Define B(ϵ,S) := ⋃n
i=1 Bϵ(yi). Let

µi : B(ϵ,S) → R, i = 1, . . . , n, be given by µi(x) = max{0, ϵ− ∥x− yi∥}.

Then, the Schauder projection πϵ : B(ϵ,S) → conv(S) is given by

πϵ = 1
n∑
i=1
µi(x)

n∑
i=1

µi(x)yi,

where conv(S) denotes the convex hull of the set S.

Theorem 2.5.3 (Schauder’s approximation theorem). Assume that C ⊆ V is a closed convex

subset, X ⊆ V, and T : X → C is a compact map. Then for each ϵ > 0, there is a finite set

S = {y1, . . . , yn} ⊆ T (X) ⊆ C and a finite-dimensional map Tϵ : V → C satisfying

(a) ∥Tϵ(x) − T (x)∥ < ϵ ∀x ∈ X;

(b) Tϵ(X) ⊆ conv(S) ⊆ C.

Assume Ω ⊆ V and T : Ω → V is a compact map. Then a map f : Ω → V, f(x) = x−T (x)

is called a compact field on Ω. We say that h : [0, 1] × Ω → V, h(t, x) = x − H(t, x), is a

homotopy of compact fields, if H : [0, 1] × Ω → V is a compact map.

Assume that Ω ⊆ V is an open, bounded, nonempty subset. If a map f : Ω → V is a

compact field on Ω and f(x) ̸= 0 ∀x ∈ ∂Ω, then we say that f is an Ω-admissible compact

field. A homotopy h : [0, 1] × Ω → X of compact fields is called Ω-admissible homotopy if

h(t, x) ̸= 0 ∀ (t, x) ∈ [0, 1] × ∂Ω.

Proposition 2.5.4. Let Ω ⊆ V be an open, bounded, nonempty subset and let h : [0, 1]×Ω →

V be an Ω-admissible homotopy of compact fields. Then,

inf{∥h(t, x)∥; x ∈ ∂Ω, t ∈ [0, 1]} > 0.
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Assume that Ω ⊂ V is an open, bounded and nonempty subset. Let T : Ω → V be a

compact map (cf. Definition 2.5.1). Put f(x) = x− T (x) and let ϵ = inf{∥f(x)∥, x ∈ ∂Ω}.

From Proposition 2.5.4, we know that ϵ > 0. From Theorem 2.5.3 it follows that there exists

a finite-dimensional map Tϵ : Ω → V, called an ϵ-approximation of T, such that

∥Tϵ(x) − T (x)∥ < ϵ, x ∈ Ω.

Then, fϵ : Ω → V defined as fϵ(x) = x− Tϵ(x), is also an Ω-admissible compact field and one

obtains

∥fϵ(x) − f(x)∥ = ∥Tϵ(x) − T (x)∥ < ϵ, x ∈ Ω.

Hence, ∥fϵ(x) − f(x)∥ > 0, ∀x ∈ ∂Ω.

Let Vo ⊆ V be a finite-dimensional subspace of V such that Ω ∩ Vo ̸= ∅ and Tϵ(Ω) ⊆ Vo.

Then, the Leray-Schauder degree of f on Ω is defined as

deg(f,Ω) := deg(fo,Ωo), (2.52)

where

fo := fϵ
∣∣∣
Ω∩Vo

: Ω ∩ Vo → Vo, Ωo = Ω ∩ Vo.

The proof of the following result can be found in [33].

Proposition 2.5.5. The Leray-Schauder degree defined in (2.52) is independent either of

the choice of Ωo or the finite-dimensional approximation Tϵ.

Theorem 2.5.6. Let Ω ⊂ V be a nonempty open and bounded subset, and f = Id−T : Ω → V

be an Ω-admissible compact field. Then, the Leray-Schauder degree defined in (2.52), deg(f,Ω),

satisfies the following properties:

(P1) (Normalization) Let xo ∈ V, be such that xo /∈ ∂Ω. Then,

deg(Id − xo,Ω) =


1 if xo ∈ Ω

0 if xo /∈ Ω
.
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(P2) (Additivity) Let Ω1,Ω2 ⊆ Ω be two nonempty, open and disjoint subsets. If f−1(0) ⊆

Ω1 ∪ Ω2, then

deg(f,Ω) = deg(f,Ω1) + deg(f,Ω2).

(P3) (Homotopy) Let h : [0, 1] × Ω → V be an Ω-admissible homotopy of compact fields.

Then, deg(ht,Ω) = constant for all t ∈ [0, 1].

(P4) (Existence) Let T : Ω → V be a compact map and f = Id − T : Ω → V be an

Ω-admissible compact field. If the Leray-Schauder degree defined in (2.52) satisfies

deg(f,Ω) ̸= 0, then there exists xo ∈ Ω such that f(xo) = 0.

(P5) (Excision) Let T : Ω → V be a compact map and f = Id − T : Ω → V be an

Ω-admissible compact field. If Ω1 is an open subset of Ω such that f−1(0) ⊆ Ω1, then

deg(f,Ω) = deg(f,Ω1).

(P6) (Continuity) Let g : Ω → V be a compact field such that

∥f − g∥∞ := sup{∥f(x) − g(x)∥; x ∈ Ω} < inf{∥f(x)∥; x ∈ ∂Ω}.

Then, deg(f,Ω) = deg(g,Ω).

(P7) (Boundary Values Dependence) If g : Ω → V is a compact field such that f(x) = g(x)

for all x ∈ ∂Ω, then deg(f,Ω) = deg(g,Ω).

(P8) (Linear map) Let Ω be the unit ball, and let T : V → V be a compact linear operator.

Assume that λ ∈ R\{0} is such that λ−1 is not an eigenvalue of T. Then, if 0 ∈ Ω, we

have

deg(Id − λf,Ω) = (−1)m(λ), (2.53)

where m(λ) is the sum of the algebraic multiplicities of the real eigenvalues µ satisfying

µλ > 1.
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2.6 Equivariant Brouwer and Leray-Schauder Degrees

In this section we describe the Brouwer Equivariant Degree, which is a generalization of

the local Brouwer degree for G-equivariant maps. The range A(G) of this degree admits a

natural ring structure called the Burnside ring of G.

2.6.1 Burnside Ring

Let us denote by A(G) the free Z-module generated by the conjugacy classes (H ) ∈ Φ0(G),

i.e.

A(G) := Z[Φ0(G)].

Elements α ∈ A(G) are finite sums

α = nH1(H1) + . . .+ nHm(Hm),

with nHi
∈ Z and (Hi) ∈ Φ0(Γ). Then, define the multiplication · : A(G) × A(G) → A(G),

on generators (H ), (K ) ∈ Φ0(G) by

(H ) · (K ) :=
∑

(L )∈Φ0(G)
mL (L ), (2.54)

where

mL := number of (L )-orbits in G

H
× G

K

with respect to the diagonal G-action given by g(hH , kK ) = (ghH , gkK ), ∀g ∈ G, h ∈

H , k ∈ K . One can show that formula (2.54) is well-defined, see for example [5]. Extending

by distributivity, one gets the ring structure called the Burnside ring of G and denoted by

A(G).

Formula (2.54) is not suitable for computations. One can use the recurrence formula for

the Burnside ring multiplication

mL =
n(L ,H )|W (H )|n(L ,K )|W (K )| − ∑

(L̃ )>(L ) mL̃
n(L , L̃ ) |W (L̃ )|

|W (L )| . (2.55)
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Table 2.3. Numbers n(L ,H ) for the generators of A(D8).
L H n(L ,H ) L H n(L ,H ) L H n(L ,H )
D8 D8 1 Z2 D4 1 Z1 D2 2
D4 D8 1 Z1 D4 1 D̃2 D̃2 1
Z8 D8 1 Z8 Z8 1 D̃1 D̃2 1
D̃4 D8 1 Z4 Z8 1 Z2 D̃2 2
D2 D8 1 Z2 Z8 1 Z1 D̃2 2
D̃2 D8 1 Z1 Z8 1 Z4 Z4 1
Z4 D8 1 D̃4 D̃4 1 Z2 Z4 1
D1 D8 1 D̃2 D̃4 1 Z1 Z4 1
D̃1 D8 1 Z4 D̃4 1 D1 D1 1
Z2 D8 1 D̃1 D̃4 1 Z1 D1 4
Z1 D8 1 Z2 D̃4 1 D̃1 D̃1 1
D4 D4 1 Z1 D̃4 1 Z1 D̃1 4
D2 D4 1 D2 D2 1 Z2 Z2 1
Z4 D4 1 D1 D2 1 Z1 Z2 1
D1 D4 1 Z2 D2 2 Z1 Z1 1

It can be verified that (G) · (L ) = (L ) for every (L ) ∈ Φ0(G), therefore (G) is the unity

in A(G).

Example 2.6.1. Consider now the dihedral group Dn, where n ≥ 2 is an even natural

number. We have the following conjugacy classes of subgroups in Dn

Φ(Dn) = {(Dk), (Zk) : k | n} ∪ {(D̃k) : 2k | n},

where

D̃k = {1, γs, . . . , γs(k−1), γκ, γs+1κ, . . . , γs(k−1)+1κ}.

For example consider n = 8. The numbers n(L ,H ) for D8 are given in Table 2.3. As an

example, let us compute (D2) · (D2) = x1(D2) + x2(Z2). We have

x1 = n(D2, D2)|W (D2)|n(D2, D2)|W (D2)|
|W (D2)|

= 1 · 2 · 1 · 2
2 = 2

and

x2 = n(Z2, D2)|W (D2)|n(Z2, D2)|W (D2)| − x1 · n(Z2, D2)|W (D2)|
|W (Z2)|

= 2 · 2 · 2 · 2 − 2 · 2 · 2
8 = 1.
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Similarly, (D̃1) · (D̃1) = x3(D̃1) + x4(Z1), where

x3 = n(D̃1, D̃1)|W (D̃1)|n(D̃1, D̃1)|W (D̃1)|
|W (D̃1)|

= 1 · 2 · 1 · 2
2 = 2

and

x4 = n(Z1, D̃1)|W (D̃1)|n(Z1, D̃1)|W (D̃1)| − x3 · n(Z1, D̃1)|W (D̃1)|
|W (Z1)|

= 4 · 2 · 4 · 2 − 2 · 4 · 2
16 = 3.

Finally, (D1) · (D1) = x5(Z1) + x6(D1), where

x5 = n(D1, D1)|W (D1)|n(D1, D1)|W (D̃1)|
|W (D1)|

= 1 · 2 · 1 · 2
2 = 2

and

x6 = n(Z1, D1)|W (D1)|n(Z1, D1)|W (D1)| − x5 · n(Z1, D1)|W (D1)|
|W (Z1)|

= 4 · 2 · 4 · 2 − 2 · 4 · 2
16 = 3,

all these cases being in agreement with Tables 2.3. Using the recurrence formula (2.55), one

can compute the multiplication Table 2.4. The computations can be assisted by the GAP

software by using the "EquiDeg" package [43].

A(D8) (D8) (D4) (Z8) (D̃4) (D2) (D̃2) (Z4) (D1) (D̃1) (Z2) (Z1)

(D8) (D8) (D4) (Z8) (D̃4) (D2) (D̃2) (Z4) (D1) (D̃1) (Z2) (Z1)
(D4) (D4) 2(D4) (Z4) (Z4) 2(D2) (Z2) 2(Z4) 2(D1) (Z1) 2(Z2) 2(Z1)
(Z8) (Z8) (Z4) 2(Z8) (Z4) (Z2) (Z2) 2(Z4) (Z1) (Z1) 2(Z2) 2(Z1)
(D̃4) (D̃4) (Z4) (Z4) 2(D̃4) (Z2) 2(D̃2) 2(Z4) (Z1) 2(D̃1) 2(Z2) 2(Z1)
(D2) (D2) 2(D2) (Z2) (Z2) (Z2) + 2(D2) 2(Z2) 2(Z2) (Z1) + 2(D1) 2(Z1) 4(Z2) 4(Z1)
(D̃2) (D̃2) (Z2) (Z2) 2(D̃2) 2(Z2) (Z2) + 2(D̃2) 2(Z2) 2(Z1) (Z1) + 2(D̃1) 4(Z2) 4(Z1)
(Z4) (Z4) 2(Z4) 2(Z4) 2(Z4) 2(Z2) 2(Z2) 4(Z4) 2(Z1) 2(Z1) 4(Z2) 4(Z1)
(D1) (D1) 2(D1) (Z1) (Z1) (Z1) + 2(D1) 2(Z1) 2(Z1) 3(Z1) + 2(D1) 4(Z1) 4(Z1) 8(Z1)
(D̃1) (D̃1) (Z1) (Z1) 2(D̃1) 2(Z1) (Z1) + 2(D̃1) 2(Z1) 4(Z1) 3(Z1) + 2(D̃1) 4(Z1) 8(Z1)
(Z2) (Z2) 2(Z2) 2Z2) 2(Z2) 4(Z2) 4(Z2) 4(Z2) 4(Z1) 4(Z1) 8(Z2) 8(Z1)
(Z1) (Z1) 2(Z1) 2(Z1) 2(Z1) 4(Z1) 4(Z1) 4(Z1) 8(Z1) 8(Z1) 8(Z1) 16(Z1)

Table 2.4. Multiplication table for A(D8).
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GAP Code: After selecting the group G := pDihedralGroup( 8 ), one needs to label the

corresponding generators of A(G). A possibility is H[1] = (Z1), H[2] = (Z2), H[3] = (D̃1), H[4]

= (D1), H[5] = (Z4), H[6] = (D̃2), H[7] = (D2), H[8] = (D̃4), H[9] = (Z8), H[10] = (D4), H[11]

= (D8). These generators of the Burnside ring are the conjugacy classes of D8. The complete GAP

code for D8 would then look as follows.

LoadPackage ( " EquiDeg " );

G := pDihedralGroup ( 8 );

ccs := ConjugacyClassesSubgroups ( G );

ccs_names :=["Z1", "Z2", "tD1", "D1", "Z4", "tD2", "D2", "tD4",

"Z8", "D4", "D8"];

ListA (ccs , ccs_names , SetName );

AG := BurnsideRing ( G );

A direct way to identify a conjugacy class representative is using the GAP functions ”Representative”

and ”StructureDescription”, respectively. For example, the group corresponding to the element

”ccs[9]” of the conjugacy classes list, is identified by the GAP command

”StructureDescription(Representative(ccs[9])); ”.

2.6.2 Properties of the Brouwer Equivariant Degree

To define axiomatically the equivariant degree, we need some preliminaries.

Definition 2.6.2. Suppose that V is a finite-dimensional orthogonal G-representation. Let

Ω ⊂ V be a G-invariant open, bounded and nonempty subset, and let f : V → V be a

continuous G-equivariant function, such that f(x) ̸= 0, ∀x ∈ ∂Ω. In this case, (f,Ω) is called

a G-admissible pair.

(a) We denote by MG(V ) the set of all G-admissible pairs in V, and we put

MG :=
⋃
V

MG(V );
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(b) one can define a G-equivariant homotopy as follows. Suppose that h : [0, 1] × V → V

is a G-equivariant continuous map, and is Ω-admissible for every t ∈ [0, 1] (i.e. the

map ht(x) := h(t, x), x ∈ V, is Ω-admissible). Then, we say that h0 and h1 are

G-equivariantly Ω-admissibly homotopic.

Definition 2.6.3.

(a) f is said to be normal in Ω if for each α = (H ) ∈ Φ(G; Ω) and each x ∈ f−1(0) ∩ ΩH ,

there exists a δx > 0 such that for all w ∈ νx(Ωα) with ∥w∥ < δx,

f(x+ w) = f(x) + w = w,

where “νx(Ωα)” stands for the normal space to the manifold Ωα at x;

(b) f is said to be regular normal in Ω if

1. f is C1-smooth;

2. f is normal in Ω;

3. for every (H ) ∈ Φ(G,Ω), zero is a regular value of

fH := f |ΩH
: ΩH → WH .

The role of regular normal maps for equivariant degree theory is parallel to the role of

regular maps in nonequivariant Brouwer degree theory. Namely, any equivariant map of our

interest can be approximated by a regular normal map. Therefore, the regular normal maps

serve as "nice" representatives of equivariant homotopy classes. We describe the axioms of

the Brouwer equivariant degree in a parallel way to the axiomatic description of the Brouwer

Degree presented in Propositions 2.4.2 and 2.4.3, respectively.

Theorem 2.6.4. Let V := Rn, Ω ⊂ V and let (f,Ω) ∈ MG. There exists a unique function

G-Deg : MG → A(G) called the Brouwer G-equivariant degree, which assigns to every (f,Ω)
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an element G-Deg(f,Ω) in the Burnside ring A(G), i.e.

G-Deg(f,Ω) = n1(H1) + n2(H2) + · · · + nm(Hm) (2.56)

and satisfies the following properties:

(P1) Existence: If G-Deg(f,Ω) ̸= 0, i.e if there is nj ̸= 0 for some j ∈ {1, 2, . . . ,m},

then there exists x ∈ Ω with f(x) = 0 and Gx ≥ Hj.

(P2) Additivity: Assume that Ω1 and Ω2 are two G-invariant open disjoint subsets of Ω

such that f−1(0) ∩ Ω ⊂ Ω1 ∪ Ω2. Then,

G-Deg(f,Ω) = G-Deg(f,Ω1) + G-Deg(f,Ω2).

(P3) Homotopy: Suppose that h : [0, 1] × V → V is an Ω-admissible G-equivariant

homotopy. Then,

G-Deg(ht,Ω) = const

for all t ∈ [0, 1].

(P4) Suspension: Suppose that W is another orthogonal G-representation and let U be

an open bounded G-invariant neighborhood of 0 in W . Then,

G-Deg(f × Id,Ω × U) = G-Deg(f,Ω).

(P5) Normalization: Suppose that f is a regular normal map in Ω such that f−1(0)∩Ω =

G(xo) and H := Gxo. Then,

G-Deg(f,Ω) = no(H ),

where

no := sign det
(
DfH (xo)

)
.
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(P6) Elimination: Suppose that f is a regular normal map in Ω such that f−1(0) ∩ Ω

does not contain any orbit type from Φ0(G; Ω). Then,

G-Deg(f,Ω) = 0.

(P7) Excision: If f−1(0) ∩ Ω ⊂ Ω0, where Ω0 ⊂ Ω is an open invariant subset, then

G-Deg(f,Ω) = G-Deg(f,Ω0).

(P8) (Recurrence Formula):

G-Deg(f,Ω) =
∑

(H )∈Φ0(G;V )
nH (H ),

where

nH =
deg(fH ,ΩH ) − ∑

(K )>(H ) nK n(H ,K ) |W (K )|
|W (H )| . (2.57)

(P9) (Multiplicativity Property): Assume that (f1,Ω1), (f2,Ω2) ∈ MG. Then, we

have

G-Deg(f1 × f2,Ω1 × Ω2) = G-Deg(f1,Ω1) · G-Deg(f2,Ω2), (2.58)

where the product "·" is taken in the Burnside ring A(G).

2.6.3 Basic Degree and Degree of Linear Equivariant Operators

Let {Vj} be a list of all irreducible G-representations, and let B(Vj) be the unit ball in

{Vj}. Clearly, every linear G-equivariant isomorphism A : Vj → Vj is a B(Vj)-admissible

G-equivariant map. Hence, these maps can be considered as the most elementary for which

G-Deg(A,B(Vj)) is defined.

Definition 2.6.5. Take a list of irreducible G-representations {Vj}. For any Vj, the map

−Id : Vj → Vj is called a basic map. Then, the Brouwer G-equivariant degree

degVj
:= G-Deg(−Id , B(Vj))
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is called the Vj-basic Brouwer G-degree, or simply basic Brouwer G-degree.

Let V be a finite-dimensional G-representation. Take A ∈ GLG(V ) and consider the

G-isotypic decomposition of V

V = V0 ⊕ V1 ⊕ . . .⊕ Vr.

By the multiplicativity property (2.58), we have

G-Deg(A,B(V )) =
r∏
j=1

G-Deg(Aj, B(Vj)),

where B(Vj) is the unit ball in Vj and Aj := A|Vj
: Vj → Vj. Next, keeping in mind formulas

(2.50) and (2.53), denote by σ−(A) the set of all negative real eigenvalues of the operator A,

choose µ ∈ σ−(A) and let

E(µ) :=
∞⋃
k=1

ker(A− µId)k

denote the generalized eigenspace of A corresponding to µ. Put

mj(µ) := dim(E(µ) ∩ Vj)/dimVj,

and call it the Vj-isotypic multiplicity of the eigenvalue µ of A. Then, by using (2.58), we

have the following result.

Theorem 2.6.6. Let V be an orthogonal G-representation with the isotypic decomposition

(2.6.3) and let A ∈ GLG(V ). Then,

G-Deg(A,B(V )) =
∏

µ∈σ−(A)

r∏
j=0

(degVj
)mj(µ),

where the product is taken in A(G).

Take an irreducible G-representation Vj. Since Id × Id : Vj ⊕ Vj → Vj ⊕ Vj is B(Vj ⊕ Vj)-

admissible G-homotopic to Id|Vj⊕Vj
, by using formula (2.58), one obtains for the basic degree

degVj
: (

degVj

)2
= (G). (2.59)

The identity (2.59) is valid for any Vj-basic degree degVj
. It leads to the following consequence.
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Corollary 2.6.7. Let V be an orthogonal G-representation and suppose that A : V → V is a

G-equivariant linear isomorphism and Ω := B1(0) is the unit ball in V . Then, we have

G-Deg(A,Ω) =
∏

µ∈σ−(A)

r∏
j=0

(
degVj

)εj(µ)
, (2.60)

where

εj(µ) :=


1 if mj(µ) is odd

0 if mj(µ) is even.

Formula (2.60) reduces the computation of an equivariant linear map to the computation

of the basic degree. In turn, the computation of the basic degree can be done using formula

(2.57). Below we give a few examples (cf. [9]).

Example 2.6.8. In the following we compute the basic degree related to the real irreducible

representations of D8 described in Example 2.2.4. We will use the notations introduced in

that example.

(a): Take M0 from Example 2.2.4. Then, the only orbit type is (D8). Hence, we have

MH
0 = M0 ∼= R, and

deg(fH , B(M0)) = deg(−Id , B(R)) = −1.

Thus, we obtain

degM0 = −(D8).

(b): To compute the basic degree of the orthogonal representations M1 and M3 (see Example

2.2.4) of D8, one needs the set of orbit types for the action of D8 on C = R2. This set is given

by

Φ0(D8; M1) = {(D8), (D1), (D̃1), (Z1)} = Φ0(D8; M3),
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see [9]. On the other hand,

dim MD1
1 = dim MD1

3 = 1, dim MD̃1
1 = dim MD3

j = 1, dim MZ1
j = 2,

dim MD2
2 = dim MD̃2

2 = 1, dim MZ2
j = 1.

(2.61)

We have G-DegM1 = G-DegM3 = x(D8) − y(D1) − z(D̃1) + w(Z1), where clearly x = 1,

y = deg(−Id , B(MD1
1 )) − x

|W (D1)|
= −1 − 1

2 = −1,

z = deg(−Id , B(MD̃1
1 )) − x

|W (D̃1)|
= −1 − 1

2 = −1,

and

w = deg(−Id , B(M1)) − x− yn(Z1, D1)|W (D1)| − zn(Z1, D̃1)|W (D̃1)|
|W (Z1)|

= 1 − 1 + 1 · 4 · 2 + 1 · 4 · 2
16 = 1,

where n(Z1, D1) and n(Z1, D̃1) have been calculated in Table 2.3. Therefore, we obtain

degM1 = degM3 = (D8) − (D1) − (D̃1) + (Z1),

see [9]. To compute the basic degree of the orthogonal representation M2, the set of orbit

types is given by

Φ0(D8,M2) = {(D8), (D2), (D̃2), (Z2)}, (2.62)

see [9]. Then, degM2 can be calculated using (2.61) and (2.62), and one obtains degM2 =

x(D8) − y(D2) − z(D̃2) + w(Z2), where x = 1,

y = deg(−Id , B(MD2
2 )) − x

|W (D2)|
= −1 − 1

2 = −1,

z = deg(−Id , B(MD̃2
2 )) − x

|W (D̃2)|
= −1 − 1

2 = −1,

and

w = deg(−Id , B(M2)) − x− yn(Z2, D2)|W (D2)| − zn(Z2, D̃2)|W (D̃2)|
|W (Z2)|

= 1 − 1 + 1 · 2 · 2 + 1 · 2 · 2
8 = 1,
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where n(Z2, D2) and n(Z2, D̃2) have been calculated in Table 2.3. Therefore, we obtain

degM2 = (D8) − (D2) − (D̃2) + (Z2),

see [9].

(c): The degree of the one-dimensional representation Mj8 , given by the homomorphism

c : D8 → Z2, with ker c = Z8 can be calculated as follows. In this case, since Φ0(D8; Mj8) =

{(D8), (Z8)} the basic degree is

degMj8
= (D8) − (Z8),

see [9].

(d): For the irreducible one-dimensional representation Mj8+1 given by d : D8 → Z2 with

ker d = D4, we have the basic degree

degMj8+1 = (D8) − (D4),

see [9].

(e): Finally, for the irreducible one-dimensional representation Mj8+2 given by d̂ : D8 → Z2,

where ker d̂ = D̃4, and

degMj8+2 = (D8) − (D̃4),

see [9].

Example 2.6.9. Here we present the basic degrees for irreducible representations of the

group G := D8 × Z2. It is convenient to denote the irreducible G-representations as follows:

• the irreducible D8-representations, where Z2 acts trivially, i.e. M0, Mj,Mj8 , Mj8+1 and

Mj8+2, as described in Example 2.6.8.

• the irreducible D8-representations with non-trivial Z2-action on which Z2 acts antipodally,

namely M−
j ,M−

j8 , M−
j8+1 and M−

j8+2.
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Case 1: For Z2 acting trivially, we immediately have the basic degrees from Example 2.6.8.

• M0 ∼= R (trivial representation) with degM0 = −(D8 × Z2);

• the one-dimensional representations Mj8 ,Mj8+1,Mj8+2, with

degMj8
= (D8 × Z2) − (Z8 × Z2),

degMj8+1 = (D8 × Z2) − (D4 × Z2),

degMj8+2 = (D8 × Z2) − (D̃4 × Z2);

• the two-dimensional representations M1,M2,M3, with

degM1 = degM3 = (D8 × Z2) − (D2) − (D̃2) − (Z2),

degM2 = (D8 × Z2) − (D2 × Z2) − (D̃2 × Z2) − (D2);

Case 2: For Z2 acting antipodally, we have:

• the one-dimensional representations Mj8 ,Mj8+1,Mj8+2,

degM−
0

= (D8 × Z2) − (D8),

degM−
j8+1

= (D8 × Z2) − (Dz
8),

degM−
j8+2

= (D8 × Z2) − (Dd
8),

degM−
j8+2

= (D8 × Z2) − (D̃d
8),

(2.63)

and we refer to [9], Section 5.3 for the structure of the groups Dd
8, D

z
8, D̃

d
8.

• the two-dimensional representations M−
1 ,M−

2 ,M−
3 ,

degM−
1

= degM3 = (D8 × Z2) − (Dz
2) − (D̃d

2) − (Z2),

degM−
2

= (D8 × Z2) − (D4) − (D̃4) − (Z4),

and we refer to [9], Section 5.3 for the structure of the groups Dd
8, D

z
8, D̃

d
8. See [43] for

the EquiDeg package.
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2.6.4 Leray-Schauder Equivariant Degree

The construction of the Leray-Schauder equivariant degree is similar to the nonequivariant

case. The only difference is the usage of equivariant projection. Let V be a Banach space

and let T : V → V be an equivariant compact map. Define a finite set S ⊆ C (where C is

a closed, convex and G-invariant subset of V ), B(ϵ,S), µi and πϵ as in Construction 2.5.2.

Take a real number ϵ > 0 such that ∥f(x)∥ > ϵ for x ∈ ∂Ω, and use the Haar measure to

construct the equivariant projection map pϵ : Ω → C, defined by

pϵ(x) :=
∫
G
gπϵ(g−1x)dµ(g).

Then, there exists a finite-dimensional map Tϵ : Ω → C, satisfying

(a) ∥Tϵ(x) − T (x)∥ < ϵ ∀x ∈ Ω

(b) Tϵ(Ω) ⊆ conv(S) ⊆ C.

Then, the equivariant Schauder approximation theorem can be formulated as follows.

Theorem 2.6.10 (Equivariant Schauder’s Approximation Theorem). Let Ω ⊂ V be a G-

invariant bounded subset and T : Ω → V a G-equivariant compact map. Then, for every

ϵ > 0, there exists a G-equivariant finite-dimensional map Tϵ : Ω → V (i.e. the image Tϵ(Ω)

is contained in a finite-dimensional subrepresentation of V ) such that

∥Tϵ(x) − T (x)∥ < ϵ for all x ∈ Ω.

Then, the Leray-Schauder equivariant degree is defined using formula (2.52) where

fϵ := x− Tϵ, S, conv(S) and C are defined in Construction 2.5.2.

The Leray-Schauder equivariant degree satisfies properties analogues to those of the

Brouwer equivariant degree, listed in Theorem 2.6.4.
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2.7 Gauss Curvature

Let V := Rn and let η : V → R be a C2-smooth function such that 0 is a regular value of η.

Take the smooth submanifold

C := ∂D = η−1(0). (2.64)

Recall the definition of the Gauss curvature of C. For every x ∈ C, denote by nx the outer

normal vector to C at x i.e.

nx = ∇η(x)
|∇η(x)| , (2.65)

and let ν : C → Sn−1 be the Gauss map given by ν(x) := nx. Obviously, for any x ∈ C, the

tangent spaces Tx(C) and Tnx(Sn−1) are parallel, and as such can be identified. This way, for

any x ∈ C, the tangent map dνx (as well as its negative known as a Weingarten map or shape

operator (see, for example, [42])) can be considered as a linear map from Tx(C) into itself.

The function κ(x) := det(−dν(x)) is called the Gauss curvature of C. It is well-known that

−dνx is a self-adjoint operator with respect to the standard inner product ⟨·, ·⟩ in V. The

quadratic form associated with −dνx and denoted Ix(v) := −⟨dνx(v), v⟩ is called the second

fundamental form of C.

The sign of the Gauss curvature allows one to characterize the surface.

If the Gauss curvature is positive (resp. negative, zero) at certain point x, then x is said

to be an elliptic point (resp. hyperbolic point, parabolic point).

It is useful to recall computational formulas for the Gauss curvature for different settings.

An explanation about the curvature sign computed by these formulas can be found in [22].

Remark 2.7.1. The curve η(x, y) = 0 is identical to the curve cη(x, y) = 0, ∀c ̸= 0.

Therefore one expects that the curvature of η(x, y) = 0 should be the same as the curvature

of cη(x, y) = 0. This is true whenever c > 0, and in this case the sign of the curvature remains

the same. If however, one replaces η by −η, the sign of the numerator in (2.66) changes while

the sign of the denominator remains unchanged; therefore, the sign of the curvature changes.
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Replacing η by −η also changes the direction of the unit normal vector. Similar reasoning

applies to the Gauss curvature formula for implicit surfaces (2.68).

1. First, consider the case n = 2. Let C be given by (2.64). Since the gradient ∇η = (ηx, ηy)

of η(x, y) is perpendicular to the level curve η(x, y) = 0, ∇η is parallel to the normal of

η(x, y) = 0. The unit normal at (x, y) is

ν(x, y) = ∇η
∥∇η∥

= (ηx, ηy)√
η2
x + η2

y

,

and one obtains for the Gauss curvature

κ =
−η2

yηxx + 2ηxηyηxy − η2
xηyy

(η2
x + η2

y)
3
2

(2.66)

see [22], [46].

Example 2.7.2.

(a) Take the circle η(x, y) = x2 +y2 −R2 = 0. Applying formula (2.66) yields κ = 1/R

and the normal vector ∇η = (2x, 2y) is pointing outward (see Remark 2.7.1). All

points are elliptic.

(b) Let η = xy −R = 0. Formula (2.66) yields

κ = 2Rx3

(R2 + x4) 3
2
.

All points with x < 0 are hyperbolic points.

(c) Let η = y + ax+ b = 0, a, b ∈ R. Then, formula (2.66) yields κ = 0. Clearly, all

points are parabolic.

A special case is when the curve is given explicitly as a graph of a function, i.e. y = f(x).

Take η = x2 − y = 0. Then, if f ′(x) and f ′′(x) exist, formula (2.66) gives

κ = f ′′(x)
(1 + (f ′(x))2)

3
2
.
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Take for example, η = y − x2 = 0. Then, formula (2.66) yields

κ = − 2
(1 + (f ′(x))2)

3
2
.

If a two-dimensional curve r = r(θ) is given in polar coordinates, then the Gauss

curvature is

κ = r2 + 2r2
θ − rrθθ

(r2 + r2
θ)

3
2

. (2.67)

Example 2.7.3. Let r(θ) ≡ R, where the equation of the circle η = x2 + y2 −R2 = 0

has been rewritten in polar coordinates using x = r cos(θ), y = r sin(θ). Then, formula

(2.67) yields

κ = 1/R.

2. The expression for the Gauss curvature of implicit 2-dimensional surfaces

f(x, y, z) = 0,

is given by

κ = −

∣∣∣∣∣∣∣∣∣
H(η) ∇ηT

∇η 0

∣∣∣∣∣∣∣∣∣
|∇η|4

= −

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ηxx ηxy ηxz ηx

ηxy ηyy ηyz ηy

ηxz ηyz ηzz ηz

ηx ηy ηz 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
|∇η|4

, (2.68)

where H is the Hessian matrix [22].

Example 2.7.4. (a) Take a plane η = ax+ by + cz = 0. Then, formula (2.68) yields

κ = 0. All points are parabolic.

(b) Take a cylinder η = x2 + y2 −R = 0. Then, formula (2.68) yields κ = 0. All points

are parabolic.
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(c) Take a sphere η = x2 + y2 + z2 −R2 = 0. Then, formula (2.68) yields κ = 1/R2.

All points are elliptic (see Remark 2.7.1).

(d) Let η = x2

a2 + y2

b2 − z2

c2 − 1, 0 < a < b and c > 0. Then, formula (2.68) yields

κ = − 1
a2b2c2

1(
x2

a4 + y2

b4 + z2

c4

)2 .

Clearly, all points are hyperbolic.

A special case is the explicit surfaces

z = f(x, y).

Let η = f(x, y) − z. Then, the Gauss curvature is

κ =
fxxfyy − 2f 2

xy

(1 + f 2
x + f 2

y )2 , (2.69)

(see [22], [41]).
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CHAPTER 3

RESULTS

The material of this chapter is taken from the paper "Periodic Solutions to Reversible Second

Order Autonomous DDEs in Prescribed Symmetric Nonconvex Domains", by Z. Balanov, N.

Hirano, W. Krawcewicz, F. Liao and A.C. Murza, published in Nonlinear Differ. Equ., 24, p.

40-76 (2021).

3.0.1 A priori bound for the first derivative

In this subsection, we establish a priori bounds for the first and second derivatives of solutions

to problem (1.2) living in D. The lemma following below can be traced back to [27], where the

case of ODEs was studied for D = BR(0). In our proof, we combine the ideas from [1] (where

Hartman’s result was extended to arbitrary D) with [4] (where the case of equivariant DDEs

and D = BR(0) was considered). To simplify our notations, given a function x : R → V, put

xt := (x (t− τ1) , . . . , x (t− τm−1)), so that we are interested in the problem
ẍ(t) = f (x(t),xt, ẋ(t)) , t ∈ R, x(t) ∈ D ⊂ V = Rn,

x(t) = x(t+ p), ẋ(t) = ẋ(t+ p),
(3.1)

where p := 2π.

Lemma 3.0.1. Let η : V → R satisfy (η1), (η4)–(η6), and let f : V × Vm−1 × V → V be a

continuous map satisfying (A5) and (A6) (resp. (A5) and (A′
6)). If x = x(t) is a solution to

(3.1) such that |x(t)| ≤ R for t ∈ R, then there exists a constant M := M(ϕ, η,K, p, R) (resp.

M := M(ϕ, α,K, p,R)) such that

∀t∈R |ẋ(t)| ≤ M. (3.2)

Proof: We only prove Lemma 3.0.1 assuming that f satisfies (A5) and (A6). The case

when f satisfies (A5) and (A′
6) was treated in [6] (see also Remark 3.0.2).
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Let x = x(t) be a C2-smooth solution to (3.1). Since |x(t)| ≤ R, one has |x(t− τk)| ≤ R

for all k = 1, ...,m− 1, so that |xt| ≤ R. Put η(t) := η(x(t)), t ∈ R. Then by (A6), one has

|ẍ(t)| = |f(x(t),xt, ẋ(t))| ≤ ∇2η(x(t))(ẋ(t), ẋ(t)) + ⟨f(x(t),xt, ẋ(t)),∇η(x(t))⟩ +K

= η′′(t) +K.

Thus,

∀t∈R |ẍ(t)| ≤ η′′(t) +K. (3.3)

Next, by using integration by parts and the fact that x(t) is p-periodic, one calculates:

∫ t+p
t (t+ p− s)ẍ(s)ds = (t+ p− s)ẍ(s)

∣∣∣∣t+p
t

+

∫ t+p
t ẋ(s)ds = x(t+ p) − x(t) − pẋ(t) = −pẋ(t)

i.e.

∀t∈R pẋ(t) = −
∫ t+p

t
(t+ p− s)ẍ(s)ds. (3.4)

Similarly,

pẋ(t) = x(t) − x(t− p) −
∫ t

t−p
(t− p− s)ẍ(s)ds = −

∫ t

t−p
(t− p− s)ẍ(s)ds,

i.e.

pẋ(t) = −
∫ t

t−p
(t− p− s)ẍ(s)ds. (3.5)

Then by (3.4), one obtains

pẋ(0) = −
∫ p

0
(p− s)ẍ(s)ds,

and by (3.3) and p-periodicity of x, one has:

p|ẋ(0)| ≤
∫ p

0
(p− s)|ẍ(s)|ds ≤

∫ p

0
(p− s)

(
η′′(s) +K

)
ds

=
∫ p

0
(p− s)η′′(s)ds+K

∫ p

0
(p− s)ds = −pη′(0) + 1

2Kp
2,
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i.e.

p|ẋ(0)| ≤ −pη′(0) + 1
2Kp

2. (3.6)

Similarly, by (3.5), one obtains

p|ẋ(0)| ≤ pη′(0) + 1
2Kp

2. (3.7)

By adding inequalities (3.6) and (3.7), one obtains

2p|ẋ(0)| ≤ Kp2 ⇔ |ẋ(0)| ≤ 1
2Kp. (3.8)

Moreover (see (3.4) and (3.3)), one has:

p|ẋ(t)| ≤
∫ t+p

t
(t+ p− s)|ẍ(s)|ds ≤

∫ t+p

t
(t+ p− s)

(
η′′(s) +K

)
ds = −pη′(t) + 1

2Kp
2.

The last inequality, together with condition (A5) imply

⟨ẋ(t), ẍ(t)⟩
ϕ(|ẋ(t)|) ≤ |⟨ẋ(t), ẍ(t)⟩|

ϕ(|ẋ(t)|) ≤ |ẋ(t)||ẍ(t)|
ϕ(|ẋ(t)|) ≤ |ẋ(t)| ≤ 1

2Kp− η′(t). (3.9)

Next, by integrating inequality (3.9), one obtains for t ∈ [0, p]:∣∣∣∣∣
∫ t

0

⟨ẋ(s), ẍ(s)⟩
ϕ(|ẋ(t)| ds

∣∣∣∣∣ ≤
∫ t

0

[1
2Kp− η′(s)

]
ds = 1

2Kpt− η(t) + η(0) ≤ K

2 p
2 + 2R̃, (3.10)

where R̃ := max{|η(x)| : x ∈ D}. On the other hand, by making substitution u = |ẋ(s)|, one

obtains: ∫ t

0

⟨ẋ(s), ẍ(s)⟩
ϕ(|ẋ(s)|) ds =

∫ |ẋ(t)|

|ẋ(0)|

udu

ϕ(u) . (3.11)

Put Φ(w) :=
∫ w

0

udu

ϕ(u) , then

∣∣∣∣∣
∫ |ẋ(t)|

|ẋ(0)|

udu

ϕ(u)

∣∣∣∣∣ = |Φ(|ẋ(t)|) − |Φ(|ẋ(0)|)|. (3.12)

Therefore (cf. (3.10)–(3.12)),

|Φ(|ẋ(t)|) − Φ(|ẋ(0)|)| ≤ K

2 p
2 + 2R̃,
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in particular,

Φ(|ẋ(t)|) ≤ 1
2Kp

2 + 2R̃ + Φ(|ẋ(0)|)|. (3.13)

By (A5), lim
w→∞

Φ(w) = ∞, hence, Φ : [0,∞) → [0,∞) is a continuous monotonic bijective

function. Therefore (see (3.8) and (3.13)), the inequality

Φ(|ẋ(t)|) ≤ 1
2Kp

2 + 2R̃ + Φ
(1

2Kp
)
,

implies

|ẋ(t)| ≤ Φ−1
[1
2Kp

2 + 2R̃ + Φ
(1

2Kp
)]

=: M, (3.14)

and the required estimate follows. □

Remark 3.0.2. Observe that if (A6) is replaced with (A′
6), then the following estimate for

ẋ(t) was established in [6]:

|ẋ(t)| ≤ Φ−1
[1
2Kp

2 + αR2 + Φ
(1

2Kp
)]

=: M (3.15)

One has the following immediate consequence of Lemma 3.0.1.

Lemma 3.0.3. Under the assumptions of Lemma 3.0.1, there exists N > 0 such that for

any C2-smooth solution x = x(t) to (3.1), one has

∀t∈R |ẍ(t)| ≤ N. (3.16)

Proof: Let M be a constant provided by Lemma 3.0.1. Put

N := max
x∈D, y∈Dm−1

, |z|≤M
|f(x,y, z)|. (3.17)

Let x = x(t) be a C2-smooth solution to (3.1). Then,

∀t∈R |ẍ(t)| = |f(x(t),xt, ẋ(t)| ≤ N.

□
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3.0.2 C-Touching

In this subsection, essentially following [1] and [15], we show that solutions to problem (3.1)

cannot touch C := ∂D provided that f satisfies (A4). More precisely,

Lemma 3.0.4. Let η : V → R satisfy (η1), (η4)–(η6), and let f : V × Vm−1 × V → V be a

continuous map satisfying (A4). Let x : R → V be a C2-smooth 2π-periodic function such

that:

(i) x(t) ∈ D for all t ∈ R;

(ii) x(to) ∈ C for some to ∈ R.

Then, x is not a solution to problem (3.1).

Proof: Assume for contradiction that x : R → V is a C2-smooth 2π-periodic solution to

problem (3.1) satisfying (i) and (ii). Take a tubular neighborhood of C around the point

x(to) ∈ C. Then, for a sufficiently small ε > 0, one can represent x as follows:

x(t) = α(t) + β(t)ν(α(t)) (α(t) ∈ C, β(t) ≤ 0, t ∈ (to − ε, to + ε)). (3.18)

Combining (3.18) with the fact that x = x(t) is a solution to (3.1) and using nα(t) ⊥ α̇(t) and

nα(t) ⊥ d
dt

(ν(α(t))), one obtains:

⟨f(x(t),xt, ẋ(t)), nα(t)⟩ = ⟨ẍ(t), nα(t)⟩ = d
dt

⟨ẋ(t), nα(t)⟩ − ⟨ d
dt
ν(α(t)), ẋ(t)⟩

= d

dt

〈
d

dt

[
α(t) + β(t)ν(α(t))

]
, nα(t)

〉
− ⟨ d

dt
ν(α(t)), ẋ(t)⟩

= d

dt

{
⟨α̇(t), nα(t)⟩ + β̇(t)⟨ν(α(t), nα(t)⟩+

β(t)⟨ d
dt
ν(α(t)), nα(t)⟩

}
− ⟨ d

dt
ν(α(t)), ẋ(t)⟩

= d

dt

{
β̇(t)∥nα(t)∥2

}
− ⟨ d

dt
ν(α(t)), ẋ(t)⟩

= β̈(t) − ⟨ d
dt
ν(α(t)), ẋ(t)⟩.
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Since β(t) achieves its local maximum at to, one has β̈(to) ≤ 0. Combining this with (3.19)

yields:

⟨f(x(to),xto , ẋ(to)), nx(to)⟩ ≤ −⟨ d
dt
ν(α(t)), ẋ(t)⟩

∣∣∣∣
t=to

= Ix(to)(ẋ(to)),

which contradicts condition (A4). □

3.1 Operator Reformulation in Function Spaces

3.1.1 Spaces

Denote by C2π(R; V) the space of continuous 2π-periodic functions equipped with the norm

∥x∥∞ = sup
t∈R

|x(t)|, x ∈ C2π(R; V). (3.19)

Denote by E := C2
2π(R,V) the space of C2-smooth 2π-periodic functions from R to V

equipped with the norm

∥x∥∞,2 = max{∥x∥∞, ∥ẋ∥∞, ∥ẍ∥∞}. (3.20)

Let O(2) denote the group of orthogonal 2 × 2 matrices. Notice that O(2) = SO(2) ∪SO(2)κ,

where κ =

1 0

0 −1

, and SO(2) denotes the group of rotations

cos τ − sin τ

sin τ cos τ

 which can

be identified with eiτ ∈ S1 ⊂ C. Notice that κeiτ = e−iτκ.

Put G := O(2) × Γ × Z2 and define the G-action on E by

(eiθ, γ,±1)x(t) := ±γx(t+ θ), (3.21)

(eiθκ, γ,±1)x(t) := ±γx(−t+ θ), (3.22)

where x ∈ E , eiθ, κ ∈ O(2), γ ∈ Γ and ±1 ∈ Z2. Clearly, E is an isometric Banach

G-representation. In a standard way, one can identify a 2π-periodic function x : R → V

with a function x̃ : S1 → V, so one can write C2(S1,V) instead of C2
2π(R,V). Similar to
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(3.21)-(3.22) formulas define isometric G-representations on the spaces of periodic functions

C2π(R,V) and L2
2π(R;V ) to which appropriate identifications are applied.

Let us describe the G-isotypic decomposition of E . Consider, first, E as an O(2)-

representation corresponding to its Fourier modes:

E =
∞⊕
k=0

Vk, Vk := {cos(kt)u+ sin(kt)v : u, v ∈ V}, (3.23)

where each Vk, for k ∈ N, is equivalent to the complexification Vc := V ⊕ iV (as a real

O(2)-representation) of V, where the rotations eiθ ∈ SO(2) act on vectors z ∈ Vc by

eiθ(z) := e−ikθ · z (here ‘·’ stands for complex multiplication) and κz := z. Indeed, the linear

isomorphism φk : Vc → Vk given by

φk(x+ iy) := cos(kt)u+ sin(kt)v, u, v ∈ V, (3.24)

is O(2)-equivariant. Clearly, V0 can be identified with V with the trivial O(2)-action, while

Vk, k = 1, 2, . . ., is modeled on the irreducible O(2)-representation Wk ≃ R2, where SO(2)

acts by k-folded rotations and κ acts by complex conjugation.

Next, each Vk, k = 0, 1, 2, . . ., is also Γ × Z2-invariant. Let V−
0 ,V−

1 ,V−
2 , . . . ,V−

r be a

complete list of all irreducible orthogonal Γ × Z2-representations on which Γ × Z2-isotypic

components of V ≃ V0 are modeled (here “−" stands to indicate the antipodal Z2-action and

V−
0 corresponds to the trivial Γ-action). Since V−

k,l := Wk ⊗ V−
l is an irreducible orthogonal

G-representation, it follows that V0 and Vk (cf. (3.23)) admit the following G-isotypic

decompositions:

V0 = V −
0 ⊕ V −

1 ⊕ · · · ⊕ V −
r (3.25)

(with the trivial O(2)-action) and

Vk = V −
k,0 ⊕ V −

k,1 ⊕ · · · ⊕ V −
k,r, (3.26)

where V −
l (resp. V −

k,l) is modeled on V−
0,l (resp. V−

k,l with k > 0).
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3.1.2 Operators

Define the following operators:

i : E → C(S1,V), (ix)(t) := x(t)

L : E → C(S1,V), (Lx)(t) := ẍ(t) − (ix)(t)

j : E → C(S1,Vm+1), (jx)(t) := (x(t), x(t− τ), . . . , x(t− (m− 1)τ), ẋ(t))

and the Nemytskii operator Nf : C(S1,Vm+1) → C(S1,V) given by

(Nf (x,y, z))(t) := f(x(t), y1(t), . . . , ym−1(t), z(t)).

The above operators are illustrated on the (non-commutative) diagram following below:

E C(S1,V)

C(S1,Vm+1)

L, i

j Nf

Figure 3.1. Operators involved

System (1.2) is equivalent to

Lx = Nf (jx) − i(x), x ∈ E . (3.27)

Since L is an isomorphism, equation (3.27) can be reformulated as follows:

F (x) := x− L−1(Nf (jx) − i(x)) = 0, x ∈ E . (3.28)

Proposition 3.1.1. Suppose that f satisfies conditions (R), (A1)–(A3), and the nonlinear

operator F : E → E is given by (3.28). Then, the map F is a G-equivariant completely

continuous field.

75



Proof: Combining (3.23) and (3.24) with the definition of L yields:

L|Vk
= −(k2 + 1)Id : V c → V c and L|V0 = −Id (k > 0). (3.29)

In particular, L (and, therefore, L−1) is G-equivariant. Since j is the embedding, it is
G-equivariant as well. Since L and Nf are continuous and j is a compact operator, it follows
that F is a completely continuous field. Also, by assumption (A1) (resp. (A2)), F is
Γ-equivariant (resp. Z2-equivariant). Since system (1.2) is autonomous, it follows that F

is SO(2)-equivariant. To complete the proof of part (i), one only needs to show that F

commutes with the κ-action. In fact, for all t ∈ R and x ∈ E , one has (we skip i to simplify
notations):

F (κx)(t) = κx(t) − L−1
(

f(κx(t), κxt, κẋ(t)) − κx(t)
)

= x(−t) − L−1
(

f(x(−t), x(−t + τ1), . . . , x(−t + τm−1)), −ẋ(−t)) − x(−t)
)

(by (3.22))

= x(−t) − L−1
(

f(x(−t), x(−(t + 2π − τ1)), . . . , x(−(t + 2π − τm−1)), −ẋ(−t)) − x(−t)
)

(by periodicity of x)

= x(−t) − L−1
(

f(x(−t), x(−(t + 2π − τ1)), . . . , x(−(t + 2π − τm−1)), ẋ(−t)) − x(−t)
)

(by (A2)(i))

= x(−t) − L−1
(

f(x(−t), x(−t − τm−1), . . . , x(−t − τ1), ẋ(−t)) − x(−t)
)

(by choice of τk)

= x(−t) − L−1
(

f(x(−t), x(−t − τ1), . . . , x(−t − τm−1), ẋ(−t)) − x(−t)
)

(by (R))

= κx(t) − κL−1
(

f(x(t), x(t − τ1), . . . , x(t − τm), ẋ(t)) − x(t)
)

(by (3.22))

= κ
(

x(t) − L−1(
f(x(t), xt, ẋ(t)) − x(t)

)
= κF (x)(t).

□

Remark 3.1.2. Notice that if f satisfies (A2)(ii), then x(t) ≡ 0 is a solution to equation

(3.28). Also, the operator

A := DF (0) : E −→ E (3.30)

is correctly defined provided that condition (A3) is satisfied. Moreover, in this case,

A = Id − L−1
(
DNf (0) ◦ j − i

)
: E −→ E (3.31)
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and A is a Fredholm operator of index zero; in particular, A is an isomorphism if and only

if 0 ̸∈ σ(A ). Furthermore, if f satisfies (A1)–(A3), then the G-equivariance of F together

with G(0) = 0 imply the G-equivariance of A .

We will also need the following lemma (its proof is standard and can be found in [4]).

Lemma 3.1.3. Under the assumptions (R), (A1)-(A3), suppose, in addition, that 0 ̸∈ σ(A )

(here σ(A ) stands for the spectrum of A ) (cf. (3.28) and (3.30)-(3.31)). Then, for a

sufficiently small ε > 0, the map F is Bε(0)-admissibly G-equivariantly homotopic to A .

3.1.3 Abstract equivariant degree based result

Assuming that conditions (η1)–(η6), (R) and (A1)–(A6) (resp. (η1)–(η6), (R), (A1)–(A5) and

(A′
6)) are satisfied, we are going to formulate an equivariant degree based result related to

problem (3.1). To this end, one needs: (i) to construct an open bounded G-invariant domain

Ω ⊂ E , 0 ∈ Ω, such that F (x) is Ω-admissible, and (ii) to introduce additional concepts

related to maximality of orbit types.

Take ϕ from assumption (A5) and K from assumption (A6) (resp.(A′
6)). With an eye

towards deforming F by an Ω-admissible G-homotopy and to be on the safe side, take

M := M(2ϕ, η,K + 1, p, R) (resp. M := M(2ϕ, α,K + 1, p, R) provided by Lemma 3.0.1

(resp. Remark 3.0.2) Next, take N > 0 provided by Lemma 3.0.3 and put

Ω := {x ∈ E : ∀t∈R x(t) ∈ D, ∥ẋ∥∞ < M + 1, ∥ẍ∥∞ < N + 1} (3.32)

(see (η6) for the definition of D). It is easy to see that Ω is an open bounded and G-invariant

set. Moreover,

Lemma 3.1.4. Under the assumptions (η1)–(η6), (R) and (A1)–(A6) (resp. (η1)–(η6), (R),

(A1)–(A5) and (A′
6)), the map F (given by (3.28)) is Ω-admissible.
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Proof: Suppose for contradiction, that there exists x ∈ ∂Ω such that F (x) = 0. Then,

there exists a sequence {xn} ⊂ Ω such that ∥xn − x∥∞,2 → 0 and x ̸∈ Ω. In particular (see

(3.32)),

∀n∈N ∀t∈R xn(t) ∈ D ⊂ D. (3.33)

Combining (3.33) with the uniform convergence yields

∀t∈R x(t) ∈ D. (3.34)

Since F(x) = 0, relation (3.34) together with Lemmas 3.0.1 and 3.0.3 imply:

∥ẋ∥∞ ≤ M < M + 1 and ∥ẍ(t)∥∞ ≤ N < N + 1. (3.35)

Since x ̸∈ Ω, inequalities (3.35) together with (3.32) imply that there exists to ∈ R such that

x(to) ̸∈ D, hence (see again (3.34)), x(to) ∈ C := ∂D, but this contradicts Lemma 3.0.4. □

Observe that under the assumptions of Lemma 3.1.4, the G-equivariant degree G-Deg(F ,Ω)

is well-defined. Also, under the assumptions of Lemma 3.1.3, G-Deg(A , Bε(0)) is well-defined.

Put

ω := G-Deg(F ,Ω) − G-Deg(A , Bε(0)). (3.36)

Using ω, we are going to present a result characterizing spatio-temporal symmetries of

solutions to problem (3.1). Being of topological nature, this result allows us to completely

characterize the spacial component of the symmetry in question while the temporal one can

be characterized up to a folding only (in particular, the result does not provide an information

on the minimal period). To be more formal, we need the following

Definition 3.1.5. (a) An orbit type (H) in the space E is said to be of maximal kind if

there exists k ≥ 1 and u ≠ 0, u ∈ Vk, such that H = Gu and (H) is a maximal orbit type in

Φ(G,Vk \ {0}).
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(b) Take x ∈ E and assume that there exists p ∈ N such that (ϕp(Gx)) = (H), where (H)

is of maximal kind and the homomorphism ϕp : O(2) × Γ × Z2 → O(2) × Γ × Z2 is given by

ϕp(g, h,±1) = (µp(g), h,±1), g ∈ O(2), h ∈ Γ

(here µp : O(2) → O(2)/Zp ≃ O(2) is the natural p-folding homomorphism of O(2) into itself).

Then, x is said to have an extended orbit type (H).

We are now in a position to formulate the following abstract result.

Proposition 3.1.6. Assume that η : V → R satisfies (η1)–(η6) and let f : V×Vm−1×V → V

satisfy conditions (R) and (A1)–(A6) (resp. (A1)–(A5) and (A′
6)). Assume, in addition, that

0 ̸∈ σ(A ) (cf. (3.28), (3.30), (3.31)). Assume, finally,

ω = n1(H1) + n2(H2) + · · · + ns(Hs), nj ̸= 0, (Hj) ∈ Φ0(G) (3.37)

(cf. (3.36)). Then:

(a) for every j = 1, 2, . . . ,m, there exists a G-orbit of 2π-periodic solutions x ∈ Ω to (3.1)

such that (Gx) ≥ (Hj);

(b) if Hj is of maximal kind, then the solution x is non-constant and has the extended orbit

type (Hj) (cf. Definition 3.1.5).

Proof: (a) Without loss of generality, one can chose ε so small that Bε(0) ⊂ Ω (cf.

conditions (η4) and (η6)). Put Ω′ := Ω \ Ωε. Then, by the additivity property of the

equivariant degree, one has:

G-Deg(F ,Ω′) = G-Deg(F ,Ω) − G-Deg(A , Bε(0)). (3.38)

Next, combining (3.36), (3.37) and (3.38) with the existence property of the equivariant

degree, implies part (a).
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(b) Observe that if x ∈ E is a constant function, then Gx ≥ O(2). On the other hand,

for any (H ) of maximal kind, the following property is satisfied: if K ∈ Φ0(G,E \{0}) and

(K ) ≥ (H ), then there exists p ∈ N such that (K ) =
(
ϕ−1
p

(
H )). In particular, (K ) is of

maximal kind as well. Therefore, (K ) is an orbit type of a non-constant 2π-periodic function.

Combining this with (a), one obtains (b). □

3.2 Computation of G-Deg(A , Bε(0))

Proposition 3.1.6 reduces the study of problem (3.1) to computing G-Deg(A , Bε(0)) and

G-Deg(F ,Ω). In this section, we will develop a “workable" formula for G-Deg(A , Bε(0)).

3.2.1 Spectrum of A

To begin with, we collect the equivariant spectral data related to A . Since A is G-equivariant,

it respects isotypic decomposition (3.23). Put γ := e
i2π
m and Ak := A |Vk

. Keeping in mind

the commensurateness of delays in problem (3.1) and taking into account (3.29), one easily

obtains:

Ak = Id + 1
k2 + 1

m−1∑
j=0

γjkAj − Id
 , k = 0, 1, 2 . . . , (3.39)

where Aj stands for the derivative of f with respect to j-th variable (see condition (A3)) By

assumption (R), Aj = Am−j for j = 1, ...,m− 1, hence (3.39) can be simplified as follows:

Ak = Id + 1
k2 + 1

A0 +
r∑
j=1

2 cos 2πjk
m

Aj − εmAr − Id
 , k = 0, 1, 2 . . . , r =

⌊
m− 1

2

⌋
,

(3.40)

where

εm =


1 if m is even;

0 otherwise.
(3.41)
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Since the matrices Aj are Γ-equivariant, one has Ak(V −
k,l) ⊂ V −

k,l (k = 0, 1, 2, . . . and

l = 0, 1, 2, . . . , r). In particular, Aj(V −
l ) ⊂ V −

l , so put

Aj,l := Aj|V −
l
, l = 0, 1, 2, . . . , r.

To simplify the computations, we will assume that instead of (A3) the following condition is

satisfied:

(A′
3) Aj,l = µljId for l = 0, 1, 2, . . . , r and j = 0, 1, . . . ,m− 1.

Clearly, under the condition (A′
3), the matrices Aj commute with each other, therefore,

condition (A3) follows. In particular, their corresponding eigenspaces coincide: E(µlj) =

E(µlj′). This way, one obtains the following description of the spectrum of A :

σ(A ) =
∞⋃
k=0

σ(Ak), (3.42)

where

σ(Ak) =

1 + 1
1 + k2

µl0 +
r∑
j=1

2 cos 2πjk
m

µlj − εmµ
l
r − 1

 : l = 0, 1, . . . , r, r =
⌊
m− 1

2

⌋ .

(3.43)

3.2.2 Reduction to basic G-degrees

For any l = 0, 1, . . . , r and k = 0, 1, ..., put (cf. (3.43))

ξk,l := 1 + 1
1 + k2

µl0 +
r∑
j=1

2 cos 2πjk
m

µlj − εmµ
l
r − 1

 , r =
⌊
m− 1

2

⌋
, (3.44)

One can show that ξk,l contributes G-Deg(A , B(E )) only if ξk,l < 0. Clearly (cf. (3.44)), ξk,l

is negative (i.e. ξk,l ∈ σ−(A )) if and only if

k2 < −µl0 −
r∑
j=1

2 cos 2πjk
m

µlj + εmµ
l
r, l = 0, 1, . . . , r, r =

⌊
m− 1

2

⌋
, k = 0, 1, ... (3.45)
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By condition (A′
3), the V−

l -isotypic multiplicity of µlj is independent of j and is equal to

ml := dimE(µlj)/dim V−
l = dimV −

l /dim V−
l . (3.46)

Put (cf. (3.45)-(3.46))

mk,l :=


ml if k2 < −µl0 − ∑r

j=1 2 cos 2πjk
m
µlj + εmµ

l
r

0 otherwise.
(3.47)

Then,

G-Deg(A , B(E )) =
∞∏
k=0

r∏
l=0

(
degV−

k,l

)mk,l (3.48)

Remark 3.2.1. (a) Notice that in the product (3.48), one has mk,l ̸= 0 for finitely many values

of k and l (cf. (3.47)). Hence, for almost all the factors in (3.48), one has (degVk,l
)0 = (G),

which is the unit element in A(G). Thus, formula (3.48) is well-defined.

(b) Using the relation (degV−
k,l

)2 = (G), one can further simplify formula (3.48). Clearly,

only the exponents mk,l ̸= 0 which are odd will contribute to the value of (3.48).

3.2.3 Maximal orbit types in products of basic G-degrees

In order to effectively apply Proposition 3.1.6(c), one should answer the following question:

which orbit types of maximal kind (see Definition 3.1.5) appearing in the right-hand side

of formula (3.48) will “survive" in the resulting product? This question has been studied in

detail in [3]. Here we will present one result from [3] essentially used in what follows.

To begin with, take degV−
k,l

appearing in (3.48) and let (Ho) be a maximal orbit type in

V−
k,l \ {0}. Then,

degV−
k,l

= (G) − xo(Ho) + a, −xo := (−1)dimV−Ho
k,l − 1

|W (Ho)|
, (3.49)
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where a ∈ A(G) has a zero coefficient corresponding to (Ho). Then, by (3.49), one has

xo =



0 if dimV−Ho
k,l is even

1 if dimV−Ho
k,l is odd and |W (Ho)| = 2

2 if dimV−Ho
k,l is odd and |W (Ho)| = 1.

(3.50)

We need additional notations.

Definition 3.2.2. (i) For any (Ho) ∈ Φ0(G), define the function coeffHo : A(G) → Z assigning

to any a = ∑
(H) nH(H) ∈ A(G) the coefficient nHo standing by (Ho).

(ii) Given an orbit type (Ho) ∈ Φ0(G,E ) of maximal kind (see Definition 3.1.5(a)) and

k = 0, 1, 2, . . . , define the integer

nHo
k :=

r∑
l=0

lHo
k,l ·mk,l, (3.51)

where mk,l is given by (3.47) and

lHo
k,l :=


1 if dimV−Ho

k,l is odd

0 otherwise
(3.52)

(cf. formulas (3.48)–(3.50)).

The following statement was proved in [3].

Lemma 3.2.3. Let (Ho) ∈ Φ0(G,E ) be an orbit type of maximal kind (see Definition 3.1.5(a))

and assume that for some k ≥ 0, the number nHo
k is odd (see Definition 3.2.2). Then,

coeffHo

(
G-Deg(A , Bε(0))

)
= ±xo, (3.53)

where xo is given by (3.50).
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3.3 Computation of G-Deg(F ,Ω)

In this section, following the scheme suggested in [1], where the non-equivariant case without

delays was considered, we are going to establish the following

Proposition 3.3.1. Under the assumptions (η1)–(η6), (R), (A1)–(A2) and (A4)–(A6) (resp.

(η1)–(η6), (R), (A1)–(A2), (A4)–(A5) and (A′
6)), one has

G-Deg(F ,Ω) = G-Deg(ν, C) (3.54)

(here ν : C → Sn−1 stands for the Gauss map and O(2) is assumed to act trivially on V

identified with constant V-valued maps).

The proof of the above proposition splits into several steps related to successive Ω-

admissible G-equivariant homotopies.

3.3.1 Outward homotopy

To begin with, denote by n : V → V a continuous extension of the Gauss map ν : C → Sn−1,

such that |n(x)| ≤ 1, n(γx) = γn(x) and n(−x) = −n(x) for all x ∈ V and γ ∈ Γ. Such an

extension exists due to the equivariant version of the Tietze Theorem (see, for example, [35]).

Next, for λ ∈ [0, 2], define the map fλ : V × Vm−1 × V → V by

fλ(x,y, z) := f(x,y, z) + λ
(

max
{
0,−⟨f(x,y, z), n(x)⟩

}
+ 1

2 min
{
1, ϕ(z)

})
n(x), (3.55)

where x ∈ V, y ∈ Vm−1, z ∈ V. One has the following

Lemma 3.3.2. Under the assumptions of Proposition 3.3.1, the map fλ given by (3.55)

satisfies the following properties:

(Rλ) fλ(x, y1, · · · , , ym−1, z) = fλ(x, ym−1, ym−2, · · · , y2, y1, z) for all (x, y1, · · · , ym−1, z) ∈

Vm+1,
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(Aλ
1) fλ is Γ-equivariant;

(Aλ
2) for all x, z ∈ V and y ∈ Vm−1, one has:

(i) fλ(x,y,−z) = fλ(z,y, z),

(ii) fλ(−x,−y, z) = −fλ(z,y, z);

(Aλ
4) for any x ∈ C, y ∈ Vm−1 and z ∈ V such that |y| ≤ R and z ⊥ nx, one has

⟨fλ(x,y, z), nx⟩ > Ix(z); (3.56)

(Aλ
5) for any (x,y, z) ∈ V × Vm−1 × V with |x|, |y| ≤ R, one has

|fλ(x,y, z)| ≤ 2ϕ(|z|),

where ϕ is from (A5);

(Aλ
6) for any (x,y, z) ∈ V × Vm−1 × V with |x|, |y| ≤ R, one has

|fλ(x,y, z)| ≤ ∇2η(x)(z, z) + ⟨fλ(x,y, z),∇η(x)⟩ +K + 1,

provided that f satisfies (A6);

(A′λ
6)

∀|x|≤R ∀|y|≤R ∀z∈V |fλ(x,y, z)| ≤ α(⟨x, fλ(x,y, z)⟩ + |z|2) +K,

provided that f satisfies (A′
6).

Proof: (Rλ) For any (x, y1, · · · , ym−1, z) ∈ Vm+1, one has:

fλ(x, y1, · · · , ym−1, z) = f(x, y1, · · · , ym−1, z)

+ λ
(

max
{

0, −⟨f(x, y1, · · · , ym−1, z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
n(x)

= f(x, ym−1, · · · , y1, z)

+ λ
(

max
{

0, −⟨f(x, ym−1, · · · , y1, z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
n(x)

= fλ(x, ym−1, · · · , y1, z)
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(Aλ
1) Recall that Γ acts orthogonally on V, f and n are Γ-equivariant, and ϕ is Γ-invariant.

Hence, for any γ ∈ Γ and (x,y, z) ∈ Vm+1, one has:

fλ(γ(x, y, z)) = fλ(γx, γy, γz)

= f(γx, γy, γz) + λ
(

max
{

0, −⟨f(γx, γy, γz), n(γx)⟩
}

+ 1
2 min

{
1, ϕ(γz)

})
n(γx)

= γf(x, y, z) + λ
(

max
{

0, −⟨γf(x, y, z), γn(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
γn(x)

= γfλ(x, y, z).

(Aλ
2) For any (x,y, z) ∈ Vm+1, one has (by (A2)):

fλ(x, y, −z) = f(x, y, −z) + λ
(

max
{

0, −⟨f(x, y, −z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
n(x)

= f(x, y, z) + λ
(

max
{

0, −⟨f(x, y, z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
n(x) = fλ(x, y, z).

Also,

fλ(−x, −y, z) = f(−x, −y, z) + λ
(

max
{

0, −⟨f(−x, −y, z), n(−x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
n(−x)

= −f(x, y, z) + λ
(

max
{

0, −⟨−f(x, y, z), −n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
(−n(x))

= −fλ(x, y, z).

(Aλ
4) For any (x,y, z) ∈ Vm+1, one has (by (A4)):

⟨fλ(x, y, z), n(x)⟩ = ⟨f(x, y, z), n(x)⟩ + λ
(

max
{

0, −⟨f(x, y, z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
|n(x)|2

> Ix(z) + λ
(

max
{

0, −⟨f(x, y, z), n(x)⟩
}

+ 1
2 min

{
1, ϕ(z)

})
≥ Ix(z).

Finally, to prove (Aλ
5), (Aλ

6) and (Aλ
7), one can use the same argument as in [1], p. 299. □

Using (3.55), define the map Fλ : E → E by

Fλ(x) := x− L−1
(
Nfλ

(j(x)) − i(x)
)
, x ∈ E , (3.57)

where Nfλ
: C(S1,Vm+1) → C(S1,V) is the Nemytskii operator given by

(Nfλ
(x,y, z))(t) := fλ(x(t), y1(t), . . . , ym−1(t), z(t)) (t ∈ R, λ ∈ [0, 2]). (3.58)
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Combining Lemma 3.3.2 with the definition of Ω and the argument used in the proof of

Lemma 3.0.4, one obtains the following

Corollary 3.3.3. Under the assumptions of Proposition 3.3.1, formulas (3.57)–(3.58) define

a G-equivariant Ω-admissible homotopy. In particular,

G-Deg(F ,Ω) = G-Deg(F2,Ω). (3.59)

Remark 3.3.4. Obviously (see (3.55) and [1], p. 300), the following inequality takes place:

∀x∈C, z∈V,y∈Vm−1 ⟨f2(x,y, z), n(x)⟩ > 0. (3.60)

It follows from (3.60) that for any x ∈ C, the vector

Ψ(x) := f2(x, x, · · · , x, 0) (3.61)

is pointed outward the interior of D (giving rise to the title of this subsection). Hence, Ψ

and ν are G-equivariantly homotopic and

G-Deg(Ψ, C) = G-Deg(ν, C) (3.62)

3.3.2 Scaling homotopy

To perform further deformations, we need the following

Lemma 3.3.5. Under the assumptions of Proposition 3.3.1, take M provided by Lemma

3.0.1, f2 given by (3.55) and λ̃ ∈ (0, 1). Then, any C2-smooth solution x
λ̃

= x
λ̃
(t) to problem


ẍ(t) = λ̃2f2

(
x(t),xt, λ̃−1ẋ(t)

)
, t ∈ R, x(t) ∈ D ⊂ V = Rn,

x(t) = x(t+ p), ẋ(t) = ẋ(t+ p)
(3.63)

satisfies the inequality

∀t∈R |ẋ
λ̃
(t)| ≤ λ̃M. (3.64)
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Proof: Put u(t) := x
λ̃
(t/λ̃). Since ü = λ̃−2ẍ(t/λ̃), one can easily show (cf. [1], pp. 297-298)

that
ü(t) = f2

(
u(t), u(t− λ̃τ1), · · · , u(t− λ̃τm−1), u̇(t)

)
, t ∈ R, u(t) ∈ D ⊂ V = Rn,

u(t) = u(t+ pλ̃), u̇(t) = u̇(t+ pλ̃)
(3.65)

Therefore, one can use formula (3.14) (resp. (3.15)) to obtain M1 = M1(2ϕ, η,K + 1, pλ̃, R)

(resp. M1 = M1(2ϕ, α,K + 1, pλ̃, R) such that

∀t∈R |u̇(t)| ≤ M1. (3.66)

Since λ̃ < 1 and Φ in (3.14) (resp. (3.15)) is increasing, formula (3.66) combined with the

chain rule yields (3.64). □

Remark 3.3.6. In contrast to problem (3.63), problem (3.65) is not equivariant. The reader

should not be confused with that: Lemma 3.0.1 providing a priori bound for the first derivative

of solution is independent of the symmetry conditions (A1) and (A2).

Given u ∈ C(S1,V), denote

u := 1
2π

∫ p

0
u(t)dt. (3.67)

Formula (3.67) suggests two projections Q0, P0 : C(S1,V) → C(S1,V) given by

Q0u := u and P0 := Id −Q0 (3.68)

(as usual, we identify V with the image of Q0 – the subspace of constant V-valued maps

S1 → V). Similarly to (3.67) and (3.68), define projections Q2, P2 : E → E , respectively.

For any λ̃ ∈ (0, 1), put f2,λ̃(x,y, z) := λ̃2f2
(
x,y, λ̃−1z

)
(cf. (3.63)) and consider a

µ-parameterized family of operators F
λ̃,µ

: E → E given by

F
λ̃,µ

(x) := x− L−1
(
Q0Nf

2,̃λ
(jx) + µP0Nf

2,̃λ
(jx) − i(x)

)
, µ ∈ [0, 1] (3.69)

(here the projections P0, Q0 are given by (3.67)–(3.68) and Nf
2,̃λ

denotes the corresponding

Nemytskii operator).
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Lemma 3.3.7. Under the assumptions of Proposition 3.3.1, there exists λ̃o ∈ (0, 1] such that

the µ-parameterized family F
λ̃o,µ

(see (3.69)) is an Ω-admissible G-equivariant homotopy. In

particular (cf. (3.59)),

G-Deg(F,Ω) = G-Deg(F
λ̃o,0,Ω), (3.70)

where F
λ̃o,0(x) = x− L−1

(
Q0Nf

2,̃λo
(jx) − i(x)

)
.

Proof: Following the same lines as in the proof of Lemma 3.3.2((Rλ), (Aλ
1) and (Aλ

2)),

one can easily establish that (3.69) is G-equivariant for any λ̃ ∈ (0, 1) and µ ∈ [0, 1]. Next,

keeping in mind that Ix(·) is a quadratic form and using (Aλ
4), one obtains

⟨f2,λ̃(x,y, z), nx⟩ = ⟨λ̃2f2(x,y, λ̃−1z), nx⟩ > λ̃2Ix(λ̃−1z, λ̃−1z) = Ix(z),

so that f2,λ̃ satisfies the analog of (Aλ
4). Finally, arguing by contradiction, and combining the

same idea as in [1], p. 300, with estimate (3.64) one arrives at the contradiction with Lemma

3.0.4, from which the existence of the required λ̃o follows. □

To complete the proof of Proposition 3.3.1, it remains to establish the following

Lemma 3.3.8. Under the assumptions of Proposition 3.3.1, one has (cf. (3.70))

G-Deg(F
λ̃o,0,Ω) = G-Deg(ν, C). (3.71)

Proof: One has

F
λ̃o,0(x) = x− L−1

(
Q0Nf

2,̃λo
(jx) − i(x)

)
= Q2x+ P2x− L−1

(
Q0Nf

2,̃λo
(jQ2x+ jP2x) − i(Q2x+ P2x)

)
=

(
Q2x− L−1

(
Q0Nf

2,̃λo
(jQ2x+ jP2x)

)
+ L−1iQ2x

)
+

(
P2x+ L−1 (iP2x)

)
= −L−1

(
Q0Nf

2,̃λo
(jQ2x+ jP2x)

)
+

(
P2x+ L−1 (iP2x)

)
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(cf. (3.29)). Formula

F
λ̃o,0,δ(x) = −L−1

(
Q0Nf

2,̃λo
(jQ2x+ (1 − δ)jP2x)

)
+

(P2x+ (1 − δ)L−1 (iP2x)) , δ ∈ [0, 1],
(3.72)

defines a G-equivariant Ω-admissible homotopy of F
λ̃o,0 to

F̃(x) :=
(

−L−1Q0Nf
2,̃λo

(jQ2x), P2x
)

(see again(3.29)). Clearly,

G-Deg(F̃,Ω) = G-Deg
(

−L−1Q0Nf
2,̃λo

(jQ2), D
)

· G-Deg(Id , B(P2E )),

where B(P2E ) stands for the unit ball in P2E . It remains to observe that

G-Deg
(

−L−1Q0Nf
2,̃λo

(jQ2), D
)

= G-Deg(Ψ, D)

(see (3.61)) and use (3.62). □

Using the same Morse Lemma argument as in the proof of Theorem 5.6 from [1], one can

easily establish the following

Lemma 3.3.9. Let η : V → R satisfy (η1), (η4)–(η6), and let f : V × Vm−1 × V → V be a

continuous map satisfying (A5)–(A6). Then, D is contractible.

Corollary 3.3.10. Under the assumptions of Proposition 3.3.1,

G-Deg(F,Ω) = (G). (3.73)

Proof: Since 0 ∈ D, Lemma 3.3.9 implies that the Gauss map ν is G-equivariantly

homotopic to the identity map and the result follows from Proposition 3.3.1. □
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3.4 Main Results and Example

3.4.1 Main result

In this section, we will present our main results and describe an illustrating example with

G = O(2) ×D8 × Z2. The “non-degenerate” version of the main result is:

Theorem 3.4.1. Assume that η : V → R satisfies (η1)–(η6) and let f : V × Vm−1 × V → V

satisfy conditions (R), (A1)–(A2), (A′
3), (A4)–(A6) (resp. (R), (A1)–(A2), (A′

3), (A4)–(A5)

and (A′
6)). Assume, in addition, that 0 ̸∈ σ(A ), where σ(A ) is given by (3.42)–(3.43) (see

also (3.41)). Assume, finally, that there exist k ∈ N and an orbit type (Ho) in Φ0(G,E ) of

maximal kind such that nHo
k is odd (see Definitions 3.1.5(a) and 3.2.2).

Then, system (3.1) admits a non-constant 2π-periodic solution with the extended orbit

type (Ho) (cf. Definition 3.1.5(b)).

Proof: Formulas (3.48)–(3.50) show that G-Deg(A , Bε(0)) = (G) + a, where a has a zero

coefficient corresponding to (G). Hence, ω given by (3.36) has a zero coefficient corresponding

to (G) (cf. Corollary 3.3.10). Now, the proof follows immediately from Lemma 3.2.3 and

Proposition 3.1.6(c). □

Using a similar argument, one can easily establish the following degenerate counterpart of

Theorem 3.4.1.

Theorem 3.4.2. Assume that η : V → R satisfies (η1)–(η6) and let f : V × Vm−1 × V → V

satisfy conditions (R), (A1)–(A2), (A′
3), (A4)–(A6) (resp. (R), (A1)–(A2), (A′

3), (A4)–(A5)

and (A′
6)). Put

C :=
{
k ∈ N ∪ {0} : k2 = −µl0 − ∑r

j=1 2 cos 2πjk
m
µlj+

εmµ
l
r, l = 0, 1, 2, . . . , r, r :=

⌊
m−1

2

⌋} (3.74)

and choose s ∈ N such that

C ∩ {(2k − 1)s : k ∈ N} = ∅. (3.75)
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Assume that there exist k ∈ N and an orbit type (Ho) in Φ0(G,E ) of maximal kind such that

nHo

(2k−1)s is odd (see Definitions 3.1.5(a) and 3.2.2).

Then, system (3.1) admits a non-constant 2π-periodic solution with the extended orbit

type (Ho) (cf. Definition 3.1.5(b)).

3.4.2 Example

To construct an example supporting Theorem 3.4.1 with condition (A6) being satisfied, take

V := R2 and consider the domain D ⊂ V described in polar coordinates (r, θ) as follows:

D := {(r, θ) ∈ R2 : 2r4 − r4 cos(8θ) − 1 < 0}. (3.76)

The curve C := ∂D can be easily plotted (see Figure 3.2). Clearly, D is invariant under the

natural action of the dihedral group D8 =: Γ on V ≃ C (in particular, D is symmetric).

Figure 3.2. Domain D

Since D is star shaped, the Gauss curvature of C can be easily computed as a function of

θ:

κ(θ) =
√

2(−19 + 56 cos(8θ) − 3 cos(16θ))(2 − cos(8θ)) 5
4

(13 − 8 cos(8θ) − 3 cos(16θ)) 3
2

(3.77)
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The graph of κ(θ) is shown on Figure 3.3.

Figure 3.3. Curvature of C

Define the function η : R2 → R given in polar coordinates as follows:

η(r, θ) := 2r4 − r4 cos(8θ) − 1.

One can easily verify (directly from the formula) that η is D8-invariant. Passing to Cartesian

coordinates, one obtains:

η(x1, x2) =


2(x2

1 + x2
2)2 − x8

1−28x6
1x

2
2+70x4

1x
4
2−28x2

1x
6
2+x8

2
(x2

1+x2
2)2 − 1 if (x1, x2) ̸= (0, 0),

−1 if (x1, x2) ̸= (0, 0).
(3.78)

By direct verification, one has:

∇η(x1, x2) =


8x1(x2

1+x2
2)4−(16x7−168x5

1x
2
2+280x3

1x
4
2−56x1x6

2)(x2
1+x2

2)+4x1(2x8
1−28x6

1x
2
2+70x4

1x
4
2−28x2

1x
6
2)

(x2
1+x2

2)3

8x2(x2
1+x2

2)4+(56x6
1x2−280x4

1x
3
2+168x2

1x
5
2)(x2

1+x2
2)+4x2(2x8

1−28x6
1x

2
2+70x4

1x
4
2−28x2

1x
6
2)

(x2
1+x2

2)3


for (x1, x2) ̸= (0, 0) and

lim
x1→0
x2→0

∇η(x1, x2) = (0, 0).
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Notice that η is of class C2 and η(x1, x2) = 0, if and only if x := (x1, x2) ∈ C, so η satisfies

conditions (η1)–(η6) and ∇η(0, 0) = 0. We are now in a position to define the required map

f : V × Vm−1 × V → V by the formula

f(x, y1, y2, . . . , ym−1, z) := (|z|2 + 1)∇η(x) + µ0x+
m−1∑
j=1

µjy
j (x, yj, z ∈ V), (3.79)

where µ0 and µj are some constants. So far, f satisfies (A1)–(A2) and (A′
3) while constants

µ0 and µj are a subject to satisfy the remaining conditions of Theorem 3.4.1.

To satisfy (R), we will assume µj = µm−j for j = 1, ...,m− 1. Next, to satisfy (A4), we

need to estimate |∇η(x(θ))|. For this purpose, we will use again the polar coordinates and,

by substituting r = 4
√

1
2−cos(8θ) , one obtains:

|∇η(x(θ))| = 2

√
52 − 51 cos(8θ) + 4 cos(16θ) − cos(24θ)

(2 − cos 8θ)

Observe also that

Ix(z) = −κ(x)|z|2, (3.80)

where

κ(x(θ)) = −
√

2(19 − 56 cos(8θ) + 3 cos(16θ)(2 − cos(8θ)) 5
4

(13 − 8 cos(8θ) − 3 cos(16θ)) 3
2

,

and the following estimates take place:

17 ≥ κ(x) > −5.8, 4 ≤ |∇η(x)| ≤ 21, (x ∈ C). (3.81)

We make the following assumption for (3.79):

m−1∑
j=0

|µj| > −4, (3.82)

and put R := 1 (cf. (A4)). Then, combining (3.79)–(3.82) with the inequality |∇η(x)|+κ(x) >

1 (see Figure 3.4, where the graph of |∇η(x(θ))| + κ((θ)), x(θ) ∈ C, θ ∈ [0, 2π], is shown),
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one obtains:

⟨f(x,y, z), nx⟩ = (|z|2 + 1)⟨∇η(x), nx⟩ + µ0⟨x, nx⟩ +
m−1∑
j=1

⟨µjyj, nx⟩

= |z|2|∇η(x)| + |∇η(x)| − |µ0||x| +
m−1∑
j=1

⟨µjyj, nx⟩

≥ |z|2
(
|∇η(x)|

)
+ 4 −

m−1∑
j=0

|µj||yj|

≥ |z|2
(

− κ(x) +
(
|∇η(x)| + κ(x)

))
+ 4 −

m−1∑
j=0

|µj|

> −|z|2κ(x) = Ix(z),

so that condition (A4) is satisfied.

Figure 3.4. The values of |∇η(x(θ))| + κ(x) along the curve C. The minimal value of
|∇η(x(θ))| + κ(x) is larger equal than 1.22522

It is easy to see that under the assumptions (3.82), the map (3.79) satisfies condition (A5)

with A := 21 and B := ∑m−1
j=0 |µj|.
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In order to show that condition (A′
6) is satisfied, recall that R = 1 and one has the

following relations for x = (r cos(θ), r sin(θ)), r ≤ 1 and α = 4
√

13:

|f(x,y, z)| =
∣∣∣∣(|z|2 + 1)∇η(x) + µ0x+

m−1∑
j=1

µjy
j

∣∣∣∣
≤ |z|2|∇η(x)| + 21 +

m−1∑
j=0

|µj|

= |z2|4
√
r4(4 − 4 cos(8θ) + cos2(8t) + 4r4 sin2(8θ) + C

≤ α
((

4r3(2 − cos(8θ)
)
|z|2 + |z|2

)
+ C

≤ α
((

|z|2⟨x,∇η(x)⟩ + |z|2
)

+ C

≤ α
(

⟨x, f(x,y, z)⟩ + |z|2
)

+ (1 + α)C,

where

C := 21 +
m−1∑
j=0

|µj|.

Clearly condition (A′
6) is satisfied with K := (1 + α)

21 +
m−1∑
j=0

|µj|

 .

We are now in a position to apply the main Theorem 3.4.1 with the group G := O(2)×D8×

Z2 and V := R2 being the natural D8-representation. To this end, we need to study spectrum

of the linearization at the origin (see (3.42)-(3.43)). We make the following assumption (cf.

(3.41)):

µ0 +
r∑
j=1

2 cos 2πj
m

µj − εmµm
2
< −1, (3.83)

where r =
⌊
m−1

2

⌋
. Then, 0 ̸∈ σ(A) and

σ−(A ) := {ξ0, ξ1},

where

ξ0 = µ0 +
m∑
j=1

µj, ξ1 := 1 + 1
2

 r∑
j=1

2 cos 2πj
m

µj − εmµm
2

 .
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In this case, formulas (3.47)–(3.48) suggest:

G-Deg(A , B(E )) = degV−
0,1

· degV−
1,1
,

where

degV−
0,1

:= (G) + (O(2) × Z−
2 ) − (O(2) ×Dd

2) − (O(2) × D̃d
2)

degV−
1,1

:= (G) + 2(D2 ×Z−
2

Z2 D̃
q
2) + 2(D2 ×Z−

2
Z2 D

q
2) + (D2

D1×Z−
2

Z2 Z
q
2) − (D2

D1×D̃d
2

Z2 D̃
q
2)

− (D2
D1×Dd

2
Z2 D

q
2) − 2(D8 ×Z−

2
Z2 D

q
8).

Remark 3.4.3. (i) For any subgroup S ≤ D8, the symbol Sq stands for S × Z2.

(ii) Given two subgroups H ≤ O(2) and K ≤ Dq
8, we refer to Subsection 2.1.2 for the

“amalgamated notation" H Z×R
LK.

(iii) We refer to [9] for the explicit description of the (sub)groups D̃k, Dz
k, Dd

k, D̃d
k, and

Z−
2 .

The maximal orbit types in V−
1,1 \ {0} are:

(D2
D1×D̃d

2
Z2 D̃

q
2), (D2

D1×Dd
2

Z2 D
q
2), (D8 ×Z−

2
D8D

q
8). (3.84)

We summarize our considerations in the statement following below.

Theorem 3.4.4. Assume that D is given by (3.76). Let Γ = D8, V := R2 be the natural

D8-representation and f : V × Vm−1 × V → V be given by (3.79), where the constants µ0,

µ1, . . . , µm−1 satisfy conditions (3.82) and

(3.83). Let (Ho) be one of the orbit types listed in (3.84). Then:

(i) (Ho) of maximal type (see Definition 3.1.5(a));

(ii) nHo
1 = 1 (see Definition 3.2.2);

(iii) system (3.1) admits a non-constant 2π-periodic solution x(t) with the extended orbit

type (Ho) (see Definition 3.1.5(b)).
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Actually, for our example, the equivariant invariant ω = (G) − G-Deg(A , B(E )) can be

exactly computed using the Equideg package in GAP system:

ω = 2(D1 ×Z−
2

Z2 D
d
2) + 2(D1 ×Z−

2
Z2 D̃

d
2) + 2(D1 × Z−

2 ) − 2(D2 ×Z−
2

Z2 D̃
q
2)

− 2(D2
Z2×Dq

2
Z−

2
) − (D2

D1×Z−
2

Z2 D
d
2) − (D1 ×Dd

2) − (D2
D1×Z−

2
Z2 D̃

d
2)

− (D1 × D̃d
2) − (D2

D1×Z−
2

Z2 Z
q
2) + (D2

D1×D̃d
2

Z−2D
q
2) + (D2

D1×Dd
2

Z2 D
q
2)

+ 2(D8 ×Z−
2
D8D

q
8) − (O(2) × Z−

2 ) + (O(2) ×Dd
2) + (O(2) × D̃d

2).
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