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#### Abstract

We study the problem of finding a cycle basis, a minimum weight set of independent cycles that form a basis of the cycle space for a given graph. We focus on finding the minimum cycle basis of directed graphs. This is a more complicated problem compared to the undirected case as the underlying field is $\mathbb{Q}$ for directed graphs instead of $\mathbb{Z}_{2}$ for undirected, which causes problems in the speed of calculations. Previously the fastest known deterministic algorithm to find the minimum cycle basis of a directed graph runs in $O\left(m^{3} n+m^{2} n^{2} \log n\right)$ time [11]. We concentrate on graphs embedded on a surface of genus $g$. We modify algorithms for undirected graphs to work on directed graphs. We present an $O\left(m n^{2} g^{2} \log g+m^{\omega+1}\right)$ time algorithm to find the minimum cycle basis of a directed graph embedded on a surface of genus $g$. We also give an improvement on the minimum cycle basis in the undirected case.
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## CHAPTER 1

## INTRODUCTION

For a given connected graph $G=(V, E)$ with weights in $\mathbb{R}$, let $m=|E|$ and $n=|V|$ be the number of edges and vertices. We define a cycle to be a subset of the edges such that each vertex is incident to an even number of edges in the subset.

For undirected graphs we can form a vector space over cycles in $G$ with addition defined as symmetric difference of the edges. It is well known that this vector space is isomorphic to $\mathbb{Z}_{2}^{m-n+1}$. For directed graphs we can then form a vector space over cycles in $G$ with a more complicated definition of addition. Given a cycle we say an edge is traveling the correct direction if the direction of the edge agrees with the cycle. We say the the edge is traveling the incorrect direction otherwise. For example in Figure 1.1 for the cycle $\left(e_{1}, e_{2}, e_{3}\right)$ all edges would be traveling in the correct direction, but for the cycle $\left(e_{3}, e_{2}, e_{1}\right)$ all edges would be traveling in the incorrect direction. Edges traversed by a cycle in the correct direction are defined to be "positive" where cycles traversed in the incorrect direction are said to be "negative". Addition of cycles is then defined to be an element wise sum of the edges.

For either case using the vector space we can find a basis of the set, known as a cycle basis in the context of graphs, which is defined as a maximal set of $d=m-n+1$ independent cycles. It is well known that the cycle basis of $G$ can be generated by the fundamental cycles of any spanning tree of $G$. Given a weighted graph one can define the minimum cycle basis as a cycle basis of minimum weight. We note that for the minimum cycle basis of a directed graph, cycles are defined using only the underlying undirected graph, the direction of the edges is used only for determining if cycles are independent from each other. The minimum cycle basis has applications in many fields for both the directed [5, 9] and undirected $[17,4,15]$ cases.

From the definition of independence in vector spaces, sets of independent cycles form a matroid. Therefore one can use the standard greedy algorithm of sorting and eliminating


Figure 1.1. A simple directed graph
to find the minimum cycle basis. However the number of cycles in $G$ can be potentially exponential. Horton reduced the search space for the greedy algorithm to $O(n m)$ cycles by showing that every cycle in the minimum cycle basis must be a fundamental cycle of a shortest path tree, giving the first polynomial time algorithm [13]. Several other deterministic polynomial time algorithms have been given $[1,12,6,16]$, the fastest for the undirected case being an $O\left(n m^{2} / \log n+n^{2} m\right)$ time alrogithm by Mehlhorn and Michail [16] and an $O\left(m^{3} n+\right.$ $m^{2} n^{2} \log n$ ) time algorithm for the directed case by Hariharan, Kavitha, and Mehlhorn [11]. For graphs embedded on a surface of genus $g$, Borradaile, Chambers, Fox, and Nayyeri presented a $O\left(n^{\omega}+2^{2 g} n^{2}+m\right)$ time algorithm for computing the minimum cycle basis, where $O\left(n^{\omega}\right)$ is the time is takes to multiply two $n \times n$ matrices using fast matrix multiplication [2].

We give an $O\left(m n^{2} g^{2} \log g+m^{\omega+1}\right)$ time algorithm to find the minimum cycle basis for a surface embedded directed graph.

### 1.1 Preliminaries

The problem of finding a minimum cycle basis in a directed graph is very similar to the case of an undirected graph. The underlying undirected graph of a directed graph is the directed graph with the edge directions removed leaving just undirected edges. When finding cycles in the basis, we search for cycles in the underlying undirected graph, the direction of the edges are only used for determining if the new cycle is independent with existing cycles in the basis. However it is not possible to run the undirected algorithm to produce a minimum


Figure 1.2. A directed graph with its underlying undirected graph [11]
cycle basis for the directed graph. A counter example is given in Figure 1.2 by Hariharan, Kavitha, and Mehlhorn [11]. In this figure we look at three cycles $\left(e_{1}, e_{2}, e_{3}, e_{4}\right),\left(e_{1}, e_{5}, e_{3}, e_{6}\right)$ and $\left(e_{2}, e_{6}, e_{4}, e_{5}\right)$. In the directed graph these cycles are linearly independent. However in the underlying undirected graph the sum of two of these cycles is the third implying they are linearly dependent. We do note that for the case of planar graphs the cycle bases of the directed graph are exactly that of the undirected graph, hence searching for a minimum cycle basis in the undirected graph is sufficient to find the minimum cycle basis of the directed graph.

A surface or a 2-manifold with boundary $\Sigma$ is defined as a compact Hausdorff space such that every point lies in an open neighborhood homeomorphic to the Euclidean plane or the closed half plane. The boundary of the surface is the set of all points whose open neighborhood is homeomorphic to the closed half plane, and every boundary component is homeomorphic to the circle. A cycle in the surface is a continuous mapping from the unit circle to the surface, and the cycle is called simple if the mapping is injective. A path in the surface is a continuous mapping from $[0,1]$ to the surface and is also called simple if the mapping is injective. A loop is a path with the same starting and ending positions or equivalently a cycle with a designated starting/ending point. A surface is said to be orientable if it does not contain a subset homeomorphic to the Möbius band, and nonorientable otherwise. The genus of a surface, $g$, is the maximum number of disjoint cycles
in a surface such that their removal leaves a surface that is still connected. Surfaces are homeomorphic if their genus, number of boundary components, and whether or not they are orientable all agree.

For a given graph $G=(V, E)$, we say $G$ is embedded on $\Sigma$ if there exists a mapping which maps vertices to distinct points on $\Sigma$ and edges to internally disjoint paths on $\Sigma$ with endpoints that lie on their incident vertices' points. A face of the embedding is defined to be a maximally connected subset of $\Sigma$ such that the subset does not intersect the embedded graph. If every face on an embedding is homeomorphic to an open disk we say the embedding is cellular. Only orientable cellular embeddings of graphs will be considered from now on.

Every embedded graph $G$ has a dual graph $G^{*}$ which is constructed by creating a vertex for every boundary component in $\Sigma$ as well as every face of $G$. Edges are then created between two vertices in $G^{*}$ if the corresponding faces and boundary components are separated by an edge. Finally faces in $G^{*}$ now correspond to vertices in $G$. The original graph is then known as the primal graph, where primal vertices are dual to dual faces, and dual vertices are dual to primal faces. Usually no distinction is made between primal and dual edges. We assume without loss of generality that the surfaces our graphs are embedded on contain only a single boundary component.

A spanning tree of $G$ is a subset of edges of $G$ that form a tree containing every vertex of $G$. A spanning coforest is a subset of dual edges that form $b$ trees in the dual that contain every dual vertex, such that every tree contains a dual-boundary vertex, where $b$ is the number of boundary components. A tree-coforest decomposition is a partition of the edges of $G$ into three sets, $T$ a spanning tree of $G, C$ a spanning coforest of $G$, and $L$ the leftover edges $[7,8]$.

Let $(T, L, C)$ be an arbitrary tree-coforest decomposition of $G$. Let $\beta=|L|$. Define $c_{i}$ for $i \in\{1, \ldots, \beta\}$ to be the unique simple co-cycle or unique co-path between distinct dual boundary verticies created by adding the $i$ th edge in $L$ to $C$, we also assign an arbitrary correct direction to this cycle for the purpose of the directed cycle signature. Let
$f_{\beta+1}, \ldots f_{m-n+1}$ denote the faces of $G$. Define $c_{i}$ for $i \in\{\beta+1, \ldots, m-n+1\}$ to be the simple co-path from $f_{i}$ to the dual boundary vertex in $f_{i}$ 's component of $C$. We define the cycle signature $[e] \in\{-1,0,1\}^{m-n+1}$ of an edge $e$ as a vector with the $i$ th component defined as follows.

$$
[e]_{i}=\left\{\begin{array}{cc}
1 & \text { if } e \text { is traveling in the correct direction for } i \in\{1, \ldots, \beta\} \\
1 & \text { if } e \text { is traveling towards the root for } i \in\{\beta+1, \ldots, m-n+1\} \\
-1 & \text { if } e \text { is traveling in the incorrect direction for } i \in\{1, \ldots, \beta\} \\
-1 & \text { if } e \text { is traveling away from the root for } i \in\{\beta+1, \ldots, m-n+1\}
\end{array}\right.
$$

The cycle signature of any cycle $C$ is the sum of the cycle signatures of the edges of $C$. Borradaile, Chambers, Fox, and Nayyeri show that a similar cycle signature definition for the undirected case produces an isomorphism to the cycle space [2]. To show the directed cycle signatures are isomorphic to the directed cycle space one follows the same argument.

The homology of $G$ is an algebraic description of the topology of the surface as well as G's embedding. We are only concerned with the one-dimensional cellular homology over the finite field $\mathbb{Z}_{2}$ and use the underlying undirected graph when referencing the homology of $G$. We say a cycle is null-homologous if it is the boundary of a subset of faces. Two cycles are homologous if their symmetric difference is null-homologous. These definition allows us to split an orientable $G$ into $2^{2 g+\max \{b-1,0\}}$ homology classes. We define the operation $G \nmid C$ as cutting both $G$ and $\Sigma$ along some cycle $C$, creating two copies of $C$. Cutting $G$ using any cycle from the null-homology class cuts $\Sigma$ into two separate surfaces, and cutting $G$ along any two non-crossing cycles from a single homology class cuts $\Sigma$ into two separate surfaces.

## CHAPTER 2

## ALGORITHM

Our algorithm computes cycles of the minimum basis one by one. We do this by maintaining a set of support vectors that form the basis for the subspace orthogonal to the set of cycles already computed for the basis. To compute a new cycle in the basis we choose a support vector that we have not used so far and find the cycle of minimum weight that is not orthogonal the chosen support vector. The unchosen support vectors are then updated so they remain orthogonal to the current incomplete basis we have computed. This is the method that many algorithm have used to compute minimum cycle bases $[2,6,11]$.

Specifically our algorithm uses the prime field modifications for directed graphs made by Hariharan, Kavitha, and Mehlhorn for dealing with the potentially large numbers generated by the coefficients from $\mathbb{Q}$ [11]. For choosing the non-orthogonal cycle our algorithm follows the basic idea of Borradaile, Chambers, Fox, and Nayyeri of constructing region trees based on homology signatures to improve the cycle selection time [2]. However, modifications must be made to the cycle selection procedure to account for the large coefficients from $\mathbb{Q}$.

### 2.1 Computing Support Vectors

The method of computing support vectors that are used to calculate the minimum cycle basis follows from the following theorem given and proved by Hariharan, Kavitha, and Mehlhorn [11].

Theorem 1. Cycles $C_{1}, \ldots C_{d}$ form a minimum cycle basis if there are vectors $N_{1} \ldots N_{d}$ in $\mathbb{Q}^{m}$ such that for all $i, 1 \leq j \leq i$ :

1. Prefix orthogonality: $\left\langle N_{i}, C_{i}\right\rangle=0$ for all $j, 1 \leq j<i$.
2. Nonorthogonality: $\left\langle N_{i}, C_{i}\right\rangle \neq 0$.
3. Shortness: $C_{i}$ is a shortest cycle with $\left\langle N_{i}, C_{i}\right\rangle \neq 0$

Algorithm 1 is a simple deterministic algorithm that was given by Kavitha and Mehlhorn to compute $N_{i}$ 's and $C_{i}{ }^{\prime}[14]$.

```
Algorithm 1 An algorithm to compute \(N_{i}\) 's and \(C_{i}\) 's
    \(N_{1}, \ldots, N_{d} \leftarrow \hat{u_{1}}, \ldots \hat{u_{d}} \quad \triangleright\left(\hat{u_{d}}\right.\) has a 1 in the \(i\) th position and 0 's everywhere else \()\)
    for \(i \leftarrow 1\) to \(d\) do
        \(C_{i} \leftarrow\) shortest cycle with non-zero dot product with \(N_{i}\)
        for \(j \leftarrow i+1\) to \(d\) do
            \(N_{j} \leftarrow N_{j}-N_{i} \frac{\left\langle C_{i}, N_{j}\right\rangle}{\left\langle C_{i}, N_{i}\right\rangle}\)
            \(N_{j} \leftarrow N_{j} \frac{\left\langle C_{i}, N_{i}\right\rangle}{\left\langle C_{i-1}, N_{i-1}\right\rangle}\)
        end for
    end for
```

The correctness of this algorithm is based on a lemma given and proved by Kavitha and Mehlhorn [14].

Lemma 2. For any $i$, at the end of iteration $i-1$, the vectors $N_{i}, \ldots, N_{d}$ are orthogonal to $C_{1}, \ldots, C_{i-1}$ and moreover for any $j$ with $i \leq j \leq d$,

$$
N_{j}=\left\langle C_{i-1}, N_{i-1}=\right\rangle\left(x_{j, 1}, \ldots, x_{j, i-1}, 0, \ldots, 0,1,0, \ldots, 0\right)
$$

where 1 occurs in the $j$ th coordinate and the vector $\boldsymbol{x}=\left(x_{j, 1}, \ldots, x_{j, i-1}\right)$ is the unique solution to the set of equations:

$$
\left(\begin{array}{c}
\tilde{C}_{1}^{T} \\
\vdots \\
\tilde{C}_{i-1}^{T}
\end{array}\right) \boldsymbol{x}=\left(\begin{array}{c}
-c_{1, j} \\
\vdots \\
-c_{i-1, j}
\end{array}\right)
$$

Where $\tilde{C}_{k}, 1 \leq k<i$, is the restriction of $C_{k}$ to its first $i-1$ coordinates and $c_{k, j}$ is the $j$ th coordinate of $C_{k}$.

Furthermore the running time of this algorithm was shown by Kavitha and Mehlhorn to be $\tilde{O}\left(m^{4}\right)+m O$ (cycle), where $O$ (cycle) is the time taken to find the shortest non-orthogonal cycle to $N_{i}[14]$.

This simple algorithm was then improved upon by Hariharan, Kavitha, and Mehlhorn. By using a divide and conquer approach the calculations spent updating the $N_{i}$ vectors can be done in bulk [11]. Algorithm 2 gives the recursive step from index $l$ to index $h$ is as follows.

```
Algorithm 2 A faster algorithm to compute \(N_{i}\) 's and \(C_{i}\) 's
    mid \(\leftarrow\lceil(l+h) / 2\rceil\)
    Find cycles \(C_{l}, \ldots, C_{\text {mid }}\) using \(N_{l}, \ldots, N_{\text {mid }}\) recursively
    Update the vectors \(N_{m i d+1}, \ldots, N_{h}\)
    Find cycles \(C_{m i d+1}, \ldots, C_{h}\) using \(N_{m i d+1}, \ldots, N_{h}\) recursively
```

To compute the minimum cycle basis, we call this algorithm with $N_{1}, \ldots, N_{d}$ initialized to the first $d$ unit vectors, $l=1$, and $h=d$. Our goal when updating the vectors is to make the vectors $N_{m i d+1}, \ldots, N_{h}$ orthogonal to the newly computed cycles $C_{l}, \ldots, C_{m i d}$. To update the vectors, we make the following definitions.

- $A \in \mathbb{Q}^{k \times m}, A^{\prime}$ 's $i$ th row is $C_{l+i-1}$
- $D \in \mathbb{Q}^{(h-k) \times(h-k)}, D$ has the value $\left\langle N_{m i d}, C_{m i d}\right\rangle /\left\langle N_{l-1}, C_{l-1}\right\rangle$ in every diagonal
- $X \in \mathbb{Q}^{k \times(h-k)}$
- $N_{d} \in \mathbb{Q}^{m \times(h-k)}, N_{d}$ 's $j$ th column is $N_{m i d+j}$
- $N_{u} \in \mathbb{Q}^{m \times k}, N_{u}$ 's $j$ th column is $N_{l+j-1}$

As shown by Hariharan, Kavitha, and Mehlhorn, we can update the vectors by solving the following system for $X$ [11].

$$
A N_{d} D=-A N_{u} X
$$

By construction $\left(N N_{u}\right)$ is lower triangular with non-zero diagonal entries, and therefore is invertible. Hence we can write.

$$
X=-\left(A N_{u}\right)^{-1} A N_{d} D
$$

Finally our updated vectors $N_{m i d+1}, \ldots, N_{h}$ can be found by computing $N_{u} X+N_{d} D$. This process of updating the vectors takes $O\left(m k^{\omega-1}\right)$ arithmetic operations in total, where $\omega$ is the time it takes to multiply two matrices using fast matrix multiplication. However, because we are in a directed graph, the elements of $\left(A N_{u}\right)^{-1}$ can be as large as $d^{\Theta\left(d^{2}\right)}$. This causes arithmetic operation to take up to $\tilde{\Theta}\left(d^{2}\right)$ time giving a runtime of $\tilde{\Theta}\left(m^{\omega+2}\right)$ for the outermost step which is slower than the simpler algorithm for directed graphs [11].

In order to solve the problem of large intermediate elements we run the above algorithm over a ring $\mathbb{Z}_{R}$ where R is a specially chosen prime. Working over this ring allows $u s$ to do arithmetic operations in $O(1)$ time. In order to be able to recover our $N_{j}$ vectors we must choose a $R$ such that $R$ is relativity prime to $\left\langle N_{l}, C_{l}\right\rangle,\left\langle N_{l+1}, C_{l+1}\right\rangle, \ldots,\left\langle N_{\text {mid }}, C_{\text {mid }}\right\rangle$ (to ensure $A N_{u}$ is invertible in $\mathbb{Z}_{R}$ ), and relativity prime to $\left\langle N_{l-1}, C_{l-1}\right\rangle$ (to ensure that $\left\langle N_{\text {mid }}, C_{m i d}\right\rangle /\left\langle N_{l-1}, C_{l-1}\right\rangle$ is well defined in $\left.\mathbb{Z}_{R}\right)$ [11]. We can select $R$ for each iteration of the recursive step using Algorithm 3.

```
Algorithm 3 An algorithm select a suitable \(R\)
Require: \(p_{1}, \ldots, p_{d^{2}}\), primes each of which is at least \(d\), the products \(P_{1}=p_{1} \ldots p_{d}, P_{2}=\)
    \(p_{1} \ldots p_{2 d}, \ldots, P_{d}=p_{1} \ldots p_{d^{2}}\) precomputed before running algorithm.
    \(L \leftarrow\left\langle N_{l-1}, C_{l-1}\right\rangle\left\langle N_{l}, C_{l}\right\rangle \ldots\left\langle N_{\text {mid }}, C_{m i d}\right\rangle\)
    Binary search \(P_{1} \ldots P_{d}\) to find the smallest \(s \geq 0\) such that \(P_{s+1} \nmid L\)
    Determine a \(p \in\left\{p_{s d+1}, \ldots, p_{s d+d}\right\}\) such that \(p \nmid L\)
    return \(p^{d}\)
```

Pre-computing $d^{2}$ primes takes $\tilde{O}\left(d^{2}\right)$ and pre-computing the products $P_{1}, \ldots, P_{d}$ takes $\tilde{O}\left(d^{3}\right)$. The algorithm to select $R$ runs in $\tilde{O}\left(d^{2}\right)$ [11]. Finally all together the total time complexity for the update step with modulo arithmetic is $\tilde{O}\left(m^{2} k^{\omega-1}+d^{2} k\right)$ or $\tilde{O}\left(m^{2} k^{\omega-1}\right)$.

### 2.2 Finding the Minimum Cycle

What remains is to find the cycle of minimum weight that is non-orthogonal to the current support vector. To do this quickly we modify an algorithm given by Borradaile, Chambers, Fox, and Nayyeri [2]. This algorithm first reduces the candidate cycles to $O\left(2^{2 g} n\right)$ cycles for a graph of genus $g$. The cycles are then partitioned into sets and a tree is built using these sets in $O\left(2^{2 g} n^{2}\right)$ time. This tree can then be searched in $O\left(2^{2 g} n\right)$ time to find the minimum non-orthogonal cycle [2].

A Horton cycle is defined to be a simple cycle given by a shortest $x, u$ path, a shortest $x, v$ path, and the edge $u v$. The set of all Horton cycles on a graph is given by the set of $m-n+1$ elementary cycles of the $n$ shortest path trees [13]. A simple cycle $C$ is said to be isometric if for all $x, y \in C, C$ contains the shortest $x, y$ path.

Theorem 3. All cycles in the minimum cycle basis of a directed graph $G$ are isometric Horton cycles.

Proof. For a minimum cycle basis $C$ of $G$, let $c \in C$ and $C^{\prime}=C \backslash\{c\}$. We use the definition of three path condition as given by Cabello, Colin de Verdière, and Lazarus [3]. For any three path $\alpha, \beta, \gamma$ in $G$ we have that if $\alpha-\beta$ is dependent on cycles in $C^{\prime}$ and $\beta-\gamma$ is dependent on cycles in $C^{\prime}, \alpha-\gamma$ is dependent on cycles in $C^{\prime}$ by simple algebra on the cycle signatures. Therefore the set of cycles dependent on $C^{\prime}$ forms a family that follows the three path condition. Cabello, Colin de Verdière, and Lazarus then show that the shortest cycle that is not in a family that follows the three path condition can be given by a fundamental cycle of a shortest path tree, and that this shortest path tree can be rooted anywhere along the cycle [3]. Hence the shortest cycle that is independent from those in $C^{\prime}$ is isometric.

Building off the work of Hartvigsen and Mardon, Borradaile, Chambers, Fox, and Nayyeri show that there are $O\left(2^{2 g}\right)$ diffrent homology classes each with $O(n)$ distinct isometric cycles,
giving $O\left(2^{2 g} n\right)$ distinct isometric cycles in a graph of orientable genus $g$ with unique shortest paths [2]. We now assume that our graphs are orientable have unique shortest paths. Because we have isometric cycles they cross at most once. Greene shows that cycles that cross at most once live in at most $O\left(g^{2} \log g\right)$ homotopy classes [10]. The number of homotopy classes also bounds the number of homology classes, which would reduce the number of isometric cycles to $O\left(n g^{2} \log g\right)$. This improvement on the bound on the number of homology classes also improves the runtime given by Borradaile, Chambers, Fox, and Nayyeri.

In order to apply the algorithm given by Borradaile, Chambers, Fox, and Nayyeri, we must first convert it to use cycle signatures in $\mathbb{Q}^{d}$ instead of $\mathbb{Z}^{d}$. However the elements of the support vector we are given can have elements of up to size $d^{d / 2}$ so naively modifying the algorithm will lead to problems with the speed of arithmetic. Instead we use a similar approach to that of Hariharan, Kavitha, and Mehlhorn and first find the shortest cycle that is non-orthogonal to our chosen support vector modulo some prime $p$.

We first describe how to construct the trees. We note that this step is done once before running the main algorithm and does not depend on the prime $p$. We begin by computing all Horton cycles of the graph and extracting the isometric cycles as shown by Amaldi et al [1]. Next we compute the homology signatures for these cycles and split them into $O\left(g^{2} \log g\right)$ homology classes. Then for each homology class we compute the region tree. Each vertex of the region tree will correspond to a set of faces, where each edge will correspond to an edge. The region trees are then computed in Algorithm 4.

In Algorithm 4 the operation $G \nmid \gamma$ takes $O(n)$ time, so the entire algorithm takes $O\left(n^{2}\right)$ for each region tree. Therefore we can preprocess $G$ in $O\left(n^{2} g^{2} \log g\right)$ time. Examples of constructed region trees can be seen in Figures 2.1 and 2.2.

We can then use the region trees to find the shortest cycle that is non-orthogonal modulo $p$ with a given support vector $N_{i}$ as shown in Algorithm 5. This algorithm is based on that of Borradaile, Chambers, Fox, and Nayyeri with modifications to account for the prime $p$

```
Algorithm 4 An algorithm to create a region tree for a homology class
Require: Set of cycles \(C\) all belonging to the same homology class and the graph \(G\)
    if \(C\) has non-trivial homology then
        \(T_{C}\) starts out with one vertex containing all faces
        We choose arbitrary \(\gamma_{0} \in C\)
        \(T_{C}\) has a single edge looping on the single vertex referring to \(\gamma_{0}\)
        \(G^{\prime} \leftarrow G \nmid \gamma_{0}\)
        for \(\gamma \in\left\{C \backslash \gamma_{0}\right\}\) do
            \(G^{\prime} \leftarrow G^{\prime} \nmid \gamma\)
            Cutting \(G^{\prime}\) splits some component of \(G^{\prime}\) into two new components
            Split vertex corresponding to cut component into two new vertices with correspond-
    ing faces from the newly created components
            Assign \(\gamma\) to the new edge
        end for
        Remove edge corresponding to \(\gamma_{0}\)
        Root \(T_{C}\) at the vertex containing the boundary component
    else
        \(T_{C}\) starts out with one vertex containing all faces
        \(G^{\prime} \leftarrow G\)
        for \(\gamma \in C\) do
            Cutting \(G^{\prime}\) splits some component of \(G^{\prime}\) into two new components
            Split vertex corresponding to cut component into two new vertices with correspond-
    ing faces from the newly created components
            Assign \(\gamma\) to the new edge
        end for
        Root \(T_{C}\) at the vertex containing the boundary component
    end if
```



Figure 2.1. A region tree for a set of edges with non-trivial homology signature [2]


Figure 2.2. A region tree for a set of edges with null-homologous homology signature [2]
needed for directed cycles [2]. The sign function as used in Algorithm 5 takes the first edge above the given face in the spanning coforest and returns 1 if the edge is directed towards the root and -1 otherwise, this can be precomputed and stored while constructing the region trees. This algorithm considers each face of the graph at most once, so the total runtime to walk up the tree is $O(n)$. We must run this algorithm once for every homology class, giving a total runtime to find a non-orthogonal cycle modulo $p$ of $O\left(n g^{2} \log g\right)$.

```
Algorithm 5 An algorithm find the shortest cycle non-orthogonal to a given support vector
\(S\) modulo \(p\) for a given region tree \(T_{C}\)
Require: Set of cycles \(C\) all belonging to the same homology class and the graph \(G\)
    \(m \leftarrow \infty \quad \triangleright\) The current minimum weight
    \(c \leftarrow\) NULL \(\quad\) The current cycle referring to the minimum weight
    for edge \(e \in T_{C}\) going to a leaf do
        \(z \leftarrow 0\)
        for \(f_{i} \in F(\operatorname{bottom}(e))\) do \(\quad \triangleright\) Every face referenced by vertex at the lower end of \(e\)
        \(z \leftarrow z+{ }_{p} S_{i} * \operatorname{sign}\left(f_{i}\right)\)
        end for
        if \(z \neq 0\) and weight \((e)<m\) then update \(m\) and \(c\) with \(e\)
    end for
    loop Walk up the tree from the leaves, with current edge \(e\)
        Combine computed \(z\) 's from children
        for \(f_{i} \in F(\operatorname{bottom}(e))\) do
        \(z \leftarrow z+{ }_{p} S_{i} * \operatorname{sign}\left(f_{i}\right)\)
            end for
            if \(z \neq 0\) and weight \((e)<m\) then update \(m\) and \(c\) with \(e\)
    end loop
    return \(c\)
```

In order to obtain the shortest non-orthogonal cycle from a collection of shortest nonorthogonal cycles modulo $p$, we first pre-compute primes $p_{1}, \ldots, p_{d / 2}$ each of which is at least $d$. The ring $\mathbb{Z}_{\prod p_{i}}$ is isomorphic to $\mathbb{Z}_{p_{1}} \times \cdots \times \mathbb{Z}_{p_{d / 2}}$, which implies that any non-zero element whose magnitude is less than $\prod_{i=1}^{d / 2} p_{i}$ is mapped to a tuple of values that is not the zero vector. Therefore if run our algorithm for cycle searching $d / 2$ times, once for each prime we pre-computed, each cycle that is non-orthogonal will also be non-orthogonal from some $p \in\left\{p_{1}, \ldots, p_{d / 2}\right\}$. This gives us a total runtime of $O\left(m n g^{2} \log g\right)$ to find the shortest non-orthogonal cycle for some given support vector.

### 2.2.1 Results

Using the recurrence from calculating the support vectors we have our final runtime to be.

$$
T(k)=\left\{\begin{array}{cc}
2 T(k / 2)+\tilde{O}\left(m^{2} k^{\omega-1}\right) & \text { if } k>1 \\
m n g^{2} \log g & \text { if } k=1
\end{array}\right.
$$

This recurrence solves to $T(O(n))=O\left(m n^{2} g^{2} \log g\right)+\tilde{O}\left(m^{\omega+1}\right)$. Giving a final runtime of computing the minimum cycle basis of an embedded directed graph of $O\left(m n^{2} g^{2} \log g+m^{\omega+1}\right)$. We note that any method to improve the speed of selecting support vectors would improve the time required to find the minimum cycle basis. We would also like to highlight that the improvements made by Greene [10] improve the results by Borradaile, Chambers, Fox, and Nayyeri for finding the minimum cycle basis of an undirected embedded graph from $O\left(n^{\omega}+2^{2 g} n^{2}+m\right)[2]$ to $O\left(n^{\omega}+n^{2} g^{2} \log g+m\right)$.
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