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Power line communications (PLC) is a promising solution for smart grid communications due

to low deployment cost over the existing power line infrastructure. In this dissertation, we

propose enhancing the PLC reliability and/or data rate by exploiting the noise and channel

statistical properties in time, frequency and spatial domains.

For the Narrowband PLC (NB-PLC) in the 3-500 kHz frequency band, a major challenge is

the presence of cyclostationary noise whose statistics vary periodically with a period of half

the AC cycle. We propose two techniques to mitigate the cyclostationary noise, namely, era-

sure decoding and noise cancellation. For erasure decoding, we enhance the channel decoding

capabilities by feeding the positions of the noise impulses to the channel decoder. Erasure

decoding has been investigated for different modes including the Reed-Solomon decoder

only, the Viterbi decoder only, and the concatenated decoding modes. Next, we investi-

gate two cyclostationary noise cancellation techniques that offer better performance but at

higher complexity, namely, the temporal-region-based and the frequency-shift-filtering-based

(FRESH-filtering-based) techniques. The temporal-region-based technique assumes that the

cyclostationary noise is stationary over each of the multiple temporal-regions, and employs

a per sub-channel linear minimum mean square (LMMSE) estimator in the frequency do-

main. The FRESH-filtering-based technique aims to filter the cyclostationary noise in the
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time domain using FRESH filters that utilize time average MMSE (TA-MMSE) estimator.

Furthermore, we extend both cyclostationary noise cancellation techniques to exploit the

available spatial dimensions, i.e., multiple receive powerline phases. Moreover, to ensure

realistic results, we develop novel methods to generate the cyclostationary noise based on

FRESH filtering where the filter coefficients are extracted based on field measurements.

For the broadband powerline communication (BB-PLC) in the 1.8-250 MHz frequency band,

additional diversity can be achieved through simultaneous transmissions over powerline and

unlicensed wireless frequency bands, namely, hybrid PLC-wireless system. However, a hy-

brid PLC-wireless system faces two main challenges. First, in-home BB-PLC systems suffer

from impulsive noise (IN). Second, unlicensed wireless transmissions are subject to narrow-

band interference (NBI) from other in-band wireless communication systems. Therefore, we

propose a new sparsity-aware framework to model and mitigate the joint effects of NBI and

IN in hybrid PLC-wireless system. In addition, we explore different cases of the NBI and

IN including the block sparse NBI/IN and asynchronous NBI cases. For further mitigation

performance enhancements, we investigate a Bayesian LMMSE-based approach. Numeri-

cal results show superiority of our proposed joint processing of NBI and IN sparsity-based

mitigation techniques versus separate processing.

Lastly, we investigate the application of multi-input multi-output (MIMO) orthogonal fre-

quency division multiplexing (OFDM) to NB-PLC over medium-voltage (MV) underground

networks. We study different MIMO transmission scenarios with different injection configu-

rations utilizing both the cable conductor and sheath phases. Multi-conductor transmission

line theory is used to characterize the underground MV NB-PLC channel transfer function.

The achievable data rates are evaluated after optimizing the transmit energy allocation

across different spatial information streams subject to a power constraint. The achievable

data rates for MIMO configurations are shown to be significantly higher compared to single-

input single-output OFDM transmission.
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CHAPTER 1

INTRODUCTION

1.1 Smart Grid Communications

A smart grid couples a two-way communication network to the traditional power grid to

enable adaptive energy management. For smart metering applications, a smart grid consists

of three primary communication networks (Prakash, 2013; Gungor et al., 2011), as in Fig.

1.11, namely, home area network (HAN), neighborhood area network (NAN) and backhaul

communications network as depicted

Power line and wireless communication technologies are two important candidates that

support smart grid communications (Galli et al., 2011; Ancillotti et al., 2013). Next, we

provide an overview of power line concepts to support the three types of communication

links in Fig. 1.1 for sensing smart metering applications.

1.2 Powerline Communications (PLC)

Powerline communications (PLC) is an appealing solution for communications in HANs

and NANs considering its low deployment cost over existing infrastructure. Based on the

operating frequency bands, there are three categories of PLC systems (Nassar et al., 2012;

Galli et al., 2011):

1. Ultra-Narrowband power line communications (UNB-PLC) systems that operate in the

frequency band of 0.3-3 kHz to support around 100 bps data rate for distances more

than 150 km. UNB-PLC used by utilities for supervisory control and data acquisition

of the power generation units.

1Fig. 1.1 was created by Dr. Jing Lin (UT Austin) and used with permission.
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Figure 1.1: A smart grid for smart metering applications.

2. Narrowband power line communications (NB-PLC) systems in the 3 − 500 kHz fre-

quency band for data rates up to several hundred kbps using Orthogonal Frequency

Division Multiplexing (OFDM). Recently, NB-PLC gained significant interest to sup-

port NANs. Industry developed standards for NB-PLC include G3, PRIME, IEEE

1901.2 and ITU-T G.hnem.

3. Broadband power line communications (BB-PLC) systems operate in the 1.8-250 MHz

frequency band providing several hundred Mbps data rates to support HANs. Stan-

dards for BB-PLC such as TIA-1113 (HomePlug 1.0), ITU-T G.hn and IEEE 1901

specifications.

In addition to the low deployment costs, an important advantage that makes PLC an ap-

pealing candidate for smart grid communications is the predictable propagation channel.
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However, PLC must overcome several challenges to provide a reliable communication link.

For example, the PLC channel is highly frequency selective and experiences instantaneous

changes due to dynamic switching and branching in power lines (Nassar et al., 2012; Zim-

mermann and Dostert, 2002; Banwell and Galli, 2005; Galli and Banwell, 2005). In addition,

a typical PLC system suffers from high interference and impulsive noise that dominate the

background noise power and can result in severe performance degradation (Nassar et al.,

2013; Katayama et al., 2006; Elgenedy et al., 2015). In PLC, interference and impulsive

noise are mainly generated by electrical devices connected to2 the power line grid. An addi-

tional source of interference is caused by external signals coupled to the power lines through

conduction or radiation (Galli et al., 2011).

1.3 Narrowband power line communications

Narrowband power line communications (NB-PLC) is an attractive solution for Smart Grid

communications due to its low deployment cost over the existing power line infrastructure.

NB-PLC is mainly used for outdoor last-mile communications between smart meters at the

residential sites and data aggregators which are deployed by local utilities. The applications

of NB-PLC for Smart Grid communications include automatic meter reading (AMR), device-

specific billing, real-time pricing and other real-time monitoring and control tasks (Ferreira

et al., 2010; Galli et al., 2011; Gungor et al., 2011; Kim et al., 2010). In addition, a reliable

two-way communication link is a key enabling technology for real-time management of the

vehicle-to-grid (V2G) communications services (Lopes et al., 2011; Liu et al., 2013). We

assume the V2G system model shown in Fig. 1.2 where the aggregators serve as intermediate

nodes between the EV supply equipment (EVSE) and the grid operator. Individual EVs

connect and disconnect with an aggregator as they arrive at and leave EVSEs. The end-to-

end communication link between the grid and EVs consists of two links: the grid-aggregator

link and the aggregator-EV link. Both links can use wired or wireless communications for
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Figure 1.2: Assumed V2G communications system model.

transmission. However, they differ in terms of their operational requirements including range,

power level, data rate, reliability, security, and latency. These differences must be taken into

consideration when designing the overall V2G communication system (Lopes et al., 2011;

Liu et al., 2013).

Several NB-PLC standards have been developed that operate in the 3 − 500 kHz band

such as the PRIME, G3, IEEE 1901.2, and ITU-T G.hnem standards. These standards

adopt OFDM signaling to deliver scalable data rates up to several hundred kilo bits per

second (kbps) over supported sub-bands. Supported sub-bands including a sub-band of the

European CENELEC frequency band (3–95 kHz in CENELEC-A, 95–125 kHz in CENELEC-

B and 125–148.5 kHz in CENELEC-CD) and a sub-band of the US FCC frequency band

(34.375–487.5 kHz) (IEEE P1901.2, 2013).

1.3.1 NB-PLC Cyclostationary Noise Modeling

There has been a significant interest in characterizing NB-PLC noise due to its impact

on communication performance. PLC noise deviates significantly from the additive white

Gaussian noise (AWGN) assumption typically used to design and analyze communication

systems. A major design challenge in Smart Grid communications over power lines is the
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presence of strong impulsive noise that may be tens of decibels higher than the background

(thermal) noise (Nassar et al., 2012; Sayed and Al-Dhahir, 2014; Elgenedy et al., 2015; Sayed

et al., 2015; Sayed et al., 2015; Lin et al., 2015; IEEE P1901.2, 2013). In general, PLC noise

is known to have three main components: generalized background noise, cyclostationary

periodic noise, and asynchronous impulsive noise. Cyclostationary noise is observed to be

dominant in NB-PLC (Nassar et al., 2012). In particular, in NB-PLC, the dominant noise

component is a periodic impulsive noise whose statistics vary periodically with a period of

half the AC cycle (Nassar et al., 2012). This periodic impulsive noise is bursty in nature

and typically caused by nonlinear power electronic devices such as silicon controlled rectifiers

and diodes that switch on and off with the AC cycle. Hence, the periodic impulsive noise

in NB-PLC exhibits cyclostationarity in both the time and frequency domains (Lin et al.,

2015; Katayama et al., 2006; Nassar et al., 2012).

For instance, the NB-PLC noise model proposed in (Katayama et al., 2006) represents the

noise as a colored cyclostationary Gaussian process with power spectral density (PSD) fitted

to the measured noise. However, this model ignores the time-varying spectral behavior of the

noise which limits its applicability to NB single-carrier systems, making it inappropriate for

orthogonal frequency division multiplexing (OFDM) systems. This spectral variation results

from the noise being the superposition of various noise processes with different generation

mechanisms (Nassar et al., 2012).

To address the problems of the model in (Katayama et al., 2006), the authors of (Nassar

et al., 2012) proposed a cyclostationary noise model for the NB-PLC that accounts for both

the time and frequency properties of the measured noise. In particular, (Nassar et al., 2012)

partitions the cyclostationarity period of the NB-PLC noise into multiple temporal regions

and generates the noise within each region as a stationary colored Gaussian process. Each

noise temporal region is characterized by a particular PSD, which is fitted to actual noise

measurements. Although the model presented in (Nassar et al., 2012) is computationally
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tractable and provides a good fitting for the measured NB-PLC noise, it suffers from two

drawbacks. First, the number of stationary temporal regions and the region boundaries

are inferred by visually inspecting the measured noise spectrogram and do not rely on a

mathematical model. Second, the noise process within each region is generated independently

of the other regions which ignores any possible cross-correlation between the different noise

processes across the regions.

1.3.2 NB-PLC Cyclostationary Noise Mitigation

Several techniques have been proposed to mitigate the impulsive noise in PLC. They can

be divided into two main categories: (1) Impulsive noise estimation and compensation.

(2) Channel coding enhancement in the presence of impulsive noise, e.g. using erasure

decoding. Estimation of impulsive noise in OFDM systems based on compressed sensing

techniques has been proposed in (Lampe, 2011a; Caire et al., 2008b), where the authors

exploit the sparsity of noise in the time domain using null/pilot tones in the frequency

domain. The authors of (Lin et al., 2013) extended the work of (Lampe, 2011a; Caire

et al., 2008b) by developing a higher computationally-intensive estimation technique based on

sparse Bayesian learning theory. When prior knowledge about the noise’s statistical model is

available at the receiver, efficient parametric estimators can be used. After noise estimation,

direct cancellation (subtraction) is the most widely-used compensation technique (Lin et al.,

2013; Caire et al., 2008b). The author in (Lampe, 2011a) compared noise suppression (i.e.,

nulling the time domain samples) to noise cancellation. Cancellation requires instantaneous

estimation of the noise samples and achieves better performance when these estimates are

reliable. However, cancellation may lead to bad performance for unreliable noise estimates

due to increased noise variance. On the other hand, noise suppression does not require

instantaneous noise samples estimates since only the locations of the high-noise samples are

needed. The benefit of suppression is the robustness in case of an unreliable impulsive noise

estimate.
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The second category of impulsive noise mitigation techniques is channel coding perfor-

mance enhancements mainly through erasure decoding. Erasure decoding was used with

the Reed-Solomon (RS) decoder to mitigate burst noise for deep space communications in

(Pollara, 1987; Pitt III and Swanson, 1985) and later to mitigate impulsive noise for digital

subscriber lines (DSL) in (Toumpakaris et al., 2004; Mahadevan et al., 2008). The authors

in (Toumpakaris et al., 2004) used erasure decoding to reduce the interleaver latency. Joint

erasure marking and Viterbi decoding was proposed in (Li et al., 2008). As in the signal

suppression scenario, a key advantage of erasure decoding is that it does not require estima-

tion of the instantaneous noise samples. It is sufficient to determine the locations of the high

noise samples (which are also likely to be the error sample locations). Different methods

were proposed in the literature to mark erasures to the decoder. Reliability metrics for the

received bits can be used to locate the error samples as proposed in (Viterbi, 1982) and used

with some variations in (Pollara, 1987; Pitt III and Swanson, 1985; Toumpakaris et al., 2004;

Mahadevan et al., 2008). Using the RS output errors (syndrome checking) and marking the

adjacent symbols in the interleaver (looping) as erasures was also proposed by (Pitt III and

Swanson, 1985) for deep space communications and later proposed by (Toumpakaris et al.,

2004) for DSL.

Prior work on mitigating SISO cyclostationary impulsive noise in OFDM systems in-

cludes (Lin et al., 2013), (Lin et al., 2015) and (Shlezinger and Dabora, 2014). In (Lin et al.,

2013), time-domain block interleaving/de-interleaving is proposed to spread the noise bursts

into short impulses, over multiple OFDM symbols, that can be estimated using sparse re-

covery techniques. In particular, the authors in (Lin et al., 2013) propose a sparse Bayesian

learning algorithm to estimate the instantaneous noise samples. However, such sample-

level time-domain interleaving involves storing the continuous-valued time-domain signal

which requires considerably larger memory than the bit-level frequency-domain interleaving

(Lin et al., 2015). In (Lin et al., 2015), the authors proposed a time-frequency modula-

tion diversity scheme that exploits the diversity provided by the periodically-varying and
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spectrally-shaped cyclostationary noise in NB-PLC. In particular, the modulation diversity

scheme jointly modulates multiple symbols using higher-dimensional signal constellations,

and transmits components of each signal point over different sub-channels. In (Shlezinger

and Dabora, 2014), the authors proposed a FRESH filtering based SISO receiver to exploit

the cyclostationary properties of both the NB-PLC noise and the OFDM signal. Specifically,

the receiver architecture in (Shlezinger and Dabora, 2014) consists of two FRESH filtering

stages in series. The first FRESH filtering stage is utilized for extracting the cyclostationary

NB-PLC noise, which is followed by noise subtraction from the received signal. The second

FRESH filtering stage is used to recover the OFDM signal by exploiting its cyclostationary

properties due to the redundancy in the cyclic prefix (CP) of the OFDM blocks. However,

the proposed two-stage FRESH filtering in (Shlezinger and Dabora, 2014) is suboptimal in

the sense that it separates cyclostationary noise estimation and cancellation from OFDM

signal estimation.

1.4 Broadband Powerline Communications

Indoor BB-PLC is mainly used for home area networks that interconnect smart appliances

with smart meters for energy consumption profiling and control. Broadband PLC standards

such as IEEE P1901.1 (IEEE P1901.2, 2013) and ITU-T G.hn (Oksman and Zhang, 2011)

adopt orthogonal frequency division multiplexing (OFDM) in the 1.8–250 MHz frequency

band. In-home PLC systems suffer from impulsive noise because of sudden voltage changes

caused by on-off switching of in-home appliances and power electronics devices such as

silicon-controlled rectifiers, switching regulators, and brush motors (Ferreira et al., 2010).

In addition, uncoordinated interference from noninteroperable neighboring PLC modems is

shown to be asynchronous impulsive noise in nature (Galli et al., 2011). Different statistical

models have been proposed to fit the impulsive noise data in the BB-PLC such as Middleton’s
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Class A, Nakagami-m, and Rayleigh, Gaussian mixture and Middleton distributions (Chan

and Donaldson, 1989; Meng et al., 2005; Bert et al., 2011; Nassar et al., 2011).

Similar to NB-PLC, to mitigate the impulsive noise in the BB-PLC, both suppression and

cancellation techniques can be used. Specific work studies for noise analysis and mitigation

in BB-PLC including (Lampe, 2011b; Ma et al., 2005).

1.5 Multi-Input Multi-Output (MIMO) Powerline Communications

To achieve higher data rates without the need to increase the transmit power or bandwidth,

MIMO schemes have been thoroughly investigated for wireless (Diggavi et al., 2004) and

digital subscriber line (DSL) (Ginis and Cioffi, 2002) communications.

MIMO PLC is a promising technology to increase the data rate and/or provide robustness

against impulsive noise encountered in PLC environments (Lampe, 2016; Berger et al., 2014;

Hashmat et al., 2010). Unlike wireless transmission, possible MIMO configurations in PLC

systems are limited by the maximum number of physically available ports. MIMO schemes

have been efficiently integrated with OFDM for PLC using space-time/frequency codes (Hao

and Guo, 2007) or spatial multiplexing (Schwager et al., 2011), but focusing mainly on in-

home and BB-PLC applications (ITU-T G.9963, 2015). Moreover, impulsive noise mitigation

for MIMO broadband PLC was studied in (Liu et al., 2016).

In NB-PLC, the data rate enhancement achieved by MIMO over medium voltage pow-

erlines is investigated in (Papadopoulos et al., 2017; Chrysochos et al., 2016a). The MIMO

channel of overhead and underground (UG) low voltage (LV) and MV broadband powerline

networks are investigated in (Lazaropoulos, 2013) based on modal analysis. For UG LV

powerline networks, the main focus has been on the performance of SISO NB-PLC channel

characteristics (Cataliotti et al., 2008) or SISO OFDM designs for BB-PLC as in (Anatory

et al., 2009). The application of MIMO to MV NB-PLC overhead networks is investigated

in (Chrysochos et al., 2016b) where the transmit energy budget and bit loading across the
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OFDM sub-channels are optimized to maximize MIMO-OFDM achievable data rates. The

work in (Chrysochos et al., 2016b) is extended in (Chrysochos et al., 2015) to investigate

MIMO-OFDM transmission through distribution transformers. To the best of the author’s

knowledge, MIMO-OFDM transmission has not been investigated for NB-PLC MV UG net-

works.

1.5.1 Unlicensed Wireless Communication System for Smart Grid Applications

Initially, cellular communications was the main wireless communication system used for

smart meters communications application. The main drawback of cellular technologies is

the high running cost of leasing networks/services from the carriers. Later, wireless mesh

networks gained much attention as a low-power/low-priced solution for the application of

smart metering communications. International standards for mesh networks include IEEE

802.15.4 O-QPSK (used by Zigbee, Z-wave, Thread, etc.), IEEE 802.11ah (IEEE 802.11ah,

2016) and IEEE 802.15.4g (IEEE 802.15.4g, 2012). Specifically, to connect smart meters to

data concentrators, ZigBee technology was used to deliver 20 − 250 kbps in the frequency

bands around 868 MHz, 915 MHz or 2.4 GHz over a distance of 10−200 m. Moreover, wire-

less smart utility networks (Wi-SUN) in the frequency band of 450 MHz-2.4 GHz, based on

the IEEE 802.15.4g standard, provide different data rates to support low-power indoor com-

munications between smart meters and smart appliances. Furthermore, the IEEE 802.11ah

standard supports a few hundred kbps data rates over 200 meters in the sub-1 GHz un-

licensed frequency bands targeting smart metering applications. Broadband wireless local

area network (WLAN) standards such as IEEE 802.11n also adopt OFDM in the 2.4 GHz

and/or 5 GHz unlicensed frequency bands.

The main challenge for wireless communications over unlicensed frequency bands is the

existence of strong interference caused by uncoordinated transmissions. Specifically, neigh-

boring devices based on different standards running in the same frequency band cause in-

terference to each other. Different models have been proposed to capture the interference
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statistics due to the uncoordinated wireless transmissions in the unlicensed frequency bands

including the Gaussian mixture (GM), Middleton Class-A (MCA), symmetric alpha sta-

ble (SαS), and Partitioned Markov Chain (PMC) models (Nassar et al., 2008; Saaifan and

Henkel, 2017; Blackard et al., 1993; Sacuto et al., 2014). We refer to the interference in the

unlicensed wireless system as narrow-band interference (NBI).

1.6 Hybrid PLC/Wireless Systems

To enhance communication reliability, a hybrid PLC-wireless communication system simul-

taneously transmits OFDM symbols over the PLC and WLAN channels followed by joint

processing of both received signals to exploit the independence of the interference and chan-

nels characteristics of the two physical media. Unlike channel fading and interference in

receive-diversity-based wireless communication systems which typically follow the same sta-

tistical distributions on all receive branches, channel fading and interference distributions

are different for the PLC and wireless receive branches.

Hybrid wireless and PLC systems are studied in (Guzelgoz et al., 2010; Lai and Messier,

2012; Lai et al., 2014; Lee and Kim, 2014) for broadband communications and in (Sebaali

and Evans, 2015; Sayed and Al-Dhahir, 2014; Sayed et al., 2015; Sayed et al., 2017; Sayed

et al., 2017; Sayed and Al-Dhahir, 2016) for narrowband communications. In (Guzelgoz

et al., 2010; Lai and Messier, 2012; Lai et al., 2014), the performance of maximum ratio

combining, selection combining and other receiver combining schemes are analyzed. Both

(Lai and Messier, 2012) and (Lai et al., 2014) assume that the noise in the PLC link follows a

Middleton Class-A model and the noise in the wireless link is additive white Gaussian noise

(AWGN), while the authors of (Guzelgoz et al., 2010) assume that the noise in both the PLC

and wireless links is AWGN. Using relaying in wireless and PLC networks is investigated in

(Lee and Kim, 2014) under the AWGN model for the wireless link.
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1.7 Contributions

The key contributions of this dissertation can be summarized as follows,

1. We propose a cyclostationary noise model for SISO narrowband power line communi-

cation (NB-PLC) based on frequency-shift (FRESH) filtering.

� The FRESH filters are designed to shape an input white noise spectrum to a cyclic

spectrum extracted from experimental noise measurements.

� The noise modeling problem is formulated as a system identification problem that

minimizes the time-averaged mean square error (TA-MSE) between a reference

measured noise and the model generated noise.

� We propose the normalized mean square error (NMSE) in the cyclic auto-correlation

between the measured and the generated noise as a performance measure.

2. We propose a cyclostationary noise model for multi-input multi-output (MIMO) nar-

rowband power line communication (NB-PLC) based on frequency-shift (FRESH) fil-

tering.

� The MIMO FRESH filters are designed to shape a multi-input white noise spec-

trum to a muti-output cyclic spectrum extracted from experimental noise mea-

surements of three-phase low-voltage power lines.

� The noise modeling problem is formulated as a system identification problem that

minimizes the time-averaged mean square error (TA-MSE) between a reference

measured noise waveform and the model-generated noise waveform.

� We propose the normalized mean-square-error (NMSE) for both the cyclic auto-

correlation and cyclic cross-correlation between the measured and the generated

noise waveforms as a performance measure.
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3. We exploit the cyclostationarity of the NB-PLC to accurately estimate the cyclosta-

tionary noise’s power spectral density in each of its temporal regions and use it to

enhance the Viterbi and/or Reed-Solomon decoder performance by employing erasure

decoding. In addition, the high spatial correlation is exploited to mitigate cyclosta-

tionary noise effects through erasure decoding.

4. We propose a temporal-region-based LMMSE signal estimation technique that operates

in the frequency domain (FD) and exploits the noise PSD and spatial correlation per

OFDM subchannel across the different receive phases.

� We propose simple and efficient estimation techniques for both the noise PSD and

the FD per-subchannel noise cross-correlation across the different receive phases.

� We develop a novel practical temporal noise region boundary detection algorithm.

5. We propose two SIMO FRESH-filtering-based LMMSE cyclostationary signal detection

techniques that operate in the time domain (TD), namely, time domain noise filter-

ing (TD-NF) and time domain equalization and noise filtering (TD-ENF). The two

techniques have different performance/complexity tradeoffs and achieve considerable

performance gains over a SISO receiver.

� We utilize a single-stage FRESH filter that includes the cyclic frequencies of both

the NB-PLC noise and the OFDM information signal.

� The proposed SIMO FRESH-filtering approach exploits the joint cyclostationarity

of the received signals across the receive phases by considering their cyclic auto-

correlations and cyclic cross-correlations. To the best of our knowledge, neither

SIMO cyclostationary noise mitigation nor SIMO FRESH filtering were studied

before in the literature.
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� We derive the optimal SIMO LMMSE FRESH filter-based estimator for the two

TD-based techniques and their associated mean square errors (MSEs). Based on

the optimal estimators, we propose suboptimal practical implementations for the

two techniques that minimize the time-averaged MSE (TAMSE). Furthermore, we

study the applicability of both techniques to coherent and differential modulation

schemes and their channel state information (CSI) knowledge requirements.

� In the proposed TD-ENF technique, we introduce the SIMO FRESH TD equal-

ization, which jointly equalizes the channel and filters out the noise. It is worth

mentioning that SIMO FRESH TD equalization has not been studied in the lit-

erature.

� For the proposed TD-based techniques, we compare multiple approaches for the

design of the FRESH filter including the selection of the number of branches as

well as the number of taps per branch.

6. We study the performance/complexity tradeoffs for the noise mitigation techniques in

terms of the achieved MSE, the average bit-error rate (BER) performance and the

implementation complexity.

7. We test our proposed techniques based on data collected from actual field noise and

channel measurements for SIMO NB-PLC.

8. We investigate novel approaches for joint NBI and IN mitigation in OFDM-based

hybrid PLC-wireless transmissions by exploiting the inherent sparsity of the NBI and

IN signals in the frequency and time domains, respectively.

� We develop a novel sparsity-based framework to jointly mitigate non-contiguous

and contiguous NBI and IN in hybrid PLC-wireless communication systems by

exploiting the NBI and IN inherent sparsity in the time and frequency domains.
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� We utilize prior knowledge of the sparsity level across different receive ports and

propose a multi-level orthogonal matching pursuit (OMP) algorithm for non-

contiguous NBI and IN signals.

� To improve the estimation accuracy of asynchronous NBI, we apply a time-domain

windowing to the received signal to enhance the asynchronous NBI’s sparsity.

� We investigate sparsity-based mitigation algorithms under different assumptions

that exploit the bursty structure of contiguous NBI and IN for NBI and IN esti-

mation. Assuming known bursts’ boundaries (block sparse case2), we investigate

the use of the block orthogonal matching pursuit (BOMP) algorithm (Eldar et al.,

2010). Without this knowledge, we study another sparsity-based mitigation algo-

rithm which was proposed in (Cevher et al., 2009).

� We exploit prior knowledge of NBI and IN second-order statistics and quantify

the performance gains of a Bayesian linear minimum mean square error estimator

(LMMSE) over the conventional least-squares estimator for contiguous and non-

contiguous NBI and IN.

� We exploit the spatial correlation across the receive ports (either antennas or

wires) for the wireless or PLC links to convert the non-contiguous NBI and IN

recovery problem to a block sparse signal recovery problem. Then, we propose a

multi-level BOMP recovery algorithm for the case of different NBI and IN burst

sizes. The proposed multi-level BOMP algorithm is less complex and enjoys a

performance advantage over the OMP algorithm.

� We compare the NBI and IN mitigation performance in the case of joint and

separate processing of PLC and wireless received signals and demonstrate the

2The term bursts is used in this dissertation when the bursts’ boundaries are unknown, while the term
block is used for the case of known bursts’ boundaries.
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superiority of the former over the latter for a wide span of NBI and IN power

levels.

9. We investigate the applicability of MIMO NB-PLC designs to MV UG cable networks.

To the best of the author’s knowledge, MIMO-OFDM transmission has not been in-

vestigated for NB-PLC MV UG networks.

� Different SISO/MIMO configurations incorporating both cable conductors and

sheaths are presented. Specifically, for the SISO case, we evaluate the conductor-

sheath, conductor-conductor and sheath-sheath signal injections. For the MIMO

case, the applicability of 2x3, 3x3, 4x6 and 5x6 configurations are systematically

examined.

� The achievable data rates are evaluated for all configurations, while the bit loading

is optimized across the spatial information streams for all frequency sub-channels

subject to the standard-defined transmit power spectral density (PSD) constraint.

In addition, the desired target error rate and performance margin are guaranteed

in all cases. The optimization of bit-loading and transmit energy allocation are

done jointly based on the concept of incremental energy (Cioffi, b) that yields an

integer number of bits so that the data rate projections are more realistic.

� Our evaluation of the performance of MIMO NB-PLC is based on transmission

PSD levels and frequency bands as specified in the international standards such

as the recently revised ITU-T recommendation G.9901 (ITU-T G.9901, 2017).

� The impact of the MV line length and coupler loss on the MV channel spatial-

spectral characteristics is analyzed.

� We evaluate the channel impulse response (CIR) based on the channel transfer

functions. Moreover, we calculate the channel root mean square delay spread
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(RMS-DS) and analyze the cyclic prefix (CP) design trade-offs for the different

signal injections configurations.

� The data rate gain of MIMO over SISO systems comes at the price of increased

implementation complexity and cost of couplers. Therefore, we compare the im-

plementation complexity of the different proposed MIMO configurations in terms

of the required number of multiplications. In addition, we show how to reduce the

transceiver processing complexity while minimizing the data rate loss from the

full-complexity scenario. Moreover, for complexity-constrained NB-PLC systems,

we quantify the effect of the bit cap on the achievable data rate.

1.8 Organization

This dissertation is organized as follows,

In Chapter 2, the system model assumptions for the NB-PLC including the channel and

noise models are described. In addition, the system simulation parameters are specified.

In Chapter 3, we present and discuss our proposed FRESH-filtering-based noise modeling

for SISO and MIMO NB-PLC.

In Chapter 4, we investigate the erasure decoding techniques to mitigate the cyclostation-

ary noise effect in NB-PLC. Since the NB-PLC standard offers a concatenated convolutional

and Reed-Solomon channel coding mode, we test the erasure decoding for both the Viterbi

and Reed-Solomon decoders and propose different ways to mark the erasures.

In Chapter 5, the temporal-region-based cyclostationary noise mitigation is introduced

for both SISO and SIMO schemes. Based on a prior estimation for per sub-channel noise

statistics, the proposed technique employs a per sub-channel LMMSE estimator in the fre-

quency domain to estimate the information signal. We exploit the noise cyclostationarity

to estimate the per sub-channel noise statistics assuming noise stationarity per temporal

region.
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In Chapter 6, FRESH-filtering-based cyclostationary noise mitigation is proposed for both

SISO and SIMO schemes. A single stage FRESH filter is used to exploit the cyclostationarity

of the OFDM signal as well as the cyclostationary noise. We show that this single stage is

the optimal solution for this estimation problem. Moreover, the FRESH filter structure

is extended in the spatial domain to support the SIMO case. In addition, we propose a

simpler FRESH filtering technique that implements a joint noise cancelation and channel

equalization. Finally, the performance and complexity for all proposed techniques, including

the temporal-region-based technique (proposed in Chapter 5), are analyzed and compared

to existing techniques in the literature.

In Chapter 7, we investigate how to achieve additional diversity dimensions by simulta-

neously transmitting over PLC and wireless links. In addition, we propose using compressed

sensing techniques to jointly mitigate the PLC’s impulse noise and the wireless link’s nar-

rowband interference.

In Chapter 8, we investigate how to increase the data rate by employing MIMO trans-

mission over medium voltage narrowband underground network. We analyze different input-

output injection configurations and calculate the achievable data rates for every configura-

tion. Moreover, we discuss different practical implementation issues and complexity reduc-

tion methods.

In Chapter 9, we conclude our contributions and propose future research extensions.

Notation: Unless otherwise stated, lower and upper case bold letters denote vectors

and matrices, respectively. R denotes the set of real numbers, Z denotes the set of integer

numbers and Z+ denotes the set of non-negative integer numbers. E{·} denotes statistical

expectation. 〈·〉n denotes the discrete time-average operator with respect to n. 〈·〉n,P denotes

the discrete time-average operator over P samples. diag{.} forms a diagonal matrix with

the input vector on the main diagonal. (·)∗ denotes the complex-conjugate operation. (·)>

denotes the transpose operation. (·)H denotes transpose, and complex-conjugate operations.
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[·]k,l denotes the (k, l)-th entry of a matrix, [·]k denotes the k-th entry of a vector. (·)−1 is

the inverse of the matrix between the brackets. 1A is an indicator function where 1A = 1 if

the event A is true and 0 otherwise. The l0 norm of a vector a is denoted by ‖a‖0 which

counts the number of non-zero elements of the vector a. Finally, ‖a‖1 and ‖a‖2 denote the

l1 norm and l2 norm of the vector a, respectively, while ‖A‖ denotes the spectral norm of

the matrix A and is given by maxx:x 6=0 ‖Ax‖2/‖x‖2.
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CHAPTER 2

PLC SYSTEM MODEL AND BACKGROUND

2.1 Noise and Channel Models for LV NB-PLC

The key variables used in this chapter are summarized in Table 2.1.

As shown in Fig. 2.1, for low-voltage (LV) power lines, the transmit/receive links can

in general be: phase A to the neutral, phase B to the neutral and phase C to the neutral.

At the receiver side, the receive phases are subject to interference from the other phases. In

this dissertation, we consider a SIMO communication scenario where only a single phase is

utilized for transmission (phase A) while two or three phases (Np = 2, 3) can be utilized for

reception. Hence, our goal is to enhance the communication reliability by exploiting the high

spatial correlation of the noise across the receive phases to mitigate their effects. Moreover,

adopting the SIMO scenario does not require any standard changes since all modifications

are at the receiver side only. Considering OFDM transmission, the TD SIMO received signals

over the receive power line phases can be written as follows

yi(n) = xi(n) + ζi(n), i ∈ {0, 1, · · · , Np − 1}, ∀n ∈ Z, (2.1a)

xi(n) =
∑
m∈Z

hi(n−m)d(m). (2.1b)

It is worth mentioning that all the TD signals in (2.1a) and (2.1b) are real signals since the

NB-PLC signal transmission is in the baseband. The i-th phase of the FD SIMO received

signals at the k-th sub-channel of the l-th OFDM symbol can be expressed as follows

ȳi,l(k) = h̄i,l(k)d̄l(k) + ζ̄i,l(k), i ∈ {0, · · · , Np − 1}

, k ∈ {0, · · · , Nsc − 1}, ∀l ∈ Z+. (2.2)

Next, we describe the NB-PLC noise and channel models assumed in this dissertation.
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Table 2.1: Key variables used throughout the chapter

Variable Definition Variable Definition

Np The number of receive phases hi(n)
The CIR corresponding to the i-th receive

phase

yi(n) The TD received signal over the i-th phase ȳi,l(k)

The i-th branch FD received data symbol

over the k-th OFDM subchannel at the l-th

OFDM block

xi(n)

The TD transmitted signal convolved with

the CIR corresponding to the i-th receive

phase

d̄l(k)

The FD transmitted data symbol over the

k-th OFDM subchannel at the l-th OFDM

block

d(n) The TD transmitted signal ζ̄i,l(k)
The i-th branch FD noise over the k-th

OFDM subchannel at the l-th OFDM block

ζi(n)
The TD noise observed at the i-th receive

phase
h̄i,l(k)

The i-th branch FD channel over the k-th

OFDM subchannel at the l-th OFDM block

NSC The number of FD OFDM subchannels NB
The number of samples per TD OFDM block

including the cyclic prefix

NCP The OFDM cyclic prefix length Pζ
The cyclostationarity period of the NB-PLC

noise

A

B

C

N

Transmit

Modem

Receive

Modem

A-N

B-N

C-N

Transmit

Modem

Receive

Modem

Figure 2.1: SIMO PLC configuration.

2.1.1 Cyclostationary NB-PLC Noise Models

In this section, we discuss the different approaches for cyclostationary noise modeling in

NB-PLC that we use in to test our proposed mitigation techniques.

In particular, we simulate our proposed cyclostationary noise mitigation techniques mainly

using the SISO/SIMO models proposed in (Elgenedy et al., 2016; Elgenedy et al., 2016). In

21



addition, we use the SISO temporal-region-based model in (Nassar et al., 2012) to test our

erasure decoding techniques. Moreover, we generalize the SISO temporal-region-based model

in (Nassar et al., 2012) to the SIMO case. The generalized SIMO temporal-region-based

noise model is mainly used in testing the cyclostationary noise spatial correlation effect on

the receiver performance. In the following, we briefly describe the FRESH-filter-based noise

modeling approach proposed in (Elgenedy et al., 2016; Elgenedy et al., 2016) for both SISO

and SIMO cases. In addition, we describe the temporal-region-based SISO noise modeling

in (Nassar et al., 2012) together with our SIMO generalization for it.

FRESH-Filtering-Based (FFB) NB-PLC Noise Model

In (Elgenedy et al., 2016), the cyclostationary noise modeling problem is formulated as a

linear periodic time variant (LPTV) system identification problem. The LPTV is designed

such that minimizes the TAMSE between a reference measured noise signal d and the model-

generated noise signal ζ. The SISO LPTV filter is implemented using FRESH filter h which

is given by

h = R
−1

zz rzd, (2.3)

where rzd denotes the time-averaged cross-correlation vector between the desired signal

and the frequency-shifted input vector, and Rzz denotes the time-averaged auto-correlation

matrix of the frequency-shifted input vector. The input excitation n is a zero-mean white

Gaussian signal. However, in computing both rzd and Rzz, the input is assumed to be a

noisy version of the desired signal under a very low SNR assumption.

In (Elgenedy et al., 2016), a generalization of the SISO FRESH-filtering-based noise

model in (Elgenedy et al., 2016) to the SIMO case is proposed. To generate Np different

noise streams and adjust both the cyclic auto and cross-correlation functions, N2
p different

FRESH filters are needed. The filter structure for Np = 2 is shown in Fig. 2.2 where
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Figure 2.2: FRESH filter based (FFB) multiple-phases cyclostationary noise modeling struc-
ture, Np = 2 (Elgenedy et al., 2016).

filter coefficients can be generated using Equation (2.3). In this case, h represents the filter

coefficients matrix in which the first column is a concatenation of h11 and h12 while the

second column is a concatenation of h21 and h22. The input excitation signal consists of

two independent white Gaussian signals n1and n2. In computing rzd and Rzz, the input

signal is assumed to be a noisy version of a concatenated vector of the two desired streams

under a very-low-SNR assumption. The time-averaged cross-correlation rzd is a matrix in

which the first column represents the cross-correlation vector between the input and the first

desired stream rzd1 , while the second column is the cross-correlation between the input and

the second desired stream rzd2 .

Temporal-region-based (RB) NB-PLC Noise Model

We start by briefly describing the noise model presented in (Nassar et al., 2012). In that

model, the cyclostationarity period of the NB-PLC noise is divided into NR temporal regions
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Figure 2.3: NB-PLC cyclostationary noise model

where the noise is assumed stationary within each temporal region. Hence, each temporal

region is characterized by a certain PSD and a corresponding shaping filter. The noise PSD

over each temporal region is estimated from the noise data collected from field measurements.

The noise generation can be implemented by feeding a white Gaussian input signal n to an

LPTV filter that is realized using a bank of NR LTI filters followed by multiplexing over

their outputs. A block diagram for the cyclostationary noise generation over one period is

depicted in Fig. 2.3, where the noise is assumed to be partitioned into three temporal regions

within each the noise is a stationary Gaussian random process characterized by a particular

PSD.

The PSDs for the filters used in the simulations are shown in Fig. 2.4 where the ratio of

the average noise powers over the three regions are −6.59 : 1.93 : 5.15 dB, respectively. The

time spans of the three regions are around 5, 2 and 1.3 ms, respectively as shown in Fig. 2.5.

To generalize an RB single-stream noise model to a multiple-stream noise generator,

additional filters are needed to adjust the cross-correlation functions between the different

noise streams. According to the basic assumption of the RB model, namely the stationarity

assumption per temporal region, the cross-correlation function should be constant in each

region. If the temporal regions of the different noise streams are aligned, the number of

cross-correlation functions needed is equal to NR. However, if the temporal regions of the

different noise streams are not aligned, the number of needed cross-correlation functions may
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Figure 2.4: Noise region’s PSD

Figure 2.5: NB-PLC noise in time domain
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Figure 2.6: NB-PLC region-based (RB) multiple-phases noise model, Np = 2.

increase up to Np × NR. Fig. 2.6 shows a generalized structure for the RB noise modeling

for the SIMO cyclostationary noise modeling in the case of Np = 2.

For simplicity, we introduce a constant cross-correlation factor between the different

spatial noise streams, i.e., r1 = r2 = ... = rNR . As it will be shown in the numerical results

section, the region-based noise model is used mainly to illustrate the effect of the cross-

correlation between the different noise streams on the receiver performance. The constant

cross-correlation factor for the case of two noise streams is given by

ζ1 = r.ζ̄2 +
√

1− r2ζ̄1, ζ2 = ζ̄2 (2.4)

where ζ1 and ζ2 are the generated correlated noise streams with constant cross-correlation

factor r, and ζ̄1 and ζ̄2 are two independent region-based-generated noise streams.
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Figure 2.7: Measured CIR for A-A and A-B links.

2.1.2 NB-PLC Channel Model

The NB-PLC channel modeling follows the transmission line modeling approach (Nassar

et al., 2012) where the channel is viewed as a deterministic quantity that depends primarily

on the network topology and the electrical components connected to it. In this dissertation,

we adopt a channel model based on our field measurements for low-voltage (LV) powerlines.

In particular, we measured the channel impulse response (CIR) by sending a known periodic

training sequence from one end of the powerline and then estimating the CIR from the

received signal at the other end.

The CIR was measured by sending a known periodic training sequence (chirp sequence)

from phase A and then estimating the CIR from the received signal at phases A and B. The

normalized CIRs for the A-A and A-B links are shown in Fig. 2.7. The channel measurements

in Fig. 2.7 show that the received signal at phase B is attenuated by 4 dB compared to the

received signal at phase A.
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2.1.3 NB-PLC System Simulation Parameters

The end-to-end system simulation including the cyclostationary noise modeling and mitiga-

tion techniques have been conducted using the MATLAB® and SIMULINK® tools. We

assumed BPSK transmission in the CENELEC-A frequency band (35.9375− 90.6250 kHz).

The sampling rate is set to 400 kHz. We assume OFDM transmission with FFT size of 256

subchannels and a cyclic prefix of 22 samples. These parameters are chosen to be compliant

with the IEEE 1901.2 NB-PLC standard, which also adopts concatenated coding with an

inner rate-1/2 convolutional code with constraint length 7 and an outer Reed-Solomon (RS)

code of rate 239/255. At the receiver side, a Viterbi decoder with soft decision decoding is

implemented. For simplicity, the number of receive phases in the following simulation results

is NP = 2.

For the region-based noise model, the number of stationary noise temporal regions is

NR = 3 as in (Nassar et al., 2012). Also, we consider two different noise parameter sets that

correspond to noise measurements carried out on different PLC network topologies. The first

noise parameter set is obtained from the IEEE 1901.2 NB-PLC standard and corresponds to

the low-voltage site 14 (LV14); referred to as RB-LV14 in the numerical results section. The

second noise parameter set is obtained from the field measurements provided to us by TI;

referred to as RB-TI. For the RB-TI noise parameters, the ratios of the average noise powers

over the three noise temporal regions are −6.59 : 1.93 : 5.15 dB and the ratios of the time

spans are R1 = 8/13, R2 = 3/13 and R3 = 2/13. Figs. 2.8 and 2.9 show the noise PSD for

the three temporal regions for the RB-LV 14 and RB-TI noise parametersets, respectively.

For the FRESH-filter-based noise model, the FRESH filter coefficients were generated as

in (Elgenedy et al., 2016) using our SIMO/MIMO field noise measurements; referred to as

FFB-TI. The number of branches for the FFB-TI model was set to 19 branches while the

number of coefficients per each branch was set to 50. Fig. 2.10 shows the FRESH filter

coefficients we used to generate the cyclostationary noise waveform for the FFB-TI model.
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Figure 2.8: RB-LV14 PSD for the three noise temporal regions.

50 100 150 200 250 300 350 400 450
−115

−110

−105

−100

−95

−90

−85

−80

−75

Frequency (kHz)

P
ow

er
/fr

eq
ue

nc
y 

(d
B

/H
z)

 

 
R1

R2

R3

Figure 2.9: RB-TI PSD for the three noise temporal regions.
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Figure 2.10: FFB-TI noise model FRESH filters coefficients.
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CHAPTER 3

CYCLOSTATIONARY NOISE MODELING BASED ON

FREQUENCY-SHIFT FILTERING IN NB-PLC 1 2

Although the model presented in (Nassar et al., 2012) is computationally tractable and

provides a good fitting for the measured NB-PLC noise, it suffers from two main drawbacks.

First, the number of stationary temporal regions and the region boundaries are inferred

by visually inspecting the measured noise spectrogram and do not rely on a mathematical

model. Second, the noise process within each temporal region is generated independently

of the other regions which ignores any possible cross-correlation between the different noise

processes across the regions. To address the drawbacks in (Nassar et al., 2012), we proposed

in (Elgenedy et al., 2016) to synthesize the NB-PLC noise samples using FRESH filtering

that is designed to shape an input white noise spectrum to a cyclic spectrum extracted

from experimental noise measurements. The model we proposed in (Elgenedy et al., 2016)

is expected to be the best fitting model since the filters are shaped based on the cyclic

auto-correlation which completely characterizes the cyclostationary signals (Gardner, 1986).

The periodicity of the auto-correlation function of a second-order cyclostationary process

is completely characterized by its cyclic auto-correlations, and equivalently their frequency-

transform counterparts, the cyclic PSDs (Gardner, 1986). Hence, we adopt the cyclic auto-

correlation of the generated noise and compare it to that of the measured noise as a metric to

evaluate the accuracy of the noise generation model. To the best of our knowledge, a FRESH-

1© 2016 IEEE M. Elgenedy, M. Sayed, A. El Shafie, I. H. Kim and N. Al-Dhahir, ”Cyclostationary Noise
Modeling Based on Frequency-Shift Filtering in NB-PLC,” 2016 IEEE Global Communications Conference
(GLOBECOM), Washington, DC, 2016, pp. 1-6.

2© 2016 IEEE M. Elgenedy, M. Sayed and N. Al-Dhahir, ”A frequency-shift-filtering approach to cy-
clostationary noise modeling in MIMO NB-PLC,” 2016 IEEE Global Conference on Signal and Information
Processing (GlobalSIP), Washington, DC, 2016, pp. 881-885.
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filter-based approach to SISO NB-PLC noise modeling based on actual measurement has not

been investigated in the literature.

Moreover, impulsive Noise modeling for MIMO broadband PLC was proposed in (Hash-

mat et al., 2012a,b). However, to the best of our knowledge, cyclostationary noise modeling

for MIMO NB-PLC has not been investigated in the literature. The basic challenge for

MIMO cyclostationary noise modeling is to include the cross-correlation between the differ-

ent phases which is cyclostaionary also.

The periodicity of the auto/cross-correlation function of a second-order cyclostationary

process is completely characterized by its cyclic auto/cross-correlations, or equivalently their

frequency-transform counterparts know as the cyclic power spectral densities (PSDs) (Gard-

ner, 1986). Therefore, we propose first cyclostationary noise modeling for MIMO NB-PLC

in (Elgenedy et al., 2016) based on FRESH filtering. In particular, we adopt the cyclic

auto/cross-correlation of the model-generated noise and compare it to that of the measured

noise as a metric to evaluate the accuracy of a noise generation model. In this chapter, we

synthesize the NB-PLC noise samples using a MIMO frequency-shift (FRESH) filter that is

designed to shape a multi-input white noise spectrum to a multi-output cyclic spectrum ex-

tracted from experimental noise measurements. For simplicity and without loss of generality,

we consider a two-phase MIMO configuration.

3.1 Preliminaries

3.1.1 Cyclostationary Signals Representation

Consider a complex-valued discrete-time process x[n]. If both the expected value E {x[n]}

and the auto-correlation function rxx[n; l] of x[n] are periodic with some integer period P such

that E {x[n]} = E {x[n+ P ]} and rxx[n; `] = E{x[n + `]x∗[n]} = rxx[n + P ; `], the process

x[n] is said to be a wide-sense cyclostationary process. Since rxx[n; `] is periodic in n, it
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Figure 3.1: Decimated Representation

Figure 3.2: Subband Representation

has a Fourier series expansion, whose coefficients, referred to as the cyclic auto-correlation

function, are given by

rαkxx [`] =
1

P

P−1∑
n=0

rxx [n; `] e−j2παkn (3.1)

where αk = k
P

, k = 0, 1, . . . , P − 1 are referred to as the cyclic frequencies.

Two main representations are used to analyze the cyclostationary signals as described in

(Gardner, 1986) and (Giannakis, 1998): Decimated Components and Subband Components.

In the Decimated Components representation, the cyclostationary process x[n] with a period
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P is represented as P different stationary processes xi[n] = x[nP + i], i = 0, . . . , P − 1. In

other words, for each time sample, we have a different stationary process. Auto- and cross-

correlations for the xi[n] processes can be computed through the cyclic auto-correlation of

x[n]. In the Subband Components representation, the cyclostationary process x[n] with a

period P is represented as a superposition of P stationary NB subprocesses, where x[n] =∑P−1
m=0 x̄m[n] e−j2πmn/P . Similarly, the auto- and cross-correlation for x̄m[n] can be computed

from the cyclic auto-correlation of x[n]. Note that both methods can be also used for

synthesis as shown in Figs. 3.1 and 3.2. Thus, cyclostationary noise modeling can be realized

using either one of those two representations but that would entail a high-complexity since

we have to implement P stationary processes and set the auto- and cross-correlations for all

of them.

The model presented in (Nassar et al., 2012) can be viewed as an approximation for the

Decimated Components representation with the assumption that all samples that lie in the

same region have the same auto- and cross-correlation properties. Our proposed model does

not follow either of the basic two representations although its structure may look similar to

the Subband Components representation. However, our proposed model depends mainly on

constructing the cyclic frequency components of the cyclic auto-correlation using FRESH

filters (Gardner, 1986). As we will show in Section 3.4, this approach will greatly simplify

the cyclostationary noise model since in most cases, only few cyclic frequency components,

namely the low-frequency components, contain most of the energy.

3.1.2 Frequency-Shift (FRESH) Filtering

The cyclostationary counterpart of linear time-invariant (LTI) filtering is the FRESH filter-

ing. For instance, linear periodic time variant (LPTV) filtering is implemented equivalently

in the form of FRESH filtering(Gardner, 1993). Let h[n,m] denote the impulse response of
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Figure 3.3: FRESH Filtering.

an LPTV filter. The output signal y[n] for input x[n] is given by

y[n] =
∞∑

m=−∞

h[n,m]x[m] (3.2)

The impulse response h[n,m] is defined as h[n,m] =
∑P−1

k=0 h̃k[n−m]e−j2παkm, where P

is the cyclic period of the LPTV filter h[n,m], h̃k[n] is the k-th Fourier series coefficient of

h[n,m], and αk = k
P

is the k-th cyclic frequency. The relationship between the input x[n]

and the output y[n] of the filter can be therefore written as

y[n] =
P−1∑
k=0

∞∑
m=−∞

h̃k[n−m]xk[m] (3.3)

where xk[n] = x[n]e−j2παkn. We observe that the system performs LTI filtering of frequency

shifted versions of x[n]. Therefore, the FRESH filters can be modeled as an LTI filter-bank

applied to the frequency shifted versions of the input signal (Ojeda and Grajal, 2011). Fig.

A.1 shows a block diagram for the FRESH filtering.

3.2 Experimental Noise Measurement

Extensive field noise measurements for SISO NB-PLC were conducted in (Nassar et al., 2012;

Nassar et al., 2012) by Texas Instruments (TI) and presented in the Appendix of the IEEE
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P1901.2 standard (IEEE P1901.2, 2013). Since there is no available field noise measurements

for the SIMO case, we conducted experimental noise measurements for the 3-phase SIMO

case. The noise measurement setup is shown in Fig. 3.4 for an LV power line cable connected

with various loads. The conditions of our SIMO experiment is similar to the substaion-1

conditions in the IEEE P1901.2 standard (IEEE P1901.2, 2013). More details about the

map of the sites where the measurements were collected are presented in the IEEE P1901.2

standard (IEEE P1901.2, 2013). Without information signal transmission, we captured the

noise over the 3-phase power line cables using an oscilloscope at Fs = 2.5 MHz sampling

rate. Then, we performed the statistical analysis on a down-sampled version of the measured

noise waveform that is sampled at 400 kHz which is one of the sampling rates adopted in the

IEEE 1901.2 NB-PLC standard. For this down-sampled version, the noise’s cyclostationarity

period for a 60 Hz AC cycle is around 3333 samples.

The first step in our statistical analysis was to check the spatial correlation properties

between the noise samples over the three phases. The noise spatial cross-correlation is

estimated using (39) assuming that the number of noise temporal regions is equal to the

number of OFDM symbols per cyclostationary period Pζ (i.e., assuming that the noise is

stationary per OFDM symbol). Fig. 3.5 depicts the absolute value of the noise’s spatial cross-

correlation in the frequency-domain over the active frequency subchannels across multiple

OFDM symbols. It is worth noting that the noise spatial correlation is a periodic function

of time with the noise cyclostationary period Pζ . As evident from Fig. 3.5, the absolute

value of the spatial cross-correlation of the multi-stream cyclostationary noise in the SIMO

NB-PLC system is generally high (higher than 0.5 for more than 60% of the time and higher

than 0.9 for more than 30% of the time). Moreover, Fig. 3.6 shows that the high correlation

regions correspond to the high PSD regions which contain most of the noise power. This

high spatial correlation for the cyclostationary noise across different phases is expected since

the source of the cyclostationary noise is the network-based switched power supplies.
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Figure 3.5: Absolute values of the spatial cross-correlation for the cyclostationary noise
between phases A and B measured in the frequency domain.
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Figure 3.6: PSD for the cyclostationary noise for phases A and B measured in the frequency
domain.

3.3 FRESH Filtering-Based Noise Model for SISO NB-PLC

3.3.1 LPTV SISO System Identification

The system identification problem of an LPTV system using measurements of its cyclosta-

tionary response to a known input excitation is discussed in (Gardner, 1986). To fit a model

for an LPTV system, we solve for the model’s time-variant impulse response that minimizes

the time-averaged mean-square-error (TA-MSE) between measurements of the actual system

response and the response of the model. It is worth noting that the MSE here is a periodic

function of time and so we adopt the time-averaged value of the MSE to obtain a single

number as a performance measure.

The optimal LPTV filter, implemented through FRESH filtering, in the sense of TA-

MSE minimization is developed in (Gardner, 1993). Let x[n] represent the excitation, d[n]

represent the desired cyclostationary signal, and d̂[n] represent the filter output. Let each
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LTI filter in the implementation of the FRESH filter consist of a finite-impulse-response

(FIR) filter of LFIR taps.

Following (Tian et al., 2011) and (Shlezinger and Dabora, 2014), let K denote the to-

tal number of cyclic frequencies used by the FRESH filter, αk denote the k-th cyclic fre-

quency, hk[i] = h̃∗k[i] denote the conjugate of the i-th coefficient of the k-th FIR filter,

and z[n] = [x0[n], x1[n], · · · , xK−1[n]]> denote the frequency-shifted input vector at time n,

where (xk[n])i = x[n− i]e−j2παk(n−i), i ∈ L = {0, 1, . . . , LFIR− 1}. Finally, let h denote the

concatenated conjugate of the FIR filter coefficients vector given by h = [h0, h1, · · · , hK−1]>,

where (hk)i = hk[i], i ∈ L. The input-output relationship of the FIR FRESH filter can now

be written as

d̂[n] =
K−1∑
k=0

LFIR−1∑
i=0

h∗k[i]xk[n− i]e−j2παk(n−i) = hHz[n] (3.4)

As shown in (Tian et al., 2011) and (Shlezinger and Dabora, 2014), the optimal FRESH

filter is obtained as

h = R̄−1
zz r̄zd (3.5)

where r̄zd = 〈rzd[n]〉 = 〈E {z[n]d∗[n]}〉 denotes the time-averaged cross-correlation vector

between the desired signal and the frequency-shifted received vector, and R̄zz = 〈Rzz[n]〉 =

〈E
{
z[n]zH [n]

}
〉 denotes the time-averaged auto-correlation matrix of the frequency-shifted

received vector.

3.3.2 Proposed SISO Noise Model

The NB-PLC noise modeling can be viewed as an LPTV system identification problem.

However, in the noise modeling problem, the input excitation corresponding to the mea-

sured noise is unknown, which renders the computation of r̄zd not possible. To resolve this

problem, we assume the input excitation to be x[n] = d[n] + ζ[n], where d[n] represents the

39



measured noise and ζ[n] is assumed to be a zero-mean AWGN process. In this case, given

the independence of d[n] and ζ[n], rzd[n] and Rzz[n] can be expressed as

(rzd[n])i = rdd(n;−qi)e−j2παpi (n−qi), (3.6)

[Rzz[n]]u,v = [rdd[n− qv; qv − qu] + rζζ [n−qv; qv−qu]]

× ej2π(αpv (n−qv)−αpu (n−qu)), (3.7)

where

i = piLFIR + qi, qi ∈ L, pi ∈ K = {0, 1, . . . , K − 1},

and

u = puLFIR + qu, v = pvLFIR + qvpu, pv ∈ K, qu, qv ∈ L.

However, using the input excitation as x[n] = d[n] + ζ[n], which includes d[n], results

in a correlation between d̂[n] and d[n] which is proportional to the signal-to-noise-ratio

(SNR), E [d2[n]]/E [ζ2[n]]. Such correlation is not desirable since our goal is to generate

d̂[n] completely independent from d[n]. To alleviate such a problem, we assume a very low

SNR. In such case, we can ignore the effect of d[n] in the input x[n], i.e., x[n] ≈ ζ[n].

Furthermore, although we approximated x[n] to be ζ[n], we keep the filter design equation

in (3.10) unchanged as if x[n] = d[n] + ζ[n].

In summary, as shown in Fig. 3.7, the proposed noise modeling approach uses Equation

(3.10) to generate the FIR FRESH filter coefficients under the assumption of very low SNR

with AWGN input excitation, ζ[n]. The SNR value is optimized through simulation based

on the NMSE of the time averaged auto-correlation (the cyclic auto-correlation at α0).
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Figure 3.7: Proposed FRESH filtering noise model.

Figure 3.8: Cyclic Auto-correlation for the down-sampled measured noise.

3.4 FRESH-Filtering-Based Noise Model for MIMO NB-PLC

3.4.1 LPTV MIMO System Identification

Next, we generalize the SISO LPTV filter to the correponding MIMO 2X2. Let x1[n] and

x2[n] represent the excitation signals, d1[n] and d2[n] represent the desired cyclostationary

signals and d̂1[n] and d̂2[n] represent the filter outputs. Let each LTI filter in the FRESH

implementation consist of a finite-impulse-response (FIR) filter of LFIRtaps. Let K denote

the total number of cyclic frequencies used by the FRESH filter, αk denote the k-th cyclic

frequency, hk[i] = h̃∗k[i] denote the conjugate of the i-th coefficient of the k-th FIR filter.
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The MIMO LPTV filter structure is shown in Fig. 3.9, where for each branck k there

are four FIR filters, denoted by ĥk = [h11,k,h12,k,h21,k,h22,k]
T . Now, let h denotes the con-

catenated FIR filter coefficients vector given by h = [ĥ−(K−1)
2

, · · · , ĥ−1, ĥ0, ĥ1, · · · , ĥ (K−1)
2

]T .

Our goal is to estimate (generate) the vector d̂[n] = [d̂1[n], d̂2[n]]T which corressponds to

the desired signal vector d[n] = [d1[n], d2[n]]T . Following (Tian et al., 2011) and (Shlezinger

and Dabora, 2014), let z[n] = [x−(K−1)
2

[n], · · · ,x−1[n],x0[n],x1[n], · · · ,x (K−1)
2

[n]]T denote the

frequency-shifted input vector at time n, where

(xk[n])i =



x1[n− i]e−j2παk(n−i)

, i ∈ L = {0, 1, . . . ,
LFIR

2
− 1}

x2[n− i−
LFIR

2
]e−j2παk(n−i−

L
FIR

2
)

, i ∈ L = {
LFIR

2
, 1, . . . , LFIR − 1}

. (3.8)

The input-output relationship of the FIR FRESH filter can now be written as

d̂[n] = hHz[n] (3.9)

As shown in (Tian et al., 2011) and (Shlezinger and Dabora, 2014), the optimal FRESH

filter is obtained as

h = R̄−1
zz r̄zd (3.10)

where r̄zd = 〈rzd[n]〉 = 〈E {z[n]d∗[n]}〉 denotes the time-averaged cross-correlation vector

between the desired signal and the frequency-shifted received vector, R̄zz = 〈Rzz[n]〉 =

〈E
{
z[n]zH [n]

}
〉 denotes the time-averaged auto-correlation matrix of the frequency-shifted

received vector.

42



3.4.2 Proposed MIMO Noise Model

The MIMO NB-PLC noise modeling can be viewed as an LPTV system identification prob-

lem. However, in the noise modeling problem, the input excitation corresponding to the

measured noise is unknown, which renders the computation of r̄zd not possible. To resolve

this problem, we assume the input excitation to be a noisy version of the desired signal

(measured noise), i.e., x1[n] = d1[n] + ζ1[n] and x2[n] = d2[n] + ζ2[n], where dm[n] represents

the measured noise for the phase m and ζm[n] is assumed to be a zero-mean AWGN process.

In this case, given the independence of dm[n] and ζm[n], rzd[n] and Rzz[n] can be expressed

as

rzd[n] =

 r11
zd[n] r12

zd[n]

r21
zd[n] r22

zd[n]

 , (3.11)

where

(rsmzd [n])i = rdsdm(n;−qi)e−j2παpi (n−qi),

i = piLFIR + qi,

qi ∈ L, pi ∈ K = {0, . . . , K − 1}.

Rzz[n] =

 R11
zz[n] R12

zz[n]

R21
zz[n] R22

zz[n]

 , (3.12)

where

(Rsm
zz [n])u,v =

[
rdsdm [n− qv; qv − qu] + rζsζm [n− qv; qv − qu]

]
ej2π(αpv (n−qv)−αpu (n−qu)),

u = puLFIR + qu,

v = pvLFIR + qv,
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pu, pv ∈ K, qu, qv ∈ L.

However, using the input excitation as xm[n] = dm[n] + ζm[n], which includes the desired

signal dm[n], results in a correlation between d̂m[n] and dm[n] which is proportional to the

signal-to-noise-ratio SNR =E [d2
m[n]]/E [ζ2

m[n]]. Such correlation is not desirable since our

goal is to generate d̂m[n] completely independent from dm[n]. To alleviate such a problem,

we assume a very low SNR. In such case, we can ignore the effect of dm[n] in the input xm[n],

i.e., xm[n] ≈ ζm[n]. Furthermore, although we approximated xm[n] to be ζm[n], we keep the

filter design equation in (3.10) unchanged as if xm[n] = dm[n] + ζm[n]. The SNR value is

optimized by simulations based on the NMSE of the time averaged auto-correlation (i.e., the

cyclic auto-correlation at α0).

3.5 Numerical Results

3.5.1 SISO Noise Model Numerical Results

In this subsection, we evaluate the performance of our proposed cyclostationary noise model-

ing approach versus the model complexity, which is measured by the number of branches and

the number of FIR filter taps in each branch. In addition, we compare the performance with

the time-region-based model proposed in (Nassar et al., 2012). We chose the performance

metric to be the normalized MSE (NMSE) in the cyclic auto-correlation function between

the measured noise and the generated noise. Using the NMSE of the cyclic auto-correlation

instead of the NMSE of the filter output samples (usually used in minimum MSE (MMSE)

approach) is more suitable for our modeling problem. Since, in our case, the generated noise

and the measured noise are required to be totally uncorrelated (so we can generate more in-

dependent noise samples from the model), yet having the same statistical properties, namely

the cyclic auto-correlation. The NMSE over the k-th cyclic frequency component can be
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Figure 3.9: 2x2 MIMO FRESH filter

written as follows

NMSEαk =

∑
l |r

αk
dd [`]− rαk

d̂d̂
[`]|2∑

l |r
αk
dd [`]|2

(3.13)

In addition, the cumulative NMSE till the k-th cyclic frequency component is given by

NMSEc,αj =

∑j
k=0

∑
l |r

αk
dd [`]− rαk

d̂d̂
[`]|2∑j

k=0

∑
l |r

αk
dd [`]|2

(3.14)

To compute the total NMSE, we sum over all components {αk : k = 0, . . . , P − 1},

then normalize by the total energy of the noise measured cyclic auto-correlation function.
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Figure 3.10: Normalized cumulative energy versus the cyclic frequency components for the
partial-band noise case.

The main parameters that control the performance/complexity tradeoff are the number of

branches and the FIR FRESH filter length in each branch. The number of branches corre-

sponds to the number of the significant components in the cyclic auto-correlation. Fortu-

nately, for the NB-PLC noise cyclic auto-correlation, only few components contain most of

the energy where the lower the component frequency is, the higher is its energy. Fig. 3.8

shows the cyclic auto-correlation for the partial-band version of the measured noise.

To better illustrate the energy contained in each cyclic frequency component, we compute

the normalized cumulative energy for the j-th cyclic frequency component as

Ec,αj =

∑j
k=0

∑
l |r

αk
dd [`]|2∑P−1

k=0

∑
l |r

αk
dd [`]|2

(3.15)

Fig. 3.10 depicts the normalized cumulative energy over different cyclic frequency compo-

nents for the partial-band noise case. It shows that 80% of the energy is contained in the

first 28 components in each side (i.e., total of 56 out of 210 components which is 27% of

the total number of cyclic frequency components). Note that we plot over one-sided cyclic

frequency components due to symmetry. However, as shown in Fig. 3.11 for the full-band
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Figure 3.11: Normalized cumulative energy versus the cyclic frequency components for the
full-band noise case.

noise measured, 80% of energy is contained in the first 36 components in each side (total of

72 out of 3200 which is only 2% of the total number of cyclic frequency components). This

demonstrates the significant noise modeling complexity reduction for the full-band measured

noise.

In general, the FIR filter length is dictated by the maximum lag, `, for which the cyclic

auto-correlation is non-zero over all cyclic frequencies. The larger the FIR filter length is, the

more accurate the modeled auto-correlation per component will be. In Fig. 3.12, we show

the NMSE reduction for the time-averaged cyclic auto-correlation (the dominant component)

versus the FIR FRESH filter length.

To check the overall performance and compare with the time-region-based model repre-

sented in (Nassar et al., 2012), we set the FIR filter length to 210 taps and evaluate the

cumulative NMSE using different number of branches. Fig. 3.13 shows the NMSE computed

cumulatively over different cyclic frequency components for our proposed model compared to

the model in (Nassar et al., 2012). In generating the noise according to the model presented

in (Nassar et al., 2012), we used 4 temporal regions while the FIR filter for each temporal

region is fitted to the measured PSD.
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Figure 3.12: NMSE versus the FIR FRESH filter length for K = 5.

Fig. 3.13 shows that our proposed model provides more accurate cyclic auto-correlation

than the model in (Nassar et al., 2012) for almost the same complexity (5 branches). In

particular, the proposed model provides about 6 dB gain in the NMSE of the time-averaged

cyclic auto-correlation (at cyclic frequency α0) as shown in Fig. 3.13. Furthermore, in

the proposed model, enhancing the performance is easily done by increasing the number of

FRESH filter branches. Moreover, Fig. 3.13 shows that the cumulative NMSE is mainly

affected by the first few cyclic frequency components and then the error tends to be almost

constant. In Fig. 3.13, we also note that the initial cumulative NMSE at αo depends on the

FIR filter length while the slope of the linear segment of the curve depends on the number

of branches. Hence, in order to decrease the total error for the FRESH filter-based noise

modeling method, we can decrease the initial error by increasing the FIR filter length and/or

decreasing the slope of the linear segment of the error curve by increasing the number of

branches.

3.5.2 MIMO Noise Model Numerical Results

We evaluate the performance of our proposed cyclostationary MIMO noise modeling ap-

proach versus the model complexity. The model complexity is measured by the number of
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Figure 3.13: Cumulative NMSE over cyclic frequencies for LFIR = 210.

branches and the number of FIR filter taps in each branch. We chose the performance metric

to be the normalized MSE (NMSE) in the cyclic auto-correlation and cyclic cross-correlation

functions between the measured noise and the generated noise. Using the NMSE of the

cyclic auto/cross-correlation instead of the NMSE of the filter output samples (usually used

in the minimum MSE (MMSE) approach) is more suitable for our modeling problem. The

reason is that in our case the generated noise and the measured noise are required to be

totally uncorrelated (so we can generate more independent noise samples from the model),

yet having the same statistical properties, namely the cyclic auto/cross-correlation. The

NMSE over the k-th cyclic frequency component can be written as follows

NMSEsm
αk

=

∑
l |r

αk
dsdm

[l]− rαk
d̂sd̂m

[l]|2∑
l |r

αk
dsdm

[l]|2
(3.16)

where NMSE11
αk

represents the normalized mean sequare error in the cyclic auto-correlation

of phase 1 and similarly NMSE22
αk

for phase 2, while NMSE12
αk

= NMSE21
αk

represents the nor-

malized mean square error in the cyclic cross-correlation between phsae 1 and phase 2.

In addition, the cumulative NMSE till the k-th cyclic frequency component is given by

NMSEsm
c,αr =

∑r
k=0

∑
l |r

αk
dSdm

[l]− rαk
d̂sd̂m

[l]|2∑r
k=0

∑
l |r

αk
dsdm

[l]|2
(3.17)
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To compute the total NMSE, we sum over all components {αk : k = 0, . . . , P − 1},

then normalize by the total energy of the noise measured cyclic auto-correlation function.

The main parameters that control the performance/complexity tradeoff are the number of

branches and the FIR FRESH filter length in each branch. The number of branches cor-

responds to the number of the significant components in the cyclic auto-correlation. For-

tunately, for the NB-PLC noise cyclic auto/cross-correlation, only few components contain

most of the energy where the lower the component’s frequency is, the higher is its energy.

In general, the FIR filter length is dictated by the maximum lag, i, for which the cyclic

auto-correlation is non-zero over all cyclic frequencies. The larger the FIR filter length is,

the more accurate the modeled auto-correlation per component will be.

In the following simulation results, we set the FIR filter length to 420 taps (equivalently

210 for each phase) and evaluate the cumulative NMSE using different number of branches.

Fig. 3.14 shows the NMSE computed cumulatively over different cyclic frequency compo-

nents. Note that we plot over one-sided cyclic frequency components due to symmetry. In

the proposed model, enhancing the performance is easily done by increasing the number of

FRESH filter branches. Fig. 3.14 also shows that the cumulative NMSE is mainly affected

by the first few cyclic frequency components and then the error tends to be almost constant.

We also note that the initial cumulative NMSE at αo depends on the FIR filter length while

the slope of the linear segment of the curve depends on the number of branches. Hence, in

order to decrease the total error for the FRESH filter-based noise modeling method, we can

decrease the initial error by increasing the FIR filter length and/or decreasing the slope of

the linear segment of the error curve by increasing the number of branches.

3.6 Summary of Cyclostationary Noise Modeling

We proposed a new cyclostationary model for the NB-PLC noise based on FRESH filtering.

The input to the FRESH filters is an AWGN process. In particular, the FRESH filters
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Figure 3.14: Cumulative NMSE over cyclic frequencies for LFIR = 420. (a) Cumulative
NMSE for the cyclic auto-correlation of phase 1. (b) Cumulative NMSE for the cyclic auto-
correlation of phase 2. (c) Cumulative NMSE for the cyclic cross-correlation between phase
1 and phase 2.

coefficients are generated to minimize the TA-MSE between the generated and measured

noise. The proposed model shows a clear performance gain over the time-region-based model

presented in (Nassar et al., 2012), in terms of the NMSE in the cyclic auto-correlation, at the

same complexity. Numerical results show about 6 dB gain in the NMSE of the time-averaged

cyclic auto-correlation (at cyclic frequency α0). Moreover, an important advantage for the

proposed model over the previous models is the scalability in the performance/complexity,
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i.e., the performance can be enhanced by increasing the number of branches and/or the

number of filter taps with a higher complexity.

In addition, we proposed a cyclostationary model for the MIMO NB-PLC noise based on

FRESH filtering. The input to the FRESH filters is an AWGN process. In particular, the

FRESH filters coefficients are generated to minimize the TA-MSE between the generated

and measured noise. As shown in the simulation results, the proposed model is able to track

the original measurements statistics (cyclic auto/cross-correlation). Moreover, an important

advantage for the proposed model is the scalability in the performance/complexity, i.e., the

performance can be enhanced by increasing the number of branches and/or the number of

filter taps with a higher complexity. Moreover, the proposed model can be easily upgraded

to any number of phases.

Finally, it is worth mentioning that the model complexity can be further reduced by

implementing the FRESH filters using adaptive filtering techniques to avoid matrix inversion.

However, the complexity should not be an issue in modeling since the filter coefficients are

generated once then stored.
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CHAPTER 4

CYCLOSTATIONARY NOISE MITIGATION BASED ON ERASURE

DECODING 1

The main motivation of this chapter is the nature of the cyclostationary noise in the narrow-

band PLC link; namely, the lack of time-domain or frequency-domain noise sparsity within

each OFDM symbol. Even if we assumed longer OFDM symbols which span more than

one complete period of the noise, the noise sparsity level will not be enough to allow sparse

estimation algorithms (e.g. as in (Lampe, 2011a; Caire et al., 2008b)) to work well. The use

of a time-domain interleaver to enhance the sparsity of the noise was proposed in (Lin et al.,

2013). However, this solution is not practical not only because of its high complexity at the

receiver side but also because it violates the transmission specifications in the IEEE 1901.2

NB-PLC standard since the frequency subchannels will spread over the whole bandwidth

(i.e., null subchannels will be totally occupied with data).

Therefore, instead of enhancing the sparsity of the NB-PLC noise, we propose to enhance

the system performance by employing erasure decoding which requires information about

the positions of the noise impulses (Elgenedy et al., 2015). To decide on the positions

of the noise impulses, we exploit key features of the NB-PLC noise in time and spatial

domains. We exploit the temporal feature of the NB-PLC noise, namely, considering the

noise’s cyclostationarity in the time domain to estimate the power spectral density (PSD)

of the cyclostationary noise over its different temporal regions. The estimated PSD can be

used either individually or together with log likelihood ratios (LLRs) to mark erasures for

the Reed-Solomon decoder. The other feature we use is the noise’s spatial correlation across

the three power line phases. In particular, we noticed that the received signal on the other

1© 2015 IEEE M. Elgenedy, M. Sayed, M. Mokhtar, M. Abdallah and N. Al-Dhahir, ”Interference
mitigation techniques for narrowband powerline smart grid communications,” 2015 IEEE International Con-
ference on Smart Grid Communications (SmartGridComm), Miami, FL, 2015, pp. 368-373.
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phases are weak compared to the main phase. Hence, we proposed to use the received signal

samples on the other phases to mark erasures for the main phase signal.

4.1 LLR based Erasure Decoding

The IEEE 1901.2 NB-PLC standard uses concatenated coding with an inner convolutional

code and an outer Reed-Solomon (RS) code which was proposed by Irving Reed and Gus

Solomon in (Reed and Solomon, 1960). RS codes are non-binary cyclic codes with symbols

of m-bits, where m is a positive integer greater than 2. For RS code (n, k), n = 2m − 1 and

k = 2m − 1 − 2t, where k is the number of data symbols to be encoded, n is the encoder

output codeword length in symbols, t is the coding error correcting capability in symbols

and n− k = 2t is number of parity symbols. Correcting t symbols through the RS decoder

requires 2t parity symbols (t symbols to detect the error locations and another t symbols to

correct them). When the exact location of the erroneous symbols is known. The decoder can

perform erasure decoding and can successfully correct up to 2t symbol errors. In general, for

a number of errors e with unknown locations and u with known locations, the RS decoder

can successfully decode the received codeword as long as 2e+ u <= 2t.

In the concatenated mode, a common approach is to calculate the erasure decisions from

the convolutional decoder output metrics (LLRs) as in (Pitt III and Swanson, 1985; Pollara,

1987; Toumpakaris et al., 2004). Fig. 4.1 shows approximately 0.5 dB SNR gain at BER

= 10−5. Although this SNR gain is not large, yet it is beneficial and in line with the results

in (Pitt III and Swanson, 1985).

It is also worth mentioning here that the iterative method proposed in (Pitt III and

Swanson, 1985; Toumpakaris et al., 2004) that uses the RS output syndrome check assumes

an interleaver between the two decoders which is not compliant with the IEEE 1901.2 NB-

PLC standard.
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Using RS encoding only is not standardized. However, it could be an additional useful

mode for higher rate requirements at high SNR (in order to eliminate the high overhead of

the rate 1/2 convolutional code) as proposed by (Kim et al., 2010). When the RS code is

used without inner coding, the erasure positions can be determined from the LLR output of

the demapper, PSD or LLR scaled with the PSD. Note that for the case of very large noise

impulses with opposite polarity to the transmitted BPSK symbol, the LLR value may be

large but that does not mean it is reliable since it is already wrong. An attractive approach

in case of RS-only mode is to scale the LLRs by the noise’s PSD (to decrease LLR values at

the locations of very high noise impulses) before taking the erasure decisions. Fig. 4.2 shows

about = 1 dB SNR gain at BER = 10−6 for the RS-only mode when using erasure decoding

based on LLRs scaled with PSD. Results also show the benefits of using the RS code only

since the SNR gain is about 6 dB when compared to the uncoded case with a very small

rate loss.

In the following, we propose a simple technique to estimate the PSD of the cyclostationary

noise. The received signal power over the l-th OFDM symbol and the k-th subchannel index

can be written as

|Y l
k |2 = |H l

kX
l
k|2 + |Z l

k|2 + 2Re
[
H l
kX

l
kZ

l∗
k

]
Averaging over |Y l

k |2, we get

E|Y l
k |2 = E|H l

k|2E|X l
k|2

+ E|Z l
k|2 + 2Re

[
E
(
H l
kX

l
k

)
E
(
Z l∗
k

)]
where E(.) denotes the expectation operator. Since E

(
Z l∗
k

)
= 0, then E|Y l

k |2 reduces to

E|Y l
k |2 = E|H l

k|2E|X l
k|2 + E|Z l

k|2
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Figure 4.1: Average BER versus Eb/No in dB, under AWGN only, for concatenated convo-
lutional and Reed-Solomon codes with erasure decoding. BPSK, RS code (239, 255), Con-
volutional code rate = 1/2.

Setting E|X l
k|2 = 1, we get

E|Y l
k |2 = E|H l

k|2 + E|Z l
k|2

σ̄2
k = E|Z l

k|2 = E|Y l
k |2 − E|Ĥ l

k|2

where σ̄2
k is the estimated noise PSD and Ĥ l

k is the estimated channel at OFDM symbol l

and subchannel k.

As in the case of the Viterbi decoder, the results for RS-only mode are generated without

the frequency-domain interleaver. However, the important point to make in the RS-only

case is that the frequency-domain interleaver will not enhance the results since the RS block

spans several noise cycles which means that the bursts are repeated inside each RS block

with almost constant cycle and, hence, there is no gain from spreading them within the same

RS block.
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Figure 4.2: Average BER versus Eb/No in dB, under AWGN only, for Reed-Solomon code
only with erasure decoding. BPSK, RS code (239, 255).

4.2 Spatial Correlation based Erasure Decoding

We exploit knowledge of the instantaneous noise at the other phases where there is no

differential input excitation to mitigate the noise on the active A-N phase. We investigate

erasure decoding for both RS and convolutional codes.

For simplicity, we only consider the frequency-domain received signals, at a given OFDM

subchannel2 and within a coherence time where the channels can be assumed constant, over

two phases3 which are given by

Y1 = H1X + Z1,

2We omit the subchannel index to simplify notation

3Extending the analysis for the case of three phases combining is an interesting topic for future research
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Y2 = H2X + Z2

where H1 and H2 are the frequency-domain channel coefficients for phases A-N and B-N,

respectively. Measurements show that the phase difference between H1 and H1 is very small

(∠H1 −∠H2 = θ1 − θ2 << 1 radians) while the magnitude of H2 is less than H1. Hence, we

can assume |H2| = δ|H1| where 0 < δ < 1.

Z1 and Z2 are the correlated narrow-band noise samples at the considered OFDM sub-

channel which are assumed to have a variance σ2 and spatial correlation factor r. Further-

more, define Z̃1 and Z̃2 to be two i.i.d narrow-band noise samples with variance σ2, then Z1

and Z2 can be modeled as defined in Chapter 2 as follows

Z1 = rZ̃1 +
√

1− r2Z̃2

Z2 = Z̃1

In the following analysis, we compare the performance of two simple receiver structures

which do not require knowledge of the spatial correlation factor r: a maximum-

ratio-combiner (MRC) receiver which is equivalent to a spatial matched filter and a simple

noise canceller.

4.2.1 MRC Receiver

The output signal after MRC is given by

ỸMRC = H1
∗Y1 +H2

∗Y2

= (|H1|2 + |H2|2)X +H1
∗Z1 +H2

∗Z2

= (1 + δ2)|H1|2X +H1
∗(r + δe−jθ̃)Z̃1
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+ H1
∗√1− r2Z̃2

where θ̃ = (θ2 − θ1) << 1.

Therefore, under the assumption of e−jθ̃ ≈ 1− jθ̃ ≈ 1, the MRC output SNR is given by

SNRMRC =
(1 + δ2)2|H1|2

[(1 + δ2) + 2rδ]σ2

Now, we notice that the signal power is enhanced by a factor of (1 + δ2)2 due to the

coherent combining and the assumed perfect knowledge of H1 and H2 at the receiver. How-

ever, the noise power is also enhanced by a factor (1 + δ2) + 2rδ due to the positive spatial

correlation (i.e., 0 < r < 1) between the narrow-band noise across the 2 output phases.

Note that when r = 0 (i.e., no spatial correlation), SNRMRC will be the matched-filter

bound SNRMFB = (1+δ2)|H1|2
σ2 .

SNRMRC becomes less than the SNRMFB as the spatial correlation factor increases r un-

til there is no enhancement compared to the input SNR (i.e., until SNRMRC = SNRinput =

|H1|2
σ2 ) which occurs at r = r1 where

r1 =
δ(1 + δ2)

2

When the correlation factor r > r1, MRC degrades the output SNR since the SNR gain

from coherent signal power combining will be lower than the SNR loss from coherent noise

combining because the noise spatial covariance matrix is assumed unknown at the receiver.

Hence, we can not perform spatial noise whitening before MRC.

4.2.2 Noise Canceller

A second technique which does not require knowledge of the noise spatial covariance matrix,

is a simple noise canceller which subtracts the second-phase received signal Y2 from the

first-phase received signal Y1 to get
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ỸC = Y1 − Y2 = (H1 −H2)X + (Z1 − Z2)

= H1(1− δejθ̃)X + (r − 1)Z̃1 +
√

1− r2Z̃2

Hence, under the assumption of e+jθ̃ ≈ 1 + jθ̃ ≈ 1, the output SNR after cancellation is

SNRCanceller =
|H1|2(1− δ)2

2(1− r)σ2

We notice here that the signal power is decreased by a factor (1− δ)2 < 1. However, the

noise power is also decreased by a factor 2(1− r) for 0.5 < r < 1.

The case of no SNR gain from cancellation, i.e., when SNRMRC = SNRinput = |H1|2
σ2 ,

happens at r = r2 where

r2 = 1− 1

2
(1− δ)2

Hence, if the spatial correlation factor r < r2, subtracting the outputs of the 2 phases

degrades the SNR since the SNR loss due to signal power subtraction will be larger than the

SNR gain from noise cancellation.

To conclude, the choice of whether to perform MRC or cancellation depends on the

correlation factor r and on the ratio between |H1| and |H2|. As a practical example, assume

that the ratio between |H1| and |H2| at a certain OFDM subchannel (within a coherence

time) is 6 dB, i.e., δ ≈ 1
2
. In this case, r1 = 0.3125 and r2 = 0.88 which means that there

is no benefit from using MRC when the correlation factor r > 0.3125. Typical values for

the spatial correlation factor r in PLC are much larger than r > 0.3125, hence, MRC is

not beneficial in our application. Noise cancellation (subtraction) enhances the performance

for the values of correlation factor r > 0.88. However, care should be taken when using

cancellation since if the correlation factor r decreases below 0.88, performance degradation

will occur.
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Alternatively, since |H2| is much smaller than |H1|, we propose to use Y2 to represent the

instantaneous noise samples Z1 and use it to mark the erasure locations by comparing the

signs of Y1 and ỸC and if they are different, mark an erasure. Comparing the signs of Y1

and ỸC could be seen as a two-step erasure detection technique. First, we compare the noise

power to the received data power. Then, if the noise power is larger than the data power,

we compare the signs for both the noise and data samples since if they have the same sign,

there is no error. This enhanced erasure detection technique comes as a benefit of using the

instantaneous noise samples to mark the erasures rather than just using the average noise

power (i.e., noise PSD) to scale the LLR values.

Simulation results in Figs. 4.3 and 4.4 show a clear performance enhancement for can-

cellation (up to 3 dB at BER = 10−5) at high correlation factor r ≈ 0.94. The performance

gain from using erasure decoding is clear when the correlation factor r is less than or equal

r2 = 0.88. For example, at r ≈ 0.88, there is no performance enhancement when using

cancellation but about 1 dB gain when using erasure decoding at BER = 10−5 for the RS

decoder as in Fig. 4.3 and BER = 10−4 for the Viterbi decoder as in Fig. 4.4. Moreover,

erasure decoding shows robustness when the correlation factor decreases since for r = 0.8

there is no degradation when using erasure decoding while cancellation suffers about 2 dB

SNR loss at BER = 10−3 as in Figs. 4.3 and 4.4.

61



Eb/No [dB]

2 3 4 5 6 7 8 9 10 11 12

B
E

R

10-6

10-5

10-4

10-3

10-2

10-1

Coded BER performance (RS only) - Interference cancellation vs

erasure decoding under spatially correlated interference

theoretical (AWGN)

Without Compensation

r=0.94, Cancellation

r=0.94, Erasure decoding

r=0.88, Cancellation

r=0.88, Erasure decoding

r=0.8, Cancellation

r=0.8, Erasure decoding
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CHAPTER 5

TEMPORAL-REGION-BASED CYCLOSTATIONARY NOISE MITIGATION

FOR SIMO POWERLINE COMMUNICATIONS 1 2

Single-Input Multi-Output (SIMO) communications can be employed to enhance the ro-

bustness against the impulsive noise (Tse and Viswanath, 2005). SIMO communications

systems achieve diversity gain through transmission over different channels in addition to a

power gain since more power is collected at the receiver side using more than one receive an-

tenna (phase). Moreover, in NB-PLC, an additional advantage for SIMO communications is

the high spatial correlation between the cyclostationary noise signals on the different phases.

This high correlation is expected since the source of the cyclostationary noise is the network-

based switched power supplies (IEEE P1901.2, 2013). This fact was also observed through

our measurements and verified through simulations as discussed in Chapter 2. Therefore,

this chapter presents the first study of SIMO communications for NB-PLC. As shown in

Fig. 2.1, multiple power line receive phases can be jointly processed for signal recovery by

exploiting the cross coupling between them while transmitting the OFDM information signal

over a single power line phase. However, to the best of our knowledge, cyclostationary noise

mitigation for SIMO communications was not proposed before in the literature.

We propose an FD SIMO noise mitigation technique that operates on a per-OFDM-

subchannel basis to estimate the FD data symbols using an LMMSE estimator (Elgenedy

et al., 2018b). Furthermore, we present simple and efficient estimation techniques for both

the noise PSD and the FD noise cross-correlation per-subchannel over the different receive

1© 2018 IEEE M. Elgenedy, M. Sayed, N. Al-Dhahir and R. C. Chabaan, ”Temporal-Region-Based Cy-
clostationary Noise Mitigation for SIMO Powerline Communications,” 2018 IEEE International Conference
on Communications (ICC), Kansas City, MO, 2018, pp. 1-6.

2© 2018 IEEE M. Elgenedy, M. Sayed, N. Al-Dhahir and R. C. Chabaan, ”Cyclostationary Noise
Mitigation for SIMO Powerline Communications,” in IEEE Access, vol. 6, pp. 5460-5484, 2018.
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phases. Moreover, the proposed FD noise mitigation technique leverages the estimates of

the noise PSD and cross-correlation in the design of the LMMSE estimator.

As explained in the Appendix, a cyclostationary process x[n] with period P can, in gen-

eral, be decomposed into P different stationary processes xi[n] = x[nP+i], i = 0, . . . , P−1.

Hence, each time sample in a cyclostationary process is drawn from a stationary random pro-

cess with a certain PSD. As an approximation, the cyclostationarity period can be divided

into multiple temporal regions over which the process is assumed stationary and, thus, has

a time-invariant PSD. The NB-PLC noise model presented in (Elgenedy et al., 2016) follows

the general cyclostationary process definition while the model presented in (Nassar et al.,

2012) adopts the temporal-region-based approximation of the NB-PLC noise as a cyclosta-

tionary process.

In this section, adopting the stationary temporal-region-based approximation for the NB-

PLC noise, we propose a FD noise mitigation technique that operates on a per-subchannel

basis. In particular, we derive an LMMSE estimator for the FD data symbols that exploits

the spatial correlation of the FD noise per subchannel across the different receive phases. In

addition, we present simple and efficient estimation techniques for both the noise PSD and

the FD per-subchannel noise cross-correlation across the different receive phases.

Let x̄l(k) = [x̄0,l(k), · · · , x̄Np−1,l(k)]>, ζ̄l(k) = [ζ̄0,l(k), · · · , ζ̄Np−1,l(k)]> and h̄l(k) = [h̄0,l(k),

· · · , h̄Np−1,l(k)]>. Hence, ¯̂xl(k) can be written as

ȳl(k) = h̄l(k)d̄l(k) + ζ̄l(k). (5.1)

The LMMSE estimate for d̄l(k) is given by

ˆ̄dl(k) =
[
1 + h̄Hl (k)R−1

ζ̄ζ̄,l
(k)h̄Hl (k)

]−1

h̄Hl (k)R−1
ζ̄ζ̄,l

(k)ȳl(k), (5.2)

where Rζ̄ζ̄,l(k) = E{ζ̄l(k)ζ̄l(k)>}. Alternatively, for a coded system, we can directly compute

the LLR for the received FD data symbols to be used as an input to the decoder. In
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particular, assuming BPSK modulation, an expression for the LLR to detect d̄l(k) from the

FD received vector ȳl(k) can be derived as follows

LLRl,k = log
f(ȳl(k)|d̄l(k) = 1, h̄l(k))

f(ȳl(k)|d̄l(k) = −1, h̄l(k))

=
(
ȳl(k) + h̄l(k)

)H
R−1
ζ̄ζ̄,l

(k)
(
ȳl(k) + h̄l(k)

)H
−

(
ȳl(k)− h̄l(k)

)H
R−1
ζ̄ζ̄,l

(k)
(
ȳl(k)− h̄l(k)

)H
.

(5.3)

The calculation of (5.2) and (5.3) requires knowledge of the noise temporal regions bound-

aries as well as the noise PSDs and spatial correlation functions. Thus, in the following, we

present simple and practical techniques to estimate these required parameters.

5.1 Noise Temporal Regions Boundaries Estimation

Here, we describe a simple technique for estimating the temporal regions boundaries of the

NB-PLC noise.

For the cyclostationary NB-PLC noise, each noise temporal region has a different noise

variance. Hence, as shown in Fig. 5.1, to detect the transition from one noise region to the

next noise region, we use two consecutive sliding inner windows W0 and W1 that slide over

the received signal on a sample-by-sample basis. For each window placement, we calculate

the signal energy within each of the two inner windows W0 and W1. Let E0 and E1 denote the

signal energies within the two windows, W0 and W1, respectively. To detect the transition

from a region with a lower noise power to a region with a higher noise power, we use the

ratio E1/E0, and we refer to this case as an upward transition. On the other hand, to detect

the transition from a region with a higher noise power to a region with a lower noise power,

we use the ratio E0/E1, and we refer to this case as a downward transition. As shown in Fig.

5.1, for both cases, the peak of the energy ratio in case of threshold crossing is detected to be
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Figure 5.1: Region boundary estimation using double-sliding energy window.

corresponding to the region transition. Since the noise power is periodic, with a period of half

the AC cycle, we average the noise power profile over multiple periods to obtain an accurate

estimate and then we apply the double-sliding window transition detection technique as

described in Fig. 5.1.

Figs. 5.2 and 5.3 show two examples for the noise power profile over one period for the

upward and the downward transition cases, respectively. The noise power profile in Fig. 5.2

and 5.3 are averaged over 100 AC cycles. Moreover, Fig. 5.2 shows the ratio E1/E0 while

Fig. 5.3 shows the ratio E0/E1, where both ratios are averaged over 100 AC cycles.

As shown in Fig. 5.4 and 5.5, we divide the energy ratio profile into smaller segments

to detect the transitions since multiple transitions are likely to occur within one period.

For instance, in Fig. 5.4 and 5.5, the sliding window length is set to 128 samples and the

detection segment length is set to 256. We determine the maximum over each segment that

has a threshold crossing and then the index corresponding to the maximum value over all of

theses maxima is selected to be the starting index of the new region. In this technique, we

assume that the separation between two transitions is larger than the segment length and

this should be the design criterion for selecting the segment length.
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Figure 5.2: The ratio E1/E0 over one AC cycle period averaged over 100 cycles (an upward
transition example).

To assess the performance of this technique, in Fig. 5.6, we plot the missed detection

rate (MDR) versus the number of AC cycles used in averaging the noise energy profile for

SNR values of 0 dB and 5 dB. In particular, in calculating the MDR, we consider it a miss

if the detected region boundary is off from the correct boundary by more than 32 samples.

As shown in Fig. 5.6, the MDR is less than 10−2 if the number of AC cycles used for the

noise energy profile averaging is greater than 30 cycles. It is worth noting that the MDR is

less in the case of 0 dB SNR than in the case of 5 dB SNR as the noise power is higher in

the 0 dB SNR case.
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Figure 5.3: The ratio E0/E1 over one AC cycle period averaged over 100 cycles (a downward
transition example).

5.2 Noise PSD and Spatial Correlation Estimation

Assuming knowledge of the noise temporal region boundaries, the noise PSD over each

stationary temporal region is estimated only from the OFDM blocks that belong to this

region. Without loss of generality, d̄l(k) is assumed to have a unity variance. Thus, the noise

PSD can be estimated as

σ̄2
i,l,k = E

(
|ζ̄i,l(k)|2

)
= E

(
|ȳi,l(k)|2

)
− E

(
|h̄i,l(k)|2

)
− 2Re

[
E
(
h̄i,l(k)

)
E
(
ζ̄∗i,l(k)

)]
,

= E
(
|ȳi,l(k)|2

)
− E

(
|h̄i,l(k)|2

)
. (5.4)
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Figure 5.4: Dividing the average energy ratio into segments to perform the region boundary
detection (upward transition detection example).

The expectation in (5.4) is implemented in the form of time averaging. In particular, the time

averaging is performed per frequency subchannel and per noise stationary temporal region

over the OFDM blocks that belong to that region. The averaging time duration has to be

long enough to suppress the term E
(
ζ̄∗i,l(k)

)
and obtain an accurate noise PSD estimate.

The NB-PLC channel is a deterministic channel that is either fixed over all OFDM blocks or

periodic over one (or half) AC cycle (Nassar et al., 2012). Hence, the channel averaging over

one AC cycle is sufficient to obtain the average power of the channel gain per subchannel.

Similar to PSD estimation, the noise spatial cross-correlation can be estimated as follows

ρ̄2
ij,l,k =

E
(
ζ̄i,l(k)ζ̄∗j,l(k)

)
σ̄i,l,kσ̄j,l,k

=
1

σ̄i,l,kσ̄j,l,k

×
[
E
(
ȳi,l(k)ȳ∗j,l(k)

)
− E

(
h̄i,l(k)

)
E
(
h̄∗j,l(k)

)]
. (5.5)
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Figure 5.5: Dividing the average energy ratio into segments to perform the region boundary
detection (downward transition detection example).
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Figure 5.6: MDR versus the number of AC cycles used in the averaging.
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5.3 Simulation Results

In the following simulation, the MSE is calculated as E{( ˆ̄dl(k)− d̄l(k))2} and plotted versus

the SNR of the direct link (from transmit phase A to receive phase A) measured on the

active OFDM subchannels (72 total active subchannels out of 256 subchannels symmetric

around the DC) so that the results can be compared to a SISO system utilizing the same

link. Furthermore, the BER performance is plotted versus Eb
No

of the direct link, where Eb is

the average energy per information bit in both the uncoded and coded cases and No
2

is the

noise variance.

5.3.1 MSE Performance

Fig. 5.7 depicts the MSE achieved by the proposed noise mitigation technique. It is evident

from Fig. 5.7 that the simulated MSE almost matches the analytical expression. A small

mismatch in the MSE can be observed and the reason is that the stationarity assumption

per temporal noise region, which is adopted in deriving the MSE expression, is not very

accurate for the FFB noise model.

5.3.2 Average BER Performance

The coded average BER performance for the proposed receiver is shown in Fig. 5.8. The gain

for the SIMO temporal-region-based mitigation technique over the SISO receiver without

noise mitigation is close to 7 dB at a coded BER of 10−4. For the SISO case, the estimated

noise PSD per temporal region is used in the LLR calculations and it shows more than 3

dB gain at coded BER of 10−4 over the SISO receiver without mitigation. Since there is no

previous work in the literature on the SIMO receivers under the cyclostationary noise, we

show the performance of the following two cases as benchmarks:

1. The performance of the conventional SIMO MRC combiner without noise filtering, i.e.,

assuming stationary noise. As shown in Fig. 5.8, the coded BER performance of our
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Figure 5.7: MSE of the proposed SIMO FD technique for different noise models.

proposed SIMO mitigation technique outperforms the conventional MRC by more than

5 dB at a coded BER of 10−3.

2. We include the SISO coded BER performance of the technique in (Shlezinger and

Dabora, 2014) which is based on the cascaded FRESH filtering design. As shown

in Fig. 5.8, our proposed SISO temporal-region-based mitigation technique achieves

little better performance than the SISO mitigation technique developed in (Shlezinger

and Dabora, 2014) at a much lower complexity. The complexity of the FRESH filter

developed in (Shlezinger and Dabora, 2014) is 1600×5+128×5 = 8640 taps while the

complexity of our proposed SISO temporal-region-based mitigation technique is only 36

multiplications each OFDM symbol. Moreover, our proposed SIMO temporal-region-

based mitigation technique outperforms the SISO mitigation technique developed in

(Shlezinger and Dabora, 2014) by 4 dB at a coded BER of 10−4 while the complexity

of our proposed SIMO receiver is only 36× 4 multiplications per OFDM symbol.
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CHAPTER 6

FREQUENCY-SHIFT-BASED CYCLOSTATIONARY NOISE MITIGATION

FOR SIMO POWERLINE COMMUNICATIONS 1

In this chapter, for SIMO NB-PLC, we propose two TD LMMSE-estimation-based cyclosta-

tionary noise mitigation techniques using FRESH filtering, namely the joint TD equalization

and noise FRESH filtering (TD-ENF) technique and the TD noise FRESH filtering (TD-NF)

technique (Elgenedy et al., 2018a). The proposed TD SIMO noise mitigation techniques ex-

ploit the joint cyclostationarity of both the NB-PLC noise samples and the OFDM signal

samples over the different receive power line phases by considering their cyclic auto and

cross-correlations. Both the TD-ENF and the TD-NF techniques filter out the cyclosta-

tionary NB-PLC noise using only a single FRESH filtering stage that includes the cyclic

frequencies of both the NB-PLC noise and the OFDM signal. The TD-ENF technique esti-

mates the TD OFDM information signal by designing the FRESH filters to jointly equalize

the channel and filter out the noise. On the other hand, the TD-NF technique estimates the

TD OFDM signal, which is the signal at the channel output, without equalizing the channel.

Then, in the FD, an LMMSE-based channel equalization and signal combining technique is

integrated into the log-likelihood ratios (LLRs) computation for the information bits.

It is worth noting that our proposed noise mitigation techniques can be also classified into

FRESH filtering based techniques and region based techniques similar to the noise modeling

classification. Figs. 6.1 and 6.2 show the classification of the noise modeling approaches as

well as the proposed noise mitigation techniques.

1© 2018 IEEE M. Elgenedy, M. Sayed, N. Al-Dhahir and R. C. Chabaan, ”Cyclostationary Noise
Mitigation for SIMO Powerline Communications,” in IEEE Access, vol. 6, pp. 5460-5484, 2018.
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Figure 6.1: NB-PLC cyclostationary noise modeling classification.
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Figure 6.2: NB-PLC cyclostationary noise proposed mitigation techniques classification.

6.1 Proposed SIMO TD Noise FRESH Filtering (TD-NF) Technique

In this technique, we process the TD SIMO received signal to estimate the TD OFDM signal,

which is the noise-free signal at the channel output, on each receive powerline phase. After

that, we perform the channel equalization and combining in the FD as part of the LLRs

computation for the information bits. Thus, we refer to this technique as the TD noise

FRESH filtering technique (TD-NF).

In this section, first we start by establishing the optimality of the SIMO linear almost

periodic time-varying filters (LAPTV) for LMMSE estimation of the almost cyclostationary

signals (ACS). We show that the optimal set of the filter’s cyclic frequencies is the set of all

the cyclic frequencies of both the information and the noise signals. Then, we present our

proposed SIMO TD-NF technique as a suboptimal LAPTV filtering technique using only a
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Table 6.1: The key variables used in Sections 6.1 and 6.2.

Definition Dimension

x(n) = [x0(n), x1(n), · · · , xNp−1(n)]> Np−vector
ζ(n) = [ζ0(n), ζ1(n), · · · , ζNp−1(n)]> Np−vector
y(n) = [y0(n), y1(n), · · · , yNp−1(n)]> Np−vector
Axx = Add = {m/NB : m ∈ Z}, Aζζ = {m/Pζ : m ∈ Z}
Rxx(k, n) = E

{
x(k)x>(n)

} FS−−→ {Rα
xx(l) : α ∈

Axx}
[Rxx(k, n)]i,j = rxixj(k, n), [Rα

xx(l)]i,j = rαxixj(l)

Np ×Np−
Matrix

Rζζ(k, n) = E
{
ζ(k)ζ>(n)

} FS−−→ {Rα
ζζ(l) : α ∈ Aζζ}

[Rζζ(k, n)]i,j = rζiζj(k, n),
[
Rα
ζζ(l)

]
i,j

= rαζiζj(l)

Np ×Np−
Matrix

Ryy(k, n) = E
{
y(k)y>(n)

} FS−−→ {Rα
yy(l) : α ∈

Ayy}
[Ryy(k, n)]i,j = ryiyj(k, n),

[
Rα

yy(l)
]
i,j

= rαyiyj(l)

Np ×Np−
Matrix

rxiy(k, n) = E
{
xi(k)y>(n)

} FS−−→ {rαxiy(l) : α ∈
Axy}
[rxiy(k, n)]j = rxiyj(k, n),

[
rαxiy(l)

]
j

= rαxiyj(l)

Np−vector

rxix(k, n) = E {xi(k)x(n)} = e>i Rxx(k, n)
FS−−→ {rαxix(l) = e>i Rα

xx(l) : α ∈
Axx} [rxix(k, n)]j = rxixj(k, n),

[
rαxix(l)

]
j

= rαxixj(l)
Np−vector

rdd(k, n) = E {d(k)d(n)} FS−−→ {rαdd(l) : α ∈ Add} Scalar

rdy(k, n) = E
{
d(k)y>(n)

} FS−−→ {rαdy(l) : α ∈ Ady}
[rdy(k, n)]j = rdyj(k, n),

[
rαdy(l)

]
j

= rαdyj(l)

Np−vector

rdx(k, n) = E {d(k)x(n)} FS−−→ {rαdx(l) : α ∈ Add}
[rdx(k, n)]j = rdxj(k, n), [rαdx(l)]j = rαdxj(l)

Np−vector

gi(k, n)
FS−−→ {gαi (l) : α ∈ Ag}

gi(k, n) =
[gi,0(k, n), gi,1(k, n), · · · , gi,Np−1(k, n)]>

gαi (l) = [gαi,0(l), gαi,1(l), · · · , gαi,Np−1(l)]>

Np−vector

g(k, n)
FS−−→ {gα(l) : α ∈ Ag}

g(k, n) = [g0(k, n), g1(k, n), · · · , gNp−1(k, n)]>

gα(l) = [gα0 (l), gα1 (l), · · · , gαNp−1(l)]>

Np−vector

limited subset of cyclic frequencies from the optimal cyclic frequencies set. The mathematical

variables used in this section and the next section are listed in Table 6.1.
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6.1.1 TD-NF Optimal SIMO LAPTV Filtering

Considering the TD SIMO received signal expression in (2.1a), we formulate an LMMSE

minimization problem to estimate the TD OFDM signals, {xi(n) : i ∈ {0, 1, · · · , Np}},

over the Np receive phases as follows

min
gi(n,.)∈RNp

MSExi(n) = E
{

[xi(n)− x̂i(n)]2
}

, i ∈ {0, 1, · · · , Np}, ∀n ∈ Z, (6.1a)

x̂i(n) =
∑
m∈Z

g>i (n,m)y(m), (6.1b)

where gi(k, n) is an Np−vector that contains the impulse responses of the set of filters

designed to estimate xi(n). It is worth noting that yi(n) is an ACS process since it is the

sum of the two ACS processes xi(n) and ζi(n). Furthermore, the signals {xi(n), yi(n) : i ∈

{0, 1, · · · , Np}} are pairwise jointly ACS since each signal is an ACS process and they are

all pairwise mutually dependent. In addition, since xi(n) and {yj(n) : j ∈ {0, 1, · · · , Np}}

are jointly ACS and not jointly stationary, using a set of LTI filters is no longer optimal in

the sense of minimizing the MSE, and the optimal LMMSE estimation filters are LAPTV

filters (Gardner, 1986). Thus, gi(k, n) is almost periodic in both k and n with some integer

period Pg for each l = k− n, i.e., gi(k, n) ≈ gi(k+Pg, n+Pg), ∀l = k− n ∈ Z , where Pg is

the least common multiple of all the discrete-time periodicities of the functions involved in

the design formula for gi(k, n). Therefore, gi(k, n) can be represented by the Fourier series

gi(k, n) =
∑
α∈Ag

gαi (k − n) ej2παn, (6.2a)

gαi (l) = 〈gi(n+ l, n)e−j2παn〉n, (6.2b)

where gαi (k − n) is an Np−vector that contains the Fourier series coefficients of gi(k, n). In

addition, Ag is a countable set that contains all the integer multiples of the fundamental
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frequencies of the functions involved in the design formula for gi(k, n). Since {xi(n) : i ∈

{0, 1, · · · , Np−1}} and {ζi(n) : i ∈ {0, 1, · · · , Np−1}} are uncorrelated, then Ryy(k, n) =

Rxx(k, n) + Rζζ(k, n) and rxiy(k, n) = rxix(k, n). Hence, we note that Ayy = Axx ∪Aζζ and

Axy = Axx.

To obtain the optimal vector gi(k, n) that minimizes MSExi(n) in (6.1a), we set ∂MSExi(n)

/∂g>i (n, k) = 01×Np , which yields

∑
m∈Z

g>i (n,m)Ryy(m, k) = rxiy(n, k)

, i ∈ {0, · · · , Np − 1}, ∀n, k ∈ Z. (6.3)

Using the expressions of the Fourier series pairs for gi(k, n), Ryy(k, n) and rxiy(k, n), we

derived the following design formula for the optimal LAPTV filter. In particular, consider

that Ryy(k, n) and rxiy(k, n) have the following generalized Fourier series pairs (assuming

convergence)

Ryy(k, n) =
∑
β∈Ayy

Rβ
yy(k − n)ej2πβn, (6.4a)

Rβ
yy(l) = 〈Ryy(n+ l, n)e−j2πβn〉n, (6.4b)

rxiy(k, n) =
∑
γ∈Axy

rγxiy(k − n)ej2πγn, (6.4c)

rγxiy(l) = 〈rxiy(n+ l, n)e−j2πγn〉n. (6.4d)

Substituting (6.2a) and (6.4a) in (6.3) yields

∑
m∈Z

∑
α∈Ag

∑
β∈Axx∪Aζζ

[gαi (n−m)]>Rβ
yy(m− k)

× ej2π(αm+βk) = rxiy(n, k),∀n, k ∈ Z. (6.5)
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Setting l = n− k in (6.5) and then inserting (6.5) into (6.4d), we get

〈
∑
m∈Z

∑
α∈Ag

∑
β∈Axx∪Aζζ

[gαi (k + l −m)]>Rβ
yy(m− k)

×ej2παmej2π(β−γ)k〉k = rγxiy(l), ∀l ∈ Z.

(6.6)

Setting q = m− k yields

∑
q∈Z

∑
α∈Ag

∑
β∈Axx∪Aζζ

[gαi (l − q)]>Rβ
yy(q)ej2παq

× 〈ej2π(β−γ+α)k〉k = rγxiy(l),∀l ∈ Z. (6.7)

Using the identity

〈ej2π(β−γ+α)k〉k =


1, β = γ − α

0, otherwise

.

Hence, we arrive at the following design formula for the optimal LAPTV filter

∑
α∈Ag

∑
q∈Z

[gαi (l − q)]>Rγ−α
yy (q)ej2παq = rγxiy(l),∀l ∈ Z

, γ, α ∈ Axx ∪ Aζζ . (6.8)

The formula in (6.8) simplifies the design of the optimal LAPTV filter set {gi,j(k, n) :

i, j ∈ {0, 1, · · · , Np − 1}} into designing the set of LTI filters {gαi,j(l = k − n) : α ∈

Ag, i, j ∈ {0, 1, · · · , Np−1}}, which correspond to their Fourier series coefficients. It is worth

mentioning that the design formula in (6.8) is a vector generalization of the optimal MMSE

filter design derived in (Gardner, 1986, Eq. 12.284) where both formulas are equivalent when

setting Np = 1 in (6.8).

Let Àxx = Axx\{0} and Àζζ = Aζζ\{0}. Thus, if α, γ ∈ Axx, then γ − α ∈ Axx ∪ Aζζ

and Rγ−α
yy (l) 6= 0, rγxiy(l) 6= 0. On the other hand, if α, γ ∈ Aζζ , then γ − α ∈ Axx ∪ Aζζ

and Rγ−α
yy (l) 6= 0, rγxiy(l) = 0. Otherwise, if α ∈ Àxx while γ ∈ Àζζ , or vice versa, then
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γ − α /∈ Axx ∪ Aζζ and Rγ−α
yy (l) = 0. Hence, α, γ ∈ Axx or α, γ ∈ Aζζ is required such

that Rγ−α
yy (l) 6= 0 and the left-hand side of the system of equations in (6.8) is non-zero.

Therefore, we conclude that the optimal selection of the cyclic frequencies for gi,j(k, n) is

to range over all the cyclic frequencies of both the information and the noise signals, or

equivalently Ag = Axx ∪ Aζζ . Therefore, Pg is the least common multiple of NB and Pζ .

It is worth mentioning that the two-stage SISO FRESH filtering technique presented

in (Shlezinger and Dabora, 2014) is suboptimal in the sense that it separates the cyclosta-

tionary noise estimation/cancellation and the OFDM signal estimation over the two stages.

Furthermore, the cyclic frequencies of both the noise and the OFDM signal are not jointly

included in the design of the first stage, which is employed for the cyclostationary noise

estimation. However, an optimal design has to include all the cyclic frequencies of both the

noise and the OFDM signal in a single FRESH filtering stage. In Section 6.3, for the SISO

case, we present a performance comparison between a single-stage FRESH filtering and the

two-stage FRESH filtering proposed in (Shlezinger and Dabora, 2014).

The MSE associated with the optimal filter gi(k, n) can be obtained by simplifying

MSExi(n) in (6.1a) as follows

MSExi(n) = rxixi(n, n)−
∑
m∈Z

g>i (n,m)rxxi(m,n). (6.9)

Therefore, from (6.9), we note that the MSE is an almost periodic function since it depends

on the auto-correlation of the TD OFDM signal as well as the LMMSE filter. Hence, to

measure the performance by a single number, we adopt the TAMSE given by TAMSExi(n) =

〈MSExi(n)〉n (Gardner, 1986). Inserting (6.2a) into (6.1b) yields

x̂i(n) =
∑
α∈Ag

∑
m∈Z

[gαi (n−m)]>
[
y(m)ej2παm

]
, (6.10)

which represents the optimal FRESH-filtering-equivalent form of the estimator for xi(n).

In practice, suboptimal performance is achieved when constraining α to range over only a

limited set of cyclic frequencies within Ag = Axx ∪ Aζζ , which is the main takeaway from

the previous analysis.
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Figure 6.3: System block diagram illustrating the proposed SIMO TD-NF technique.

6.1.2 TD-NF Suboptimal SIMO FRESH Filtering Design

The optimal LMMSE estimation formula in (6.10) assumes infinite-length filters as well as an

infinite set of cyclic frequencies. From (6.8), we have shown that the cyclic frequencies of the

LMMSE filter must belong to the set Axx∪Aζζ . However, for the suboptimal SIMO FRESH

filter design, determining the best subset of cyclic frequencies, Asg ⊂ Axx ∪Aζζ , under some

design constraints is quite challenging. For instance, under a maximum number of cyclic

frequencies constraint, the best Asg is highly dependent on the cyclic correlation functions

Rγ−α
yy (l) and rγxiy(l), which are dependent on the lag parameter l. To simplify the FRESH

filter design, Asg is typically fixed beforehand and the common approach is to select the

cyclic frequencies that correspond to the largest values of the functions Rγ−α
yy (l) and rγxiy(l)

(Ojeda and Grajal, 2011; Gardner, 1993). Hence, for a fixed Asg = {αk : k ∈ {0, · · · , K−1}}

of cardinality K, and assuming a finite length L for gαi (n −m), (6.10) can be rewritten as

follows

x̂i(n) =
∑
α∈Asg

n∑
m=n−L+1

[gαi (n−m)]>
[
y(m)ej2παm

]
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= wH
i z(n), (6.11)

where wi = [wα0>
i , · · · ,wαK−1>

i ]>, and wαk
i is an NpL-vector such that [wαk

i ]jL+l =
(
gαki,j (l)

)∗
,

where j ∈ {0, · · · , Np−1} and l ∈ {0, · · · , L−1}. In addition, z(n) = [zα0>(n), · · · , zαK−1>(n)]>,

and zαk(n) is an NpL-vector such that

[zαk(n)]jL+l = yj(n− l)ej2παk(n−l). (6.12)

Furthermore, z(n) = Σ(n)y(n), where Σ(n) is a KNpL × KNpL diagonal matrix where

[Σ(n)]kNpL+jL+l = ej2παk(n−l) and y(n) = [yα>(n), · · · ,yα>(n)]>, which is the vector yα(n)

repeated K times, where yα(n) is an NpL-vector such that [yα(n)]jL+l = yj(n− l).

A block diagram for the SIMO TD-NF technique as described by (6.11) for the case of two

receive phases is shown in Fig. 6.3. It is worth noting that Asg is assumed to contain αk = 0

which corresponds to the stationary component of the correlation function. Hence, according

to (6.11), x̂i(n) is estimated by applying a bank of NpK filters, which are represented by the

concatenated filter wi, to the frequency-shifted versions of the SIMO received signals {yj(n) :

j ∈ {0, · · · , Np − 1}}. The suboptimal filter ŵi is obtained by solving the linear system of

equations in (6.8) after constraining Ag to Asg and setting gαki,j (l) = 0, ∀l /∈ {0, · · · , L − 1}.

In this case, ŵi is optimal only when compared to all other FRESH filters that use the cyclic

frequency set Asg and are limited to L filter coefficients. On the other hand, the optimal

FRESH filter given by (6.8) is optimal within the class of linear estimators. An equivalent,

yet more compact, expression for ŵi can be obtained from minimizing the TAMSE with

respect to wi as follows

min
wi∈RKNpL

TAMSExi(n) = 〈E
{
|xi(n)−wH

i z(n)|2
}
〉n

, i ∈ {0, 1, · · · , Np}, ∀n ∈ Z. (6.13)

Setting the derivative of TAMSExi(n) with respect to w∗i to zero yields

ŵi = R
−1

zz rzxi , (6.14)
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where Rzz = 〈E
{
z(n)zH(n)

}
〉n is a KNpL×KNpL matrix and rzxi = 〈E {z(n)xi(n)}〉n is a

KNpL−vector. From (6.11) and the solution for ŵi obtained from (6.8), we learned that ŵi

is an LTI filter. Thus, in obtaining ŵi from (6.13), the time-averaging operation is applied to

Rzz(n) = E
{
z(n)zH(n)

}
and rzxi(n) = E {z(n)xi(n)} to extract their stationary components

so that the resulting ŵi is time-invariant. Moreover, since the expressions obtained for ŵi

using (6.8) and (6.14) are equivalent, we conclude that ŵi is only optimal in the sense of

minimizing the TAMSE rather than the MSE at all time instants. In other words, another

FRESH filter, even with the same length and using the same cyclic frequency set, might

exhibit a lower MSE at certain time instants(Ojeda and Grajal, 2011). On the other hand,

the optimal SIMO FRESH filter given by (6.8) minimizes the MSE at all time instants. In

the following, we show how Rzz and rzxi , which are required to compute ŵi using (6.14),

can be estimated in practice.

Let u = kNpL + jL + l and v = k̃NpL + j̃L + l̃, where k, k̃ ∈ {0, · · · , K − 1}, j, j̃ ∈

{0, · · · , Np−1} and l, l̃ ∈ {0, · · · , L−1}, then using (6.12) and exploiting the fact that xi(n)

and ζj(n) are independent,
[
Rzz

]
u,v

can be expressed as

[
Rzz

]
u,v

= 〈E
{
yj(n− l)yj̃(n− l̃)

}
× e−j2π[αk̃(n−l̃)−αk(n−l)]〉n

= r
αk̃−αk
yjyj̃ (l̃ − l)ej2παk(l̃−l)

=
[
r
αk̃−αk
xjxj̃ (l̃ − l) + r

αk̃−αk
ζjζj̃

(l̃ − l)
]

ej2παk(l̃−l).

(6.15)

It is important to note that
[
Rzz

]
u,v

= 0 when αk ∈ Àxx and αk̃ ∈ Àζζ , or vice versa. Other-

wise,
[
Rzz

]
u,v

can be evaluated by estimating r
αk̃−αk
yjyj̃ (l̃− l) in (6.15) directly from the SIMO

received signals {yj(n) : j ∈ {0, · · · , Np − 1}} using the cyclic correlation estimation ap-

proach explained in the Appendix. We note that (6.15) provides an element-wise expression
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for the matrix Rzz, which is useful in computing Rzz in practice. However, for compactness,

Rzz can be expressed in a matrix form as follows

Rzz = 〈Σ(n)Ryy(n)Σ∗(n)〉n,

where Ryy(n) = E
{
y(n)y>(n)

}
. Similar to

[
Rzz

]
u,v

, [rzxi ]u can be computed as

[rzxi ]u = 〈E
{
yj(n− l)xi(n)ej2παk(n−l)}〉n

=
(
rαkxiyj(l)

)∗
=
(
rαkxixj(l)

)∗
. (6.16)

In addition, rzxi can be written in a compact matrix form as follows

rzxi = 〈Σ(n)Rxx(n)eiL〉n,

where Rxx(n) = E
{
x(n)x>(n)

}
given that x(n) = [xα>(n), · · · ,xα>(n)]>, which is the

vector xα(n) repeated K times, and [xα(n)]jL+l = xj(n − l); eiL is an KNpL−vector with

unity at the iL-th index and zeros at all other entries.

Since rαkxixj(l) is required in the computation of [rzxi ]u, it is important to show how rαkxixj(l)

can be computed in practice. Hence, using (2.1a), rαkxixj(l) can be simplified to

rαkxixj(l) =
ν∑

m=0

ν∑
m̃=0

hi(m)hj(m̃)rαdd (l + m̃−m) e−j2παkm̃. (6.17)

Therefore, rαkxixj(l) can be estimated using (6.17) in terms of the cyclic auto-correlation func-

tion of the TD OFDM signal d(n) given the CIR knowledge. However, exploiting the inde-

pendence between the noise and the information signals, rαkxixj(l) can be estimated without

the CIR knowledge as

rαkxixj(l) = rαkyiyj(l)− r
αk
ζiζj

(l). (6.18)

The cyclic correlation function of the noise, denoted by rαkζiζj(l), can be estimated during

the silent intervals between consecutive NB-PLC transmission bursts which typically last
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for several minutes (Nassar et al., 2012). The estimation of both rαkyiyj(l) and rαkζiζj(l) follows

the cyclic correlation estimation approach explained in the Appendix. It is worth noting

that the estimation of rαkyiyj(l) can reuse the same computations used to estimate the terms

r
αk̃−αk
yjyj̃ (l̃− l) in (6.15) when setting αk = 0 and l = 0, which are also computed as part of the

Rzz estimation process. Furthermore, the implementation of the SIMO TD-NF technique

without the need for channel knowledge makes this technique attractive for the case of

differential modulation where channel knowledge is not available at the receiver. It is worth

mentioning that differential modulation schemes are adopted in the NB-PLC standards, e.g.

IEEE 1901.2, as mandatory transmission schemes. In addition, for coherent modulation,

performing the noise filtering in TD prior to channel estimation using the SIMO TD-NF

technique leads to a more robust channel estimation performance since the residual noise

after filtering becomes less severe.

Let Asg = Asxx ∪ Asζζ ∪ {0}, where Asxx = {αk : k ∈ {0, · · · , Kx − 1}}, Asζζ = {αk+Kx+1 :

k ∈ {0, · · · , Kζ − 1}} and Kx +Kζ + 1 = K. It is assumed that αKx = 0, and hence it is not

included in either Asxx or Asζζ . In addition, let z(n) = [z>0 (n), z>1 (n), z>2 (n)]>, where z0(n) =

[zα0>(n), · · · , zαKx−1>(n)]>, z1(n) = zαKx (n) and z2(n) = [zαKx+1>(n), · · · , zαK−1>(n)]>.

Therefore, Rzz can be written as follows

Rzz =


Rz0z0 Rz0z1 Rz0z2

Rz1z0 Rz1z1 Rz1z2

Rz2z0 Rz2z1 Rz2z2



=


Rz0z0 Rz0z1 0KxNpL×KζNpL

Rz1z0 Rz1z1 Rz1z2

0KζNpL×KxNpL Rz2z1 Rz2z2

 ,
(6.19)

where Rzqzq̃ = 〈E
{
zq(n)zHq̃ (n)

}
〉n, q, q̃ ∈ {0, 1, 2}. Hence, from (6.19), we conclude that the

system of equations in (6.14) cannot be decoupled into two separate systems of equations.
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Inserting (6.14) into the TAMSE expression in (6.13), the minimum TAMSExi(n), denoted

by σ̂2
i , is given by

σ̂2
i = r0

xixi
(0)− rxizR

−1

zz rzxi , i ∈ {0, 1, · · · , Np}. (6.20)

6.1.3 FD Signal Combining

The estimated TD signals across the Np receive phases, {x̂i(n) : i ∈ {0, · · · , Np − 1}}, are

transformed to the FD after removing the cyclic prefix. Let x̂i(n) be expressed as

x̂i(n) = xi(n) + ζ̂i(n). (6.21)

where ζ̂i(n) denotes the n-th residual noise sample after applying the SIMO TD-NF technique

and ζ̂i(n) is assumed be a white Gaussian stationary process whose variance is constant over

n and equal to σ̂2
i . Furthermore, we assume that ζ̂i(n) is spatially uncorrelated over the

receive phases. Hence, let ζ̂(n) = [ζ̂0(n), · · · , ζ̂Np−1(n)]>, then Rζ̂ζ̂ = E{ζ̂>ζ̂} = diag{σ̂2
i :

i ∈ {0, · · · , Np − 1}}. Moreover, let ¯̂xi,l(k) and
¯̂
ζi,l(k) denote the i-th phase FD estimated

symbol and the residual noise over the k-th frequency subchannel, respectively, over the k-th

OFDM subchannel at the l-th OFDM block. Hence, ¯̂xi,l(k) can be expressed as follows

¯̂xi,l(k) = h̄i,l(k)d̄l(k) +
¯̂
ζi,l(k). (6.22)

Therefore, an expression for the LLR of ¯̂xi,l(k) assuming BPSK modulation can be derived

as follows

LLRl,k =

Np−1∑
i=0

LLRi,l,k

=

Np−1∑
i=0

log
f(¯̂xi,l(k)|d̄l(k) = 1, h̄i,l(k))

f(¯̂xi,l(k)|d̄l(k) = −1, h̄i,l(k))

=

Np−1∑
i=0

1

σ̂2
i

[
|¯̂xi,l(k) + h̄i,l(k)|2

− |¯̂xi,l(k)− h̄i,l(k)|2
]

(6.23)
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Figure 6.4: System block diagram illustrating the proposed SIMO TD-ENF technique.

6.2 Proposed SIMO Joint TD Equalization and Noise Filtering (TD-ENF)

Technique

In this technique, we estimate the TD OFDM information signal by processing the TD

SIMO received signal to jointly equalize the channel and filter out the cyclostationary noise.

Thus, we refer to this technique as the joint TD equalization and noise filtering technique

(TD-ENF).

6.2.1 TD-ENF Optimal SIMO LAPTV Filtering

Considering the TD SIMO received signal expression in (2.1a), we formulate an LMMSE

minimization problem to directly estimate the TD transmitted signal, d(n), from the TD

SIMO received signals {yj(n) : j ∈ {0, · · · , Np − 1}} as

min
g(n,.)∈RNp

MSEd(n) = E
{[
d(n)− d̂(n)

]2
}
, ∀n ∈ Z, (6.24a)

d̂(n) =
∑
m∈Z

g>(n,m)y(m) (6.24b)
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where g(k, n) is an Np−vector contains the impulse responses of the set of filters designed

to estimate d(n). Note that yi(n) is an ACS process since it is the sum of the two ACS

processes xi(n) and ζi(n). Furthermore, the signals {xi(n), yi(n) : i ∈ {0, · · · , Np}} are

pairwise jointly ACS since each signal is an ACS process and they are all pairwise mutually

dependent. In addition, since xi(n) and {yj(n) : j ∈ {0, · · · , Np}} are jointly ACS and not

jointly stationary, using a set of LTI filters is no longer optimal in the sense of minimizing the

MSE, and the optimal LMMSE estimation filters are LAPTV filters (Gardner, 1986). Thus,

g(k, n) is almost periodic in both k and n with some integer period Pg for each l = k − n,

i.e., g(k, n) ≈ g(k + Pg, n+ Pg), ∀l = k − n ∈ Z , where Pg is the least common multiple of

all the discrete-time periodicities of the functions involved in the design formula for g(k, n).

Therefore, g(k, n) can be represented by Fourier series

g(k, n) =
∑
α∈Ag

gα(k − n) ej2παn, (6.25a)

gα(l) = 〈g(n+ l, n)e−j2παn〉n, (6.25b)

where gα(k − n) is an Np−vector that contains the Fourier series coefficients of g(k, n). In

addition, Ag is a countable set that contains all the integer multiples of the fundamental

frequencies of the functions involved in the design formula for g(k, n). Since {xi(n) : i ∈

{0, 1, · · · , Np−1}} and {ζi(n) : i ∈ {0, 1, · · · , Np−1}} are uncorrelated, then Ryy(k, n) =

Rxx(k, n) + Rζζ(k, n) and rdy(k, n) = rdx(k, n). Hence, we note that Ayy = Axx ∪ Aζζ =

Add ∪ Aζζ and Axy = Axx = Add. To obtain the optimal vector g(k, n) that minimizes

MSEd(n) in (6.24a), we set ∂MSEd(n) /∂g>(n, k) = 01×Np , which yields

∑
m∈Z

g>(n,m)Ryy(m, k) = rdy(n, k), ∀n, k ∈ Z. (6.26)

Using the expressions of the Fourier series pairs for g(k, n), Ryy(k, n) and rdy(k, n), we

derived the following design formula for the optimal LAPTV filter. In particular, consider
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that Ryy(k, n) and rdy(k, n) have the following generalized Fourier series pairs (assuming

convergence)

Ryy(k, n) =
∑
β∈Ayy

Rβ
yy(k − n)ej2πβn, (6.27a)

Rβ
yy(l) = 〈Ryy(n+ l, n)e−j2πβn〉n, (6.27b)

rdy(k, n) =
∑
γ∈Ady

rγdy(k − n)ej2πγn, (6.27c)

rγdy(l) = 〈rdy(n+ l, n)e−j2πγn〉n. (6.27d)

Substituting (6.25a) and (6.27a) in (6.26) yields

∑
m∈Z

∑
α∈Ag

∑
β∈Add∪Aζζ

[gα(n−m)]>Rβ
yy(m− k)

× ej2π(αm+βk) = rdy(n, k),∀n, k ∈ Z. (6.28)

Setting l = n− k in (6.28) then inserting (6.28) into (6.27d), we get

〈
∑
m∈Z

∑
α∈Ag

∑
β∈Add∪Aζζ

[gα(k + l −m)]>Rβ
yy(m− k)

×ej2παmej2π(β−γ)k〉k = rγdy(l),∀l ∈ Z.

(6.29)

Setting q = m− k yields∑
q∈Z

∑
α∈Ag

∑
β∈Add∪Aζζ

[gα(l − q)]>Rβ
yy(q)ej2παq

× 〈ej2π(β−γ+α)k〉k = rγdy(l),∀l ∈ Z. (6.30)

Using the identity

〈ej2π(β−γ+α)k〉k =


1, β = γ − α

0, otherwise

.
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Hence, we arrive at the following design formula for the optimal LAPTV filter

∑
α∈Ag

∑
q∈Z

[gα(l − q)]>Rγ−α
yy (q)ej2παq = rγdy(l),∀l ∈ Z

, γ, α ∈ Add ∪ Aζζ . (6.31)

The formula in (6.31) simplifies the design of the optimal LAPTV filter set {gj(k, n) :

j ∈ {0, 1, · · · , Np − 1}} into designing the set of LTI filters {gαj (l = k − n) : α ∈ Ag, j ∈

{0, 1, · · · , Np − 1}}, which correspond to their Fourier series coefficients. It is worth men-

tioning that the design formula in (6.31) is a vector generalization of the optimal MMSE

filter design derived in (Gardner, 1986, Eq. 12.284) where both formulas are equivalent when

setting Np = 1 in (6.31). Let Àdd = Add\{0} and Àζζ = Aζζ\{0}. Thus, if α, γ ∈ Add, then

γ − α ∈ Add ∪ Aζζ and Rγ−α
yy (l) 6= 0, rγdy(l) 6= 0. On the other hand, if α, γ ∈ Aζζ , then

γ−α ∈ Add ∪Aζζ and Rγ−α
yy (l) 6= 0, rγdy(l) = 0. Otherwise, if α ∈ Àdd while γ ∈ Àζζ , or vice

versa, then γ − α /∈ Add ∪Aζζ and Rγ−α
yy (l) = 0. Hence, α, γ ∈ Add or α, γ ∈ Aζζ is required

such that Rγ−α
yy (l) 6= 0 and the left-hand side of the system of equations in (6.31) is non-

zero. Therefore, we conclude that the optimal selection of the cyclic frequencies for gj(k, n)

is to range over all the cyclic frequencies of both the information and the noise signals, or

equivalently Ag = Add ∪ Aζζ . Therefore, Pg is the least common multiple of NB and Pζ .

The MSE associated with the optimal filter g(k, n) can be obtained by simplifying

MSEd(n) in (6.24a) as follows

MSEd(n) = rdd(n, n)−
∑
m∈Z

g>(n,m)rxd(m,n). (6.32)

Therefore, from (6.32), we note that the MSE is an almost periodic function since it depends

on the auto-correlation of the TD OFDM signal as well as the LMMSE filter. Hence, to

measure the performance by a single number, we adopt the TAMSE given by TAMSEd(n) =
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〈MSEd(n)〉n (Gardner, 1986). Inserting (6.25a) into (6.24b) yields

d̂(n) =
∑
α∈Ag

∑
m∈Z

[gα(n−m)]>
[
y(m)ej2παm

]
, (6.33)

which represents the optimal FRESH-filtering-equivalent form of the estimator for d(n).

In practice, suboptimal performance is achieved when constraining α to range over only a

limited set of cyclic frequencies within Ag = Add ∪ Aζζ , which is the main takeaway from

the previous analysis.

6.2.2 TD-ENF Suboptimal SIMO LAPTV Filtering

Furthermore, for a fixed Asg = {αk : k ∈ {0, · · · , K − 1}} of cardinality K, and assuming a

finite length L for gα(n −m), a suboptimal SIMO FRESH-filtering estimator for d(n) can

be expressed as follows

d̂(n) =
∑
α∈Asg

n∑
m=n−L+1

[gα(n−m)]>
[
y(m)ej2παm

]
= wHz(n), (6.34)

where w = [wα0>, · · · ,wαK−1>]>, and wαk is an NpL-vector such that [wαk ]jL+l =
(
gαkj (l)

)∗
,

where j ∈ {0, · · · , Np−1} and l ∈ {0, · · · , L−1}. It is worth noting that z(n) = Σ(n)y(n) =

Σ(n)Hd(n), where H is a KNpL× (L+ν) matrix such that H = [Hα>, · · · ,Hα>]>, which is

the matrix Hα repeated K times, and Hα is the channel convolution matrix with dimensions

NpL× (L+ ν). Furthermore, d(n) is an (L+ ν)−vector such that [d(n)]l = d(n− l).

A block diagram for the SIMO TD-ENF technique as described by (6.34) for the case

of two receive phases is shown in Fig. 6.4. As shown in Section (6.1), the suboptimal

SIMO FRESH filter ŵ can be obtained by solving the linear system of equations in (6.31)

after constraining Ag to Asg and setting gαkj (l) = 0, ∀l /∈ {0, · · · , L − 1}. However, ŵi can

alternatively be obtained from minimizing the TAMSE in estimating d(n) with respect to w

as follows

min
wi∈RKNpL

TAMSEd(n) = 〈E
{
|d(n)−wHz(n)|2

}
〉n,∀n ∈ Z. (6.35)
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Setting the derivative of TAMSEd(n) with respect to w∗i to zero yields

ŵ = R
−1

zz rzd, (6.36)

where rzd = 〈E {z(n)d(n)}〉n. It follows from the discussion in Section 6.1 that ŵ, like ŵi in

Section 6.1, is only optimal in the sense of minimizing TAMSEd(n) and does not necessarily

minimize the MSE at all time instants. To compute ŵ, Rzz can be obtained using (6.15) as

explained in Section 6.1. In addition, [rzd]u can be expressed as follows

[rzd]u = 〈E
{
yj(n− l)d(n)ej2παk(n−l)}〉n

=
(
rαkdyj(l)

)∗
=
(
rαkdxj(l)

)∗
, (6.37a)

In addition, rzd can be written in the following compact matrix form

rzd = 〈Σ(n)HRdd(n)e0〉n,

where Rdd(n) = E
{
d(n)d>(n)

}
.

The computation of rαkdxj(l), which is required in computing [rzd]u, can be performed using

rαkdxj(l) =
ν∑

m=0

hj(m)rαkdd (l +m) e−j2παkm. (6.37b)

Thus, rαkdxj(l) can be estimated using (6.37b) in terms of the cyclic auto-correlation function

of the TD OFDM signal d(n) given the CIR knowledge.

6.2.3 FD Signal Combining

After obtaining d̂(n), it is transformed to the FD after removing the cyclic prefix. Let
¯̂
dl(k)

denote the FD estimated data symbol over the k-th OFDM subchannel at the l-th OFDM

block. Thus, an expression for the LLR of
¯̂
dl(k) assuming BPSK modulation can be derived

as

LLRl,k = log
f(

¯̂
dl(k)|d̄l(k) = 1)

f(
¯̂
dl(k)|d̄l(k) = −1)
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= | ¯̂dl(k) + 1|2 − | ¯̂dl(k)− 1|2. (6.38)

One advantage of the TD-ENF technique over the TD-NF technique is that it does not

require estimating the noise cyclic correlation function, denoted by rαkζiζj(l). In addition, the

TD-ENF technique requires only one estimation filter while the TD-NF technique requires Np

estimation filters. However, the TD-ENF technique requires the CIR estimation to be per-

formed prior to the noise filtering resulting in a reduced CIR estimation accuracy compared

to the CIR estimation accuracy obtained when using the TD-NF technique. Moreover, the

CIR knowledge requirement in the TD-ENF technique renders it inapplicable to differential

modulation schemes.

6.3 Numerical Results

In this section, we evaluate the performance and the implementation complexity of the

proposed noise mitigation techniques. The performance results are presented in terms of

the MSE and the average BER. The implementation complexity is analyzed in terms of the

number of multiplications required for each of the proposed techniques.

6.3.1 Simulation Parameters

The simulated system block diagram including the proposed noise mitigation techniques is

shown in Fig. 6.5.

For the TD-NF and the TD-ENF techniques, we set K = 29 and L = 20. As it will

be discussed in the complexity analysis section, all of the proposed cyclostationary noise

mitigation techniques are implemented in two stages to speed up the simulation. The first

stage is to estimate the noise statistical properties, namely the cyclic auto/cross-correlations

matrices for the time-domain techniques and spatial-correlation matrices for the frequency-

domain technique. In particular, the cyclic auto/cross-correlation is computed using (A.4a)
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Figure 6.5: End-to-end simulated system block diagram illustrating the proposed SIMO
noise mitigation techniques.

while the spatial-correlation per OFDM frequency sub-channel is computed using (5.4) and

(5.5). In the second stage, we run the Monte Carlo simulation for the end-to-end NB-

PLC system for different SNR values. At each SNR value, we generate the mitigation

filters coefficients using the stored noise statistical matrices calculated in the first stage.

In particular, we compute the time-domain FRESH filters using (6.14) and (6.36) while

computing the frequency-domain filter coefficients using (5.2). The MSE results presented

in this section are plotted versus the SNR of the direct link (from transmit phase A to receive

phase A) measured on the active OFDM subchannels (72 total active subchannels out of 256

subchannels symmetric around the DC). Thus, all MSE results can be compared to a SISO
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Figure 6.6: TAMSE of the proposed SIMO TD-NF technique for Phase A assuming different
noise models.

system utilizing the same link. Furthermore, the BER performance is plotted versus Eb
No

of

the direct link, where Eb is the average energy per information bit in both the uncoded and

coded cases and No
2

is the noise variance.

6.3.2 MSE Performance

Fig. 6.6 shows the TAMSE achieved by the SIMO TD-NF technique in extracting the TD

OFDM signal over receive phases A and B. Furthermore, the TAMSE results in Fig. 6.6

are presented for both the FFB and the RB noise models. We note from Fig. 6.6 that the

achieved TAMSE is dependent on the assumed noise model and its parameters. It is worth

mentioning that the achieved TAMSE in phase B is less than that achieved in phase A since

the signal attenuation in phase B is around 4 dB higher than that in phase A.

Note that the TAMSE represents the absolute square of the estimation error (i.e., it is

not normalized to the signal power), hence, the TAMSE decreases as the signal power goes
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Figure 6.7: TAMSE of the proposed SIMO TD-NF technique for Phase A assuming RB-LV14
with different correlation values r.

down. In addition, Fig. 5.7 depicts the MSE achieved by the proposed FD noise mitigation

technique for both the FFB and the RB noise models. We note from Fig. 5.7 that the

achieved MSE under the RB noise model is less than that achieved under the FFB noise

model since the stationarity assumption per noise region is satisfied in the RB noise model.

It is evident from Figs. 6.6 and 5.7 that the simulation results for the TAMSE and the MSE,

respectively, match their analytical expressions. However, in Fig. 5.7, a small mismatch in

MSE can be observed between the simulation result and the theoretical expression for the FD

noise mitigation technique under the FFB noise model. The reason is that the stationarity

assumption per temporal noise region, which is adopted in deriving the MSE expression, is

not very accurate for the FFB noise model.

Figs. 6.7 and 6.8 show the TAMSE of the proposed TD-NF technique applied to a SIMO

receiver jointly processing both phase A and phase B in comparison with a SISO receiver

that processes only phase A. The SISO receiver also applies the TD-NF technique by setting
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Figure 6.8: TAMSE of the proposed SIMO TD-NF technique for Phase A assuming FFB-TI
noise model compared to SISO case.

Table 6.2: The TAMSE reduction for the SIMO receiver over the SISO receiver using the
TD-NF technique.

Fig. Fig. 6.7, 0.8-
correlation,
−18 dB
TAMSE

Fig. 6.7, 0.9-
correlation,
−18 dB
TAMSE

Fig. 6.7, 0.95-
correlation,
−18 dB
TAMSE

Fig. 6.8,
−14 dB
TAMSE

Reduction (dB) 1 dB 3 dB 5 dB 3dB

Np = 1. The results are presented for the RB noise model in Figs. 6.7 and for the FFB noise

model in Fig. 6.8. Furthermore, in Fig. 6.7, we present the TAMSE results for different levels

of the noise spatial correlation factor for the RB noise model. In Table 6.2, we quantify the

performance gains achieved by the joint processing of the received signal over the two phases

in the SIMO receiver compared to the SISO receiver performance. The high correlation

between the different phases observed by field measurements and shown in Fig. 3.5 (which

is implemented in the FFB noise model) explains the clear performance gain shown in Fig.

6.8 for the proposed SIMO TD-NF estimator.
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Figure 6.9: Uncoded average BER for different techniques assuming FFB-TI noise model.

6.3.3 Average BER Performance

The uncoded average BER performance is simulated for all proposed receivers in Fig. 6.9

where the FFB-TI noise model is used for all cases. As shown in Fig. 6.9, the SIMO TD-

NF technique has a superior performance for all proposed techniques with more than 3 dB

gain over the FD technique at an uncoded BER of 10−2 and 5 dB gain over the SISO TD-

NF. The overall gain for the SIMO TD-NF technique over the SISO receiver without noise

mitigation is 8 dB at an uncoded BER of 10−2. The BER performance of the SIMO TD-ENF

technique is worse than that of the SIMO TD-NF technique by 2 dB at an uncoded BER of

10−2. The reason for this degradation is due to the limited performance of the finite impulse

response (FIR) time-domain equalization in the SIMO TD-ENF technique. However, this

SNR degradation comes as a price for the reduced-complexity design.

The coded average BER performance for all proposed receivers under the FFB noise

model is shown in Fig. 6.10. The conclusions and performance differences for coded BER are
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Figure 6.10: Coded average BER for different techniques assuming FFB-TI noise model.

almost the same as uncoded BER, where the SIMO TD-NF technique achieves a performance

gain over all other techniques that is close to the corresponding gain in the uncoded BER

case. An additional result shown in the coded BER curves is the performance of the FD

noise mitigation technique for the SISO case. In this case, the estimated noise PSD per

temporal region is used in the LLR calculations, which enhances the performance compared

to the SISO receiver without noise filtering.

Since there is no previous work in the literature on the SIMO receivers under the cyclo-

stationary noise, we show the performance of the following three cases as benchmarks

1. We show the performance of the conventional SIMO MRC combiner without noise

filtering, i.e., assuming stationary noise. As shown in Fig. 6.10, the coded BER

performance of the proposed SIMO TD-NF technique outperforms the conventional

MRC receiver by more than 8 dB at a coded BER of 10−3.

99



2. We include the SISO coded BER performance of the technique developed in (Shlezinger

and Dabora, 2014) which is based on the cascaded FRESH filtering design. As shown

in Fig. 6.10, our proposed SISO TD-NF outperforms the SISO technique developed

in (Shlezinger and Dabora, 2014) by more than 1.5 dB at a coded BER of 10−3. This

performance gain comes as a result of two enhancements in our developed SISO TD-NF

compared to the design in (Shlezinger and Dabora, 2014). The first is that our SISO

algorithm uses a single stage that utilizes the cyclic frequencies of both the OFDM

signal and the cyclostationary noise. More importantly, we optimize the FRESH filter

parameters based on the cyclostationary noise parameters as will be discussed in the

complexity analysis section. Moreover, the total number of taps in our proposed SISO

FRESH filter design (29×40 = 1160 taps) is much lower than the total number of taps

used in the design of (Shlezinger and Dabora, 2014) which is 1600×5+128×5 = 8640

taps. Note that our proposed SIMO TD-NF has the same total number of taps as in

the SISO TD-NF.

3. The performance of the SIMO TD-NF where per-subchannel MMSE combining is used

in the frequency domain assuming perfect knowledge of the per subchannel auto and

cross-correlation functions of the residual noise (i.e., after FRESH filtering) for each

temporal noise region. We refer to this receiver architecture in the coded BER results

as SIMO TD-NF-P. Knowledge of the residual noise correlation matrix per subchannel

is not possible unless training data is used. Instead, we calculate the average residual

noise power for each receiver phase which corresponds to the TAMSE and apply a

simple MRC combiner. As shown in Fig. 6.10, the BER performance of this simple

MRC combiner after the TD-NF is very close to the per subchannel MMSE combiner

TD-NF-p (the performance gap is around 0.3 dB only). The TAMSE can be calculated

easily using (6.20) based on the estimated correlation matrix.
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Table 6.3: Complexity comparison for the proposed techniques.

Technique Initial Complexity (per Tav = NavTsampling) Running Complexity (per Tsampling)

TD-NF Rzz estimation

(NpKL)(NpKL + 1)

2︸ ︷︷ ︸(
number of elements for

symmetric matrix

)
× 2︸︷︷︸(

number of multipliers
per element

)×Nav

rzxi
estimation

NpKL︸ ︷︷ ︸(
number of elements

in the vector

)× 2︸︷︷︸(
number of multipliers

per element

)×Nav

Rzz inverse calculation

(
NpKL

)3
3︸ ︷︷ ︸(

based on cholesky
decomposition

)

ŵi generation
(
NpKL

)2

Filtering

Np × (NpKL)

LLR calculation

Np ×
(
Nac

NB

)

TD-ENF Rzz estimation

(NpKL)(NpKL + 1)

2︸ ︷︷ ︸(
number of elements for

symmetric matrix

)
× 2︸︷︷︸(

number of multipliers
per element

)×Nav

rzdi
estimation

NpKL︸ ︷︷ ︸(
for multiplication by the channel, assuming prior

computation for OFDM correlation

)

Rzz inverse calculation

(
NpKL

)3
3︸ ︷︷ ︸(

based on cholesky
decomposition

)

ŵ generation
(
NpKL

)2

Filtering

(NpKL)

FD Rzz estimation

(Np)(Np + 1)

2︸ ︷︷ ︸(
number of elements for

symmetric matrix per subchannel

)
×Nac ×NR ×Nav

Rzz inverse calculation

(
Np
)3

3︸ ︷︷ ︸(
based on cholesky

decomposition

)
×Nac ×NR

LLR calculation

2︸︷︷︸(
two calculations for

the binary PSK

)×
(
N

2
p +Np

)
×
(
Nac

NB

)
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Figure 6.11: FFB-TI noise cyclic auto-correlation.

6.4 Complexity Analysis

In this section, we compare the complexities of the different proposed noise mitigation tech-

niques in terms of the number of multiplications. The complexity of each technique can be

categorized into initial and running complexities. Initial complexity includes the correlation

matrices estimation in addition to the computations of the filter coefficients. The running

complexity includes the filtering operations as well as equalization (or equivalently the LLR

calculation). Table 6.3 shows the complexity comparison between the different techniques.

As shown in Table 6.3, the SIMO TD-NF has the highest complexity among all proposed

techniques in both the initial and running stages. The complexity of the SIMO TD-NF

technique is totally controlled by K and L. As discussed earlier, the optimal value of K is

a single complete cycle. However, for the NB-PLC noise’s cyclic auto-correlation function,

only few components contain most of the energy where the lower the component frequency

is, the higher is its energy. Thus, the stationary component is the strongest component. This

fact is demonstrated in Figs. 6.11 and 6.12 which show the cyclic auto-correlation function
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Figure 6.12: RB-LV14 noise cyclic auto-correlation.

for the FFB-TI and RB-LV14 noise models, respectively. On the other hand, the value of

L is dictated by the maximum lag, denoted by `m, for which the cyclic auto-correlation

function is non-zero over all cyclic frequencies. In general, the optimum number of coeffi-

cients is infinity. However, it is well-known that the auto-correlation function decays with

lag `m and it can be shown from the cyclic auto-correlation functions in Figs. 6.11 and

6.12 that an approximated value for the maximum lag `m can be easily identified. It is

clear that increasing K and/or L improves the performance. However, if the total number

of coefficients of the FRESH filter (Ltot = NpKL) is assumed to be fixed based on the

overall allowable complexity level, the problem of selecting K and L can be viewed as an

optimization problem. A fixed total number of filter coefficients means constant complexity

even for different combinations of K and L since the auto-correlation matrix size is always

NpKL×NpKL. Assuming a fixed total number of coefficients for the FRESH filter, we may

choose the combination of K and L using one of the following methods
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Figure 6.13: FFB-TI noise TAMSE versus both K and L for Phase B, SNR = 0 dB.
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Figure 6.14: RB-LV14 noise TAMSE versus both K and L for Phase B, SNR = 0 dB.

1. Assuming a constant number of coefficients per branch `(k) = L. In this case,

we first determine the maximum lag `m from the stationary component using a certain
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threshold. We assume that the stationary component has the maximum lag `m which

is a good assumption as shown in the cyclic auto-correlation function plots in Figs.

6.11 and 6.12. Then, we choose L as the closest integer value to `m that is a factor

of Ltot and results in an odd number of branches K. Alternatively, we can calculate

the average energy for each cyclic frequency and use some threshold to decide on the

number of cyclic components to be included. Suppose that we decide to stop at the

cyclic component km, then, choose K as the closest odd integer to km that is also a

factor of Ltot. The resulting K and L from the previous methods are generally different.

Figs. 6.13 and 6.14 show the TAMSE vs both K and L for the FFB-TI and RB-

LV14 noise models, respectively. Since the FFB-TI noise model has a relatively large

correlation lag ` as shown in Fig. 6.11, choosing a large L is better than choosing a

large K. On the other hand, since the RB-LV14 model has a relatively large number

of cyclic frequencies as shown in Fig. 6.12, choosing a large K is better than choosing

a large L. The TAMSE versus NpKL is shown in Fig. 6.15.

2. Assuming a variable number of coefficients per branch `(k). In this case, we

first determine the maximum lag `m for the stationary component and choose it as `(0).

Then, compute the maximum lag `m for the first cyclic component and determine the

number of coefficients per the first positive and negative components `(1) and `(−1)

since they are symmetric. We continue to compute `(k) for the other components

until we reach the total number of coefficients, i.e., Ltot = Np

∑
k `(k). This method

is expected to be better than the previous one since it results in more flexible choices

but requires a higher complexity.

Interestingly, we observe from Fig. 6.16 that the energy of the cyclic frequency components

of the OFDM signal is very small. We also arrive at the same conclusion through the TAMSE

comparison with and without including the OFDM cyclic frequency components. As shown

105



0 500 1000 1500 2000 2500 3000 3500
−20

−19

−18

−17

−16

−15

−14

−13

−12

 

 

X: 20
Y: −12.44

NpK × L

T
A

−
M

S
E

 [d
B

]

X: 120
Y: −14.56

RB−LV14 (Phase B)
FFB−TI (Phase B)

Figure 6.15: TAMSE versus NpKL for the TD-NF technique.
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Figure 6.16: OFDM signal cyclic auto-correlation.

in Fig. 6.17, the TAMSE shows a very small enhancement (0.1 dB) when adding 18 OFDM

cyclic frequency components. As a result, we may not use any OFDM cyclic frequency

components in our FRESH filter design of the proposed receiver noise mitigation techniques

and only the stationary component can be included which is common between the OFDM

and noise signals.
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CHAPTER 7

PROPOSED SPARSITY-BASED JOINT NBI AND IMPULSE NOISE

MITIGATION IN HYBRID PLC-WIRELESS TRANSMISSIONS 1

In this chapter, we develop NBI and IN mitigation techniques, based on the principles of

compressive sensing (CS), that exploit the inherent (non-contiguous or contiguous) sparse

structures of NBI and IN in the frequency and time domains, respectively (Mokhtar et al.,

2015; Elgenedy et al., 2018). In addition, we investigate other features such as prior knowl-

edge about the sparsity level at each receive antenna and powerline which helps to reduce

implementation complexity or enhance the estimation performance. Moreover, we investi-

gate the performance degradation assuming more realistic asynchronous NBI scenario and

propose enhancement techniques for this case. Next, we show how to exploit the spatial

correlations of the NBI and IN across the receive antennas and powerlines. To further im-

prove the estimation performance, we propose a Bayesian linear minimum mean square error

based approach for estimating both non-contiguous and contiguous NBI and IN based on

their second-order statistics. Finally, we simulate the performance of the different proposed

techniques, and we show the significant performance enhancement of the joint processing

of our proposed NBI and IN sparsity-based mitigation techniques compared to separate

processing of the wireless and powerline received signals.

Notation: For the rest of this chapter, I and F denote the identity and the unitary discrete

Fourier transform (DFT) matrices, respectively, while subscripts denote their dimensions.

Matrices/vectors in the frequency domain are denoted by A
(u)
X /a

(u)
X , where the subscript

X ∈ {W,P} denotes the communication system with W for wireless system and P for

PLC system, while the superscript u denotes the uth antenna/wire. The corresponding time

domain matrices/vectors are denoted by Ā
(u)
X /ā

(u)
X .

1© 2018 IEEE M. Elgenedy, M. M. Awadin, R. Hamila, W. U. Bajwa, A. S. Ibrahim and N. Al-Dhahir,
”Sparsity-Based Joint NBI and Impulse Noise Mitigation in Hybrid PLC-Wireless Transmissions,” in IEEE
Access, vol. 6, pp. 30280-30295, 2018.
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Figure 7.1: System model of the SIMO hybrid wireless/PLC system (red fonts indicate sparse
vectors).

7.1 System Model

We assume single-input multiple-output (SIMO) OFDM simultaneous transmissions over

wireless and PLC links (Lai and Messier, 2012) as shown in Fig. 7.1. The wireless link op-

erates in the WLAN unlicensed frequency band and consists of a single-antenna transmitter

and a K-antenna receiver. The PLC receiver can process up to β ∈ {1, 2, 3} outputs over

its 3 receive wires (phases). The NBI over the different wireless receive antennas is assumed

to be uncorrelated. In addition, we assume that the PLC receive wires experience uncor-

related IN. Assuming uncorrelated NBI/IN over the different receive antennas/wires is a

worst-case assumption since the spatial correlation between the wireless and/or PLC receive

branches can be exploited to further enhance the NBI and IN mitigation performance, as

will be discussed in Section 7.3.3. Given these assumptions, the received signals at the kth,

k ∈ {1, . . . , K}, antenna and the jth, j ∈ {1, . . . , β}, wire are given by

ȳ
(k)
W =H̄

(k)
W x̄ + ī

(k)
W + n̄

(k)
W , (7.1)

ȳ
(j)
P =H̄

(j)
P x̄ + ī

(j)
P + n̄

(j)
P , (7.2)
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Assuming M OFDM subcarriers per OFDM symbol, the H̄
(k)
W and H̄

(j)
P denote the M ×

M circulant channel matrices between the transmitter’s antenna/wire and the kth/jth re-

ceiver’s antenna/wire of the wireless/PLC link. The first columns of these matrices are[
h̄

(k)T
W 01×M−LW

]T
and

[
h̄

(j)T
P 01×M−LP

]T
, where h̄

(k)
W and h̄

(j)
P are the wireless and

PLC channel impulse response (CIR) vectors with LW and LP taps, respectively. The wire-

less CIR taps is assumed to be Gaussian distributed, while the magnitudes of the PLC CIR

taps are assumed log-normal distributed (Guzelgoz et al., 2010). Furthermore, we assume

perfect channel state information (CSI) at the wireless and PLC receivers. Using x for the

M × 1 OFDM data vector, the vector x̄ in (7.1) and (7.2) is defined as x̄ = F∗Mx. Further-

more, n̄
(k)
W and n̄

(j)
P denote complex zero-mean circularly-symmetric AWGN vectors at the

kth/jth receiver’s antenna/wire with variances σ2
W and σ2

P , respectively. Finally, the NBI

(sparse in the frequency domain) and the IN (sparse in the time domain) vectors at each

antenna/wire are denoted by ī
(k)
W and ī

(j)
P , respectively.

Applying the DFT to (7.1) and (7.2), we obtain

FM ȳ
(k)
W︸ ︷︷ ︸

,y
(k)
W

= FMH̄
(k)
W F∗M︸ ︷︷ ︸

,Λ
(k)
W

x + FM ī
(k)
W︸ ︷︷ ︸

,i
(k)
W

+ FM n̄
(k)
W︸ ︷︷ ︸

,n
(k)
W

, and (7.3)

FM ȳ
(j)
P︸ ︷︷ ︸

,y
(j)
P

= FMH̄
(j)
P F∗M︸ ︷︷ ︸

,Λ
(j)
P

x + FM ī
(j)
P + FM n̄

(j)
P︸ ︷︷ ︸

,n
(j)
P

, (7.4)

where Λ
(k)
W and Λ

(j)
P are M ×M diagonal matrices whose diagonal elements (collected in the

vectors
[
h

(k)
W,1 . . . h

(k)
W,M

]
and

[
h

(j)
P,1 . . . h

(j)
P,M

]
) are the channel frequency response (CFR)

coefficients of the kth/jth receiver’s antenna/wire of the wireless/PLC output, respectively.

The vector i
(k)
W denotes the frequency-domain (FD) NBI at the kth antenna. In addition,

the sparsity of NBI (in frequency) and IN (in time) implies that ‖i(k)
W ‖0 , ρ

(k)
W � M and

‖̄i(j)P ‖0 , ρ
(j)
P �M .
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Combining the received wireless and PLC signals in (7.3) and (7.4) for all k ∈ {1, . . . , K}

and j ∈ {1, . . . , β} into a single column vector leads to the following model

y
(1)
W

...

y
(K)
W

y
(1)
P

...

y
(β)
P


︸ ︷︷ ︸

,y

=



Λ
(1)
W

...

Λ
(K)
W

Λ
(1)
P

...

Λ
(β)
P


︸ ︷︷ ︸

,G

x +



i
(1)
W

...

i
(k)
W

FM ī
(1)
P

...

FM ī
(β)
P


︸ ︷︷ ︸

,i

+



n
(1)
W

...

n
(K)
W

n
(1)
P

...

n
(β)
P


︸ ︷︷ ︸

,n

. (7.5)

Here, we refer to the M(K + β) × 1 vector y as the measurement vector, while we refer to

the M(K + β) × M matrix G as the channel matrix. Note that G consists of the CFR

matrices of the wireless and PLC links, i.e., G ,
[
GH
W GH

P

]H
, where GW and GP denote

the concatenated FD channel matrices for the wireless and PLC links, respectively. Finally,

i denotes the M(K+β)×1 combined NBI and IN vectors, n is the equivalent M(K+β)×1

noise vector in frequency domain. Our main objective here is to use (7.5) to estimate the

NBI and IN vectors.

In practice, the NBI and IN signals inherit several attractive features due to the nature of

wireless and PLC links, respectively, that play an important role in mitigating their effects.

Specifically, both NBI and IN can either be non-contiguous or contiguous, i.e., they can

occupy either dispersed or consecutive frequency subcarriers and time samples, respectively.

Moreover, NBI can be synchronous or asynchronous depending on the interference source.

In the synchronous scenario, the NBI samples fall exactly on the desired signal’s DFT grid

while asynchronous NBI exhibits a carrier frequency offset with respect to the desired signal’s

carrier frequency. In this chapter, we mainly focus on the synchronous NBI and IN case.

The asynchronous NBI is only discussed in Subsection 7.2.3. Consideration of asynchronous

IN is beyond the scope of this chapter. In the next sections, we propose efficient algorithms

to effectively exploit NBI and IN signal features.

111



7.2 Sparsity-Based Joint Estimation of Non-Contiguous NBI and IN

In this section, we investigate the use of sparse recovery algorithms for the mitigation of non-

contiguous NBI and synchronous IN signals. Initially, we assume synchronous NBI, then we

discuss the asynchronous NBI case in Subsection 7.2.3. To estimate NBI and IN vectors

from y, we first cancel the unknown term Gx in (7.5) by projecting y onto the left-null

space of G using the projection matrix (Caire et al., 2008a; Gomaa and Al-Dhahir, 2011)

Q = IM(K+β) −GG†, where G† denotes the pseudoinverse of G given by
(
GHG

)−1
GH for

the case of a full column rank G. Since QG = 0M(K+β)×M , the projected received signal is

given by

y′ , Qy = Qi + Qn. (7.6)

Let ieqv represent the concatenation of the NBI vector in the frequency domain and IN vector

in the time domain, i.e., ieqv ,

[
i
(1)T

W . . . i
(K)T

W ī
(1)T

P . . . ī
(β)T

P

]T
. Then, vector i can

be written in terms of ieqv as follows

i =

 IKM 0KM×βM

0βM×KM Iβ ⊗ FM


︸ ︷︷ ︸

,A

ieqv, (7.7)

where ⊗ denotes the Kronecker product operation.

Now, (7.6) can be rewritten as follows

y′ , Qeqvieqv + n′, (7.8)

where the measurement matrix Qeqv is defined in terms of Q as Qeqv = QA, and n′ , Qn.

Now, we have reduced our joint NBI and IN estimation problem to the linear model in

(7.8). While we can use conventional estimation techniques in this setting to estimate ieqv,

we know from (Gomaa and Al-Dhahir, 2011; Caire et al., 2008a; Candes et al., 2006) that
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Algorithm 1 OMP for Joint Estimation of Non-Contiguous NBI and IN

Inputs: Matrix Qeqv, vector y′, and sparsity level S.

Initialization: Define set index I0 = {}, set residual r0 = y′, estimate îeqv = 0(K+β)M , and
the iteration count l = 1.
The lth iteration:

1. Calculate δi =
∣∣rHl−1Qeqv(:, i)

∣∣ for all i /∈ Il−1, where Qeqv(:, i) denotes the column i in
the matrix Qeqv.

2. Search for index of the next non-zero entry at the lth iteration as cl = argmax
i

δi.

3. Update the non-zero entries indices as Il = Il−1 ∪ {cl}.

4. Set îeqv(Il) = (Qeqv(:, Il))
† y′, where îeqv(Il) denotes the entries of îeqv indexed by Il.

5. Calculate the residual error term at the lth iteration as rl = y′ −Qeqv(:, Il)̂ieqv(Il).

6. If l = S then exit, else set l = l + 1 and go to Step 1.

exploiting the sparsity of ieqv can further enhance the estimation performance. In particular,

CS principles advocate for the estimation of sparse vectors by solving problems of the form

(7.8) as follows

îeqv , argmin
i∈C(K+β)M

‖Qeqvi− y′‖2
2 subject to ‖i‖0 = S, (7.9)

where S is the number of non-zero elements of ieqv, defined as S ,
∑K

k=1 ρ
(k)
W +

∑β
j=1 ρ

(j)
P .

Note that while (7.9) in its stated form has combinatorial complexity, there exist a number

of greedy and optimization-based techniques in the CS literature that can be applied to

efficiently solve this problem. In this chapter, we use a well-known greedy algorithm, named

orthogonal matching pursuit (OMP) (Pati et al., 1993), because of its low computational

complexity. OMP algorithm estimates îeqv iteratively by selecting S columns of Qeqv that

are most correlated with the observations y′ and then solving a restricted least-squares (LS)

problem using the selected columns. For completeness, we summarize its main steps in

Algorithm 1 using the notation of this chapter.

113



Remark: The matrix Qeqv has a closed-form expression since both Q and G have a

special structure and can be decomposed into diagonal matrices. Specifically, after some

algebraic manipulations, it follows that

Q =IM(K+β) −

GWGH
W GWGH

P

GPGH
W GPGH

P

× (IK+β ⊗Ψ) (7.10)

with the matrix Ψ defined as follows:

Ψ ,

[
Λ

(1)
W

(
Λ

(1)
W

)H
+ . . .+ Λ

(K)
W

(
Λ

(K)
W

)H
+Λ

(1)
P

(
Λ

(1)
P

)H
+ . . .+ Λ

(β)
P

(
Λ

(β)
P

)H]−1

. (7.11)

Assuming perfect CSI, Q can be computed efficiently from (7.10) since it is much easier to

compute the inverse of the diagonal matrix in (7.11), denoted by Ψ, instead of using the

form Q = IM(K+β) −GG† which requires computation of the inverse of the general matrix(
GHG

)−1
.

In the following, our proposed framework for joint estimation of non-contiguous NBI and

IN is extended to include the following cases. First, in Subsection 7.2.1, we consider the

general case of unequal sparsity levels of NBI and IN on different antennas/wires. Second,

in Subsection 7.2.2, we exploit knowledge of the second order statistics of the NBI and IN

to enhance the estimation quality. Finally, in Subsection 7.2.3, we investigate the case when

the carrier frequency of the NBI signal is different than the desired signal’s carrier frequency

(asynchronous NBI), which leads to NBI leakage across the OFDM subcarriers.

7.2.1 Multi-Level OMP

In this subsection, we exploit knowledge of the, generally unequal, sparsity levels of the NBI

and IN signals across antennas and wires, respectively.
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In this case, the problem formulation in (7.9) can be rewritten as follows:

îeqv , argmin
i∈C(K+β)M

‖Qeqvi− y′‖2
2

subject to ‖T(u)
X i‖0 = ρ

(u)
X , ∀(X, u), (7.12)

where (X, u) ∈ {(W, 1), ..., (W,K), (P, 1), ..., (P, β)}, T
(u)
X is a diagonal matrix of size

(K+β)M×(K+β)M and its diagonal entries are all zeros except for M ones corresponding

to the uth receive antenna/wire. Hence, the operation ‖T(u)
X i‖0 counts the number of non-zero

entries in the NBI/IN vector at the uth receive port.

To solve this problem, we present a modified version of the greedy OMP algorithm such

that a multi-level sparsity constraint for each segment of vector i is satisfied. The modified

multi-level OMP recovery algorithm aims to reduce computational complexity by reducing

the search space based on the pre-defined different antennas’/wires’ sparsity levels ρ
(u)
X . In

other words, multi-level OMP aims to achieve the same performance as that of the greedy

OMP at a much lower complexity. Specifically, we define the vector z
(u)
X that counts the

number of detected non-zero elements for each antenna/wire u for every iteration l. In each

iteration l, we map the detected element index cl to the corresponding antenna/wire u and

update the vector z
(u)
X . Then, we compare the updated vector z

(u)
X with the desired sparsity

level ρ
(u)
X . Once the vector z

(u)
X reaches the sparsity level for a specific antenna/wire u′, i.e.,

z
(u′)
X = ρ

(u′)
X , we exclude all indices associated with the antenna/wire u′ from the search space.

The entire procedure for multi-level OMP is given in Algorithm 2.

Computational savings in multi-level OMP

We compare the total computational complexity of the multi-level OMP algorithm against

the total computational complexity of the OMP algorithm in terms of the number of multi-

plications. As shown in Algorithm 1, for the OMP algorithm, a matrix/vector multiplication

is required in Steps 1, 4 and 5. The first step of the OMP algorithm requires multiplying the
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Algorithm 2 Multi-level OMP for Joint Estimation of Non-Contiguous NBI and IN

Inputs: Vector y′, matrix Qeqv, multi-level sparsity constraints ρ
(u)
X , and overall sparsity S.

Initialization: Define set index I0 = Ĩ0 = {}, set residual r0 = y′, estimate îeqv = 0(K+β)M ,

iteration count l = 1, and z
(u)
X = 1, (X, u) ∈ {(W, 1), ..., (W,K), (P, 1), ..., (P, β)}.

The lth iteration:

1. Compute δi =
∣∣rHl−1Qeqv(:, i)

∣∣ for all i /∈ Ĩl−1.

2. Search for index of the next non-zero entry at the lth iteration as cl = argmax
i

δi.

3. If cl > MK, then X = P and u =
⌈
cl−MK
M

⌉
, else X = W and u =

⌈
cl
M

⌉
.

4. For (X, u) calculated in the previous step, if z
(u)
X > ρ

(u)
X , then add all the column

indices associated with the uth receive port to the set Ĩl if they do not exist already,
i.e., Ĩl = Ĩl−1∪ψ, where ψ = {(u−1)M + 1, ..., uM} if X = W , and ψ = {((u−1)M +
1, ..., uM) +MK} if X = P , and go to Step 1, else proceed to Step 5.

5. Update the non-zero elements indices as Il = Il−1 ∪ {cl} and Ĩl = Ĩl−1 ∪ {cl}.

6. Set îeqv(Il) = (Qeqv(:, Il))
† y′, where îeqv(Il) denotes the elements of îeqv indexed by Il.

7. Calculate the residual error at the lth iteration as rl = y′ −Qeqv(:, Il)ieqv(Il) and set

z
(u)
X = z

(u)
X + 1.

8. If l = S then exit, else set l = l + 1 and go to Step 1.

vector rl−1 by the matrix Qeqv(:, i), which is a subset of the matrix Qeqv that includes all

columns except the indices corresponding to the detected interference indices, i.e., i /∈ Il−1.

To compute the LS estimate îeqv(Il), Step 4 requires computation of the pseudo-inverse of

Qeqv(:, Il) in addition to a matrix/vector multiplication, where Qeqv(:, Il) is a subset of the

matrix Qeqv that includes the columns corresponding only to the detected interference in-

dices Il. In Step 5, a matrix/vector multiplication between the estimated interference vector

îeqv(Il) and the matrix Qeqv(:, Il) is needed to compute the residual vector rl. Here, the com-

putational complexity of Step 5 can be neglected since the vector îeqv(Il) is a sparse vector

with maximum sparsity level S. Moreover, in Step 4, Qeqv(:, Il) has a maximum dimension

of M(K+β)×S in the last iteration. This means that, in the worst case, the LS estimation
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first requires inversion of a matrix of size S × S (which requires S3/3 multiplications using

Cholesky factorization) and then a matrix/vector multiplication requiring M(K + β) × S

multiplications. Hence, under the assumption S << M(K + β), the LS complexity is very

small and can be neglected compared to the complexity of Step 1, which involves a ma-

trix/vector multiplication requiring M(K + β) ×M(K + β) multiplications. Similarly, for

the multi-level OMP algorithm, the complexity is dominated by Step 1 under the assump-

tion S << M(K + β). Therefore, in the following computational complexity comparison,

we focus only on the complexity of Step 1.

For simplicity, we assume the same sparsity level for all antennas and wires, i.e., ρ
(k)
W =

ρ
(j)
P = ρ for all k ∈ {1, ..., K} and j ∈ {1, ..., β}. Now, let N = M(K + β), then the total

complexity of the OMP algorithm COMP can be expressed as follows:

COMP =
S−1∑
i=0

N(N − i) =

K+β∑
m=1

ρ−1∑
i=0

N(N − (m− 1)ρ− i). (7.13)

As discussed earlier, the computational savings for the multi-level OMP algorithm comes

from the reduction of the search space (number of columns) in Step 1 with successive iter-

ations. In particular, unlike the OMP algorithm, instead of eliminating one column every

iteration, the multi-level OMP either eliminates one column or M columns in every iteration

based on a condition on the number of detected NBI/IN subcarriers/samples at each an-

tenna/wire. Since the complexity reduction in every iteration of the multi-level OMP is not

deterministic, the complexity of the multi-level OMP is not fixed. Thus, we evaluate the best

and worst case complexity for the multi-level OMP algorithm. For the best case complexity,

the detection is performed for all NBI/IN indices associated with the first antenna/wire so

that all columns corresponding to the first antenna/wire can be excluded from the remain-

ing iterations, then the detection is performed for all NBI/IN indices associated with the

following antenna/wire and so on. The complexity for the best case of the multi-level OMP
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algorithm CMOMP,b can be evaluated as follows:

CMOMP,b =

K+β∑
m=1

ρ−1∑
i=0

N(N − (m− 1)M − i). (7.14)

Comparing (7.13) and (7.14), it is clear that the best case complexity of the multi-level

OMP algorithm is much smaller than the complexity of the OMP algorithm since M >> ρ.

However, the worst case complexity of the multi-level OMP algorithm occurs when the

column’s exclusion is not possible until the last (K+β) iterations where every antenna/wire

has only one remaining NBI/IN index to be detected. Since the complexity saving in the

worst case multi-level OMP algorithm (compared to OMP algorithm) is only in the last

(K + β) iterations, the worst case complexity of the multi-level OMP algorithm CMOMP,w

as a function of the complexity of the OMP algorithm COMP is given by the following

expression:

CMOMP,w =COMP−
S−1∑

i=S−K−β+1

N(M − ρ)(i− S +K + β). (7.15)

Note that the term subtracted from the COMP in (7.15) is always positive. Hence, the

worst case complexity of the multi-level OMP algorithm is always lower than the complexity

of the OMP algorithm. In Section 7.4, we present numerical results for the computational

complexity savings in the multi-level OMP compared to the OMP algorithm.

7.2.2 LMMSE Based OMP

In this subsection, we exploit knowledge of the second-order statistics of the NBI and IN

signals, when they are available at the receiver, to further enhance the quality of their

estimates. In particular, we propose replacing the LS estimator in Step 4 in Algorithm 1
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(Step 6 in Algorithm 2) with the linear minimum mean square error (LMMSE) estimator

based on the second-order statistics of NBI, IN and noise (Kay, 1993) as follows:

îeqv(Il) = E
[
ieqv(Il)y

′H
]
E
[
y′y′

H
]−1

y′, (7.16)

where E
[
ieqv(Il)y

′H
]

= RieqvQ
H
eqv(:, Il), E

[
y′y′H

]
=
(
Qeqv(:, Il)RieqvQ

H
eqv(:, Il) + Rn′

)
, and

Rieqv and Rn′ are the covariance matrices for ieqv and n′ in (7.8), respectively. For simplicity,

we assume that the non-zero entries of the NBI and IN vectors are independent and iden-

tically distributed (i.i.d.) zero-mean Gaussian random variables with variances EW and EP ,

respectively. In addition, we assume i.i.d. zero-mean Gaussian noise for both the wireless

and PLC links with variances σ2
W and σ2

P , respectively.

To evaluate (7.16), we need to compute Rieqv and Rn′ . First, we derive an expression for

Rieqv . Since both NBI and IN are assumed independent over different antennas/wires, Rieqv

is a block diagonal matrix and can be written as follows:

Rieqv = diag
[
R

(1)
ieqv,W

, · · · , R
(K)
ieqv,W

,R
(1)
ieqv,P

, · · · ,R(β)
ieqv,P

]
, (7.17)

where each submatrix R
(u)
ieqv,X

can be evaluated as follows:

R
(u)
ieqv,X

= E
[
i
(u)
eqv,X i

(u)H

eqv,X

]
=
∑

ωuX∈U
u
X

E
[
i
(u)
eqv,Xi

(u)H

eqv,X |ω
u
X

]
p(ωuX). (7.18)

Here, i
(u)
eqv,X = i

(k)
W when X = W , and i

(u)
eqv,X = ī

(j)
P when X = P . The summation in

(7.18) is taken over the set of all possible sparsity profiles, denoted by UuX , while p(ωuX) is

the probability that the ωuX sparsity profile is activated and it is assumed to be a uniform
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distribution2, i.e.,

p(ωuX) =
1(
M

ρ
(u)
X

) . (7.19)

It is then straightforward to show that

R
(u)
ieqv,X

= EX

( M−1

ρ
(u)
X −1

)(
M

ρ
(u)
X

) IM = EX
ρ

(u)
X

M
IM . (7.20)

Next, we evaluate the covariance matrix of the equivalent noise in (7.8), which is given

by

Rn′ = E
[
n′n′H

]
= QRnnQH , (7.21)

where Rnn = diag [σ2
W IKM , σ

2
P IβM ].

7.2.3 Joint Processing with Asynchronous NBI

In practice, the carrier frequency of the NBI signal can deviate from that of the desired signal

which causes NBI energy leakage across the OFDM subcarriers, therefore, the sparsity level

of the NBI is reduced. To improve the robustness of sparsity-based NBI recovery against

carrier frequency offset (CFO), we apply time-domain windowing to reduce the DFT side

lobes and enhance the sparsity level of the NBI signal. After applying the time-domain

windowing to the wireless received signal and performing the DFT of (7.1), we get

FMΦȳ
(k)
W︸ ︷︷ ︸

,y̌
(k)
W

=FMΦH̄
(k)
W F∗M︸ ︷︷ ︸

,Λ̌
(k)
W

x + FMΦD
(k)
W ī

(k)
W︸ ︷︷ ︸

,ǐ
(k)
W

+FMΦn̄
(k)
W︸ ︷︷ ︸

,ň
(k)
W

, (7.22)

2Note that the assumptions on the NBI and IN statistical distributions are only required in this Subsection
and Subsection 7.3.2 to evaluate the covariance matrices. However, all other algorithms proposed in this
chapter are independent of NBI and IN statistical distributions assumptions.
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where the matrix D
(k)
W , diag

[
1, exp

(
i2πα(k)

M

)
, · · · , exp

(
i2πα(k)(M−1)

M

)]
with α(k) denoting

the CFO between the NBI signal and the wireless received signal normalized to the OFDM

subcarrier spacing. The CFO α(k) is assumed to be uniformly-distributed in the range

[−0.5, 0.5], and i.i.d. across different antennas. The windowing matrix Φ is an M × M

diagonal matrix where the diagonal elements are the window coefficients. Moreover, the

matrix Λ̌
(k)
W denotes the new M ×M effective channel matrix after applying the windowing

operation. Here, ǐ
(k)
W denotes the FD NBI vector at the kth receive antenna. The concatenated

received wireless and PLC vector, denoted by y̌, is given by

y̌ , Ǧx + ǐ + ň, (7.23)

where the modified channel matrix Ǧ is the same as G defined in (7.5) with Λ
(k)
W replaced

with Λ̌
(k)
W . In addition, the vector ǐ, which represents the combined NBI and IN vectors, is

the same as i defined in (7.5) but i
(k)
W is replaced with ǐ

(k)
W . Similar to (7.8), we project y̌ onto

the left-null space of Ǧ using the projection matrix Q̌ = IM(K+β) − ǦǦ†. The projected

received signal y̌′ is given by

y̌′ , Q̌ Aǐeqv︸ ︷︷ ︸
,ǐ

+Q̌ň = Q̌eqvǐeqv + ň′ (7.24)

where, ǐeqv ,

[
ǐ
(1)T

W . . . ǐ
(K)T

W ī
(1)T

P . . . ī
(β)T

P

]T
, ň′ , Q̌ň, and the modified measure-

ment matrix Q̌eqv , Q̌A, where A is defined in (7.7).

Although the windowing operation enhances sparsity, we found that the OMP algorithm

was not effective due to the power leakage caused by the CFO. Therefore, we instead esti-

mate ǐeqv by solving the following convex optimization problem using convex optimization

techniques:

îeqv , argmin
i∈C(K+β)M

‖i‖1 subject to
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‖Q̌eqvi− y̌′‖2
2 ≤ ε1 and ‖y̌ −Ai‖2

2 ≤ ε2,

where ε1 and ε2 are set such that ε1 ≤ ‖ň′‖2
2 and ε2 ≤ ‖Ǧx+ ň‖2

2 with high probability. Note

that, in contrast to (7.9), the sparsity level of NBI is unknown due to the power leakage. The

constraint in OMP on the sparsity level ‖i‖0 = S is effectively replaced here by the absolute

squared error, ‖Q̌eqvi− y̌′‖2
2 ≤ ε1. In addition, to further improve the ǐeqv estimate, we have

introduced an additional constraint on the received signal y̌ (before nulling the information

signal) based on (7.23), ‖y̌ − Ai‖2
2 ≤ ε2. The estimated îeqv can now be used to find the

support (non-zero indices) of ǐeqv. In particular, we compare the power of each element j of

the vector îeqv, determined by
∣∣∣̂ieqv[j]

∣∣∣2, with the average noise power per element, determined

by max{ε1,ε2}
(K+β)M)

, to estimate the support vector I as follows:

I =

{
j :

∣∣∣̂ieqv[j]
∣∣∣2 > max{ε1, ε2}

(K + β)M)

}
. (7.25)

7.3 Sparsity-Based Joint Estimation of Contiguous NBI and IN

In this section, we propose a sparse recovery framework for estimating contiguous NBI and

IN signals. In this case, both NBI and IN are modeled as block sparse vectors with few non-

zero blocks, each block of a size dX elements and X ∈ {W,P}. Here, the blocks’ boundaries

are assumed to be known and each non-zero block can only start at one of the following

indices {1, dX + 1, 2dX + 1, ..., (ζX − 1)dX + 1}, where ζX = M
dX

, X ∈ {W,P}. In addition,

we make the assumption that the number of subcarriers per OFDM symbol, denoted M ,

is an integer multiple of the block size3 dX . Hence, i
(k)
W and ī

(j)
P can be decomposed into

ζW and ζP blocks denoted by i
(k)
W,bW

and ī
(j)
P,bP

, respectively, where bW ∈ {1 · · · ζW} and

bP ∈ {1 · · · ζP}, and can be written as follows:

3When M is not an integer multiple of the block size dX , the last few elements that form an incomplete
block will not be considered as a block and, hence, will not be detected. In this case, ζX = b MdX

c, while
everything else in the proposed framework still holds.
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i
(k)
W =

[
i
(k)
W [1] · · · i(k)

W [dW ]︸ ︷︷ ︸(
i
(k)
W,1

)T
· · · i(k)

W [M−dW+1] · · · i(k)
W [M ]︸ ︷︷ ︸(

i
(k)
W,ζW

)T
]T
, (7.26)

ī
(j)
P =

[
ī
(j)
P [1] · · · ī(j)P [dP ]︸ ︷︷ ︸(̄

i
(j)
P,1

)T
· · · ī(j)P [M−dP+1] · · · ī(j)P [M ]︸ ︷︷ ︸(̄

i
(j)
P,ζP

)T
]T
. (7.27)

In particular, i
(k)
W and ī

(j)
P are block-sparse vectors and ρ

(k)
W,B ,

∑ζW
bW=1 1

{
‖i(k)
W,bW
‖2

}
and

ρ
(j)
P,B ,

∑ζP
bP=1 1

{
‖i(j)P,bP ‖2

}
count the number of non-zero blocks in i

(k)
W and ī

(j)
P , respec-

tively. The indicator function 1{.} is equal to 1 for a non-zero argument and is 0 otherwise.

For dW = dP = 1, ρ
(k)
W,B and ρ

(j)
P,B count the number of non-zero elements in i

(k)
W and ī

(j)
P ,

respectively.

Following the same procedure in (7.6) through (7.8), the problem of contiguous NBI and

IN recovery can be reduced to the estimation of a block sparse vector ieqv with SB non-zero

entries, where SB ,
∑K

k=1 ρ
(k)
W,B +

∑β
j=1 ρ

(j)
P,B. Exploiting this block-sparse structure, we can

estimate ieqv from (7.8) by solving the following optimization problem (Eldar et al., 2010):

îeqv , argmin
i∈C(K+β)M

M( K
dW

+ β
dP

)∑
l=1

‖il‖2, subject to ‖Qeqvi− y′‖22 6 ε,

where il denotes the block number l in the vector i.

As an alternative, several greedy algorithms from the CS literature can be applied to

solve this problem efficiently. One example is the block orthogonal matching pursuit (BOMP)

algorithm (Eldar et al., 2010), which is an extension of the traditional OMP algorithm (Pati

et al., 1993). BOMP constructs the blocks of ieqv iteratively by determining the sub-block of

the measurement matrix Qeqv that is most correlated with the measurements in (7.8) followed

by solving the LS problem using the selected sub-blocks. These sub-blocks are constructed

from the column vectors of Qeqv with a size of M(K+β)×d each, where d = min{dW , dP},

and Qeqv is defined as follows:

Qeqv = (7.28)
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Algorithm 3 BOMP for Joint Estimation of Contiguous NBI and IN

Inputs: Matrix Qeqv, vector y′, and block sparsity level SB.

Initialization: Define set index I0 = {}, set residual r0 = y′, estimate îeqv = 0(K+β)M×1,
and iteration count l = 1.
The lth iteration:

1. Calculate δi = ‖ (Qeqv,i)
H rl−1‖2 for all i /∈ Il−1.

2. Select index of the next non-zero block at the lth iteration as cl = argmax
i

δi.

3. Update the non-zero blocks indices as Il = Il−1 ∪ {cl}.

4. Solve the following optimization problem to find îeqv,l(j) for j ∈ Il:

min
{i(j)}∈Il

∣∣∣∣∣
∣∣∣∣∣y′ −∑

j∈Il

Qeqv,ji(j)

∣∣∣∣∣
∣∣∣∣∣
2

. (7.29)

5. Calculate the residual error term in the lth iteration as

rl = y′ −
∑
j∈Il

Qeqv,j îeqv,l(j). (7.30)

6. If l = SB then exit, else set l = l + 1 and go to Step 1.

[qeqv[1] · · · qeqv[d]︸ ︷︷ ︸
Qeqv,1

· · · qeqv[M(K+β)−d+1] · · · qeqv[M(K+β)]︸ ︷︷ ︸
Q

eqv,
M(K+β)

d

],

where qeqv[b] denotes the bth column of Qeqv. For completeness, we summarize the BOMP

algorithm main steps in Algorithm 3 using the notation of this chapter.

Note that in case of the size of the non-zero blocks d in the vector ieqv is known but

the boundaries of those blocks are not known, the BOMP performance will be significantly

degraded because the modified measurement matrix Qeqv cannot be partitioned into sub-

matrices that are aligned perfectly with the blocks of ieqv. This challenge is investigated in

the next section.
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Next, for our proposed joint estimation of contiguous NBI and IN algorithm, we investi-

gate the following extensions4. First, in Subsection 7.3.1, we consider the general problem of

unknown NBI and IN bursts’ boundaries. Second, in Subsection 7.3.2, we exploit knowledge

of the second order statistics of NBI and IN to enhance their estimation for the contiguous

NBI and IN sparse recovery problem. Finally, in Subsection 7.3.3, we exploit the high spatial

correlation of the NBI and IN signals across different antennas/wires to convert a generally

non-contiguous sparse recovery problem to a multi-level contiguous sparse recovery problem.

7.3.1 Joint Estimation of NBI-IN with Unknown Bursts’ Boundaries

In this subsection, we relax our assumption of the known blocks boundaries and extend the

recovery algorithm to cover the general case of unknown bursts’ boundaries, i.e., the non-zero

bursts of ieqv may not align with the predefined sub-matrices of Qeqv in (7.28). Instead, only

the number of non-zero entries, denoted by S, and the number of bursts, denoted by C, are

assumed to be known.

In (Cevher et al., 2009), a new CS recovery algorithm, called the (S, C) algorithm, was

introduced. The (S, C) algorithm exploits the bursts’ sparse structure without any prior

knowledge of the bursts’ boundaries, i.e., only knowledge of S and C is needed. The (S, C)

algorithm builds on the matching pursuit (CoSaMP) algorithm (Needell and Tropp, 2009)

with modified pruning based on dynamic programming principles. For completeness, we

summarize the key steps of the (S, C) algorithm in Algorithm 4 using the notation of this

chapter.

The main idea behind the pruning algorithm in (Cevher et al., 2009) is to use dynamic

programming principles to construct the bursts iteratively. In each pruning iteration, either

new entries are added to the constructed bursts, or those bursts are split into more bursts

4We do not discuss the asynchronous case for the contiguous NBI and IN recovery problem since it is
similar to the non-contiguous NBI and IN recovery problem.
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Algorithm 4 (S, C) Algorithm for Joint Estimation of Contiguous NBI and IN with Un-
known Bursts’ Boundaries
Inputs: Matrix Qeqv, vector y′, number of non-zero entries S, burst sparsity level C and the
normalized difference between the estimated vector in two consecutive iterations, denoted
by µ, where µ quantifies the performance-complexity trade-off (smaller µ results in better
estimates with more iterations).
Initialization: Set residual r0 = y′, estimate îeqv,0 = 0(K+β)M×1, and iteration count l = 1.
The lth iteration:

1. Update the residual as rl = y′ −Qeqvîeqv,l−1.

2. Calculate e = QH
eqvrl .

3. Prune e using |e| to calculate the best 2S indices set Ω for 2C bursts based on the
pruning algorithm in (Cevher et al., 2009).

4. Form set T = Ω∪supp
(
îeqv,l−1

)
, where supp (x) denotes indices of the non-zero entries

of x.

5. Define the vector b = 0(K+β)M×1 and estimate the elements in the set T by applying
the LS estimator as follows: b(T ) = Qeqv(:, T )†y′, where Qeqv(:, T ) is formed from the
Qeqv columns indexed by T .

6. Prune the vector b using the absolute values |b| to calculate the best S non-zero entries
in C bursts and compute îeqv,l.

7. The stopping criterion will depend on the convergence of the estimated îeqv,l. If
‖̂ieqv,l−îeqv,l−1‖

‖̂ieqv,l‖
≤ µ, then exit, else set l = l + 1 and go to Step 1.

until all of the S non-zero elements in the C bursts are calculated. The reader is referred to

(Cevher et al., 2009) for more details.

7.3.2 LMMSE Based BOMP

Similar to Subsection 7.2.2, replacing LS with LMMSE in BOMP entails computing the

covariance matrices of ieqv and n′. The noise covariance matrix Rn′ can be evaluated exactly

as in (7.21). However, we need to derive the covariance matrix of ieqv, denoted R̃ieqv , and

capture the sparsity profile of the contiguous NBI and IN vectors. Similar to Subsection

126



7.2.2, since the NBI and IN vectors are assumed to be independent from each other and

independent across the antennas/wires, the covariance matrix R̃ieqv is a block diagonal matrix

of submarices R̃
(u)
ieqv,X

as in (7.17). In addition, each submatrix R̃
(u)
ieqv,X

can be expressed as

in (7.18). However, evaluation of the expression in (7.18) will be different here since the

sparsity profile set for the block sparse NBI and IN, denoted by ŨX , includes only the block

sparse profiles which is different than the sparsity profile set of the non-contiguous sparse

NBI and IN assumed in Subsection 7.2.2. In particular, assume that the NBI/IN blocks are

of width dX , X ∈ {W,P}, and assume dX to be an odd number. The center of the block

c is selected uniformly at random from all valid indices of the OFDM symbols which are

given by the set {dX−1
2

+ 1, dX−1
2

+ 2, · · · ,M − dX−1
2
}. Note that indices less than dX−1

2
+ 1

and greater than M − dX−1
2

are not valid indices for the center of block c since they can not

construct a complete block. The probability density function (PDF) of activating the ω̃X

block in an OFDM symbol with M subcarriers can be defined by characterizing the PDF of

the center of block which can be written as follows:

p(ω̃c,X) =


1
Ñ
, dX−1

2
< c ≤M − dX−1

2
,

0, otherwise,

(7.31)

where c is the center index of the selected ω̃ block and Ñ = M − dX + 1. Hence, each

submatrix R̃
(u)
ieqv,X

can be evaluated as follows:

R̃
(u)
ieqv,X

= EX ×



m
Ñ
, 1 ≤ m < dX ,

dX
Ñ
, dX ≤ m ≤M − dX + 1,

N−dX+1

Ñ
, M − dX + 1 < m ≤M.

(7.32)

7.3.3 Multi-Level BOMP

Here, we exploit the NBI and IN spatial correlation across the receive ports (either antennas

or wires for the wireless or PLC systems, respectively) to convert the non-contiguous NBI
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and IN estimation problem to a block sparse recovery problem to enhance the estimation

performance and/or reduce the complexity. In practice, the NBI tends to affect the same

subcarriers over different receive antennas while the IN tends to occur at the same time

samples on different receive wires. Thus, the NBI and IN signals share the same support

indices over different antennas and wires, respectively.

In other words, although the problem formulation was originally non-contiguous (non-

block sparse) NBI and IN recovery, we can convert it to a block sparse NBI and IN recovery

problem by stacking the per subcarrier/time-sample received signal over the different anten-

nas/wires. As a result, the non-block sparse NBI (in the frequency domain) will be converted

to block sparse NBI with a block size equal to the number of antennas K. Similarly, the

non-block sparse IN (in the time domain) will be converted to block sparse IN with a block

size equal to the number of wires β. Moreover, we assume that NBI and IN affect the same

subcarrier/samples indices over different antennas/wires which results in the same sparsity

level for all antennas, i.e., ρ
(k)
W = ρW for all k ∈ {1, ..., K}, and the same sparsity level for

all wires, i.e., ρ
(j)
P = ρP for all j ∈ {1, ..., β}. Hence, the problem can be considered as a

multi-level block sparse recovery problem with only two block sizes K and β (since K and

β are generally unequal), unlike the multi-level OMP recovery problem in Subsection 7.2.1

which assumed different sparsity levels for the different antennas/wires.

To reap the benefits of this spatial correlation in SIMO hybrid powerline-wireless trans-

mission, we extend the conventional BOMP algorithm in (Eldar et al., 2010) to support

multiple block sparsity levels as described in the sequel.

Mathematically, in contrast to concatenating the FD received signals of the wireless and

PLC links as shown in (7.5), here, we stack the FD wireless received signal on top of the TD
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PLC received signal as follows:



y
(1)
W

...

y
(K)
W

ȳ
(1)
P

...

ȳ
(β)
P


︸ ︷︷ ︸

,ỹ

=



Λ
(1)
W

...

Λ
(K)
W

H̄
(1)
P FH

M

...

H̄
(β)
P FH

M


︸ ︷︷ ︸

,G̃

x +



i
(1)
W

...

i
(k)
W

ī
(1)
P

...

ī
(β)
P


︸ ︷︷ ︸

,ĩ

+



n
(1)
W

...

n
(K)
W

n̄
(1)
P

...

n̄
(β)
P


︸ ︷︷ ︸

,ñ

. (7.33)

Using the hybrid frequency-time domain structure in (7.33), the received signal samples can

be permuted such that the NBI and IN vectors at particular subcarriers and time samples

from different antennas and wires form blocks of size K and β, respectively. This can not

be accomplished in the pure frequency-domain structure in (7.5) because of the DFT matrix
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multiplying the IN vector. In particular, the received signal samples are permuted as follows:

y
(1)
W [1]

...

y
(K)
W [1]

...

y
(1)
W [M ]

...

y
(K)
W [M ]

ȳ
(1)
P [1]

...

ȳ
(β)
P [1]

...

ȳ
(1)
P [M ]

...

ȳ
(β)
P [M ]


︸ ︷︷ ︸

,r̃

=

 SW 0βM×βM

0KM×KM SP


︸ ︷︷ ︸

,S



y
(1)
W [1]

...

y
(1)
W [M ]

...

y
(K)
W [1]

...

y
(K)
W [M ]

ȳ
(1)
P [1]

...

ȳ
(1)
P [M ]

...

ȳ
(β)
P [1]

...

ȳ
(β)
P [M ]


︸ ︷︷ ︸

,ỹ

, (7.34)

where SW and SP are permutation matrices. Note that in (7.34), the elements of vector r̃ are

arranged such that for each subcarrier, we stack the received samples of all antennas/wires

together. In contrast, the elements of vector ỹ are arranged such that for each antenna/wire,

we stack all subcarriers together. From (7.33) and (7.34), we can write

r̃ = Sỹ , SG̃x + Sĩ + Sñ. (7.35)

Similar to (7.6), we null the desired signal by projecting r̃ on to the left null space of

Geqv = SG̃ to get

r′ , Q̃eqvr̃ = Q̃eqvSĩ + ñ′, (7.36)
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where Q̃eqv = IM(K+β) −GeqvG
†
eqv and ñ′ , Q̃eqvSñ.

Let ĩeqv , Sĩ denote the permuted version of the ĩ vector. Since ĩeqv is a block sparse

vector, this reduces the problem of estimating ĩeqv to a conventional block-sparse recovery

problem with the main difference being that the sizes of the blocks are known but not equal.

Consequently, we modify the conventional BOMP algorithm presented in (Eldar et al., 2010)

by dividing the measurement matrix Q̃eqv into two submatrices to accommodate different

block sizes as follows:

Q̃eqv =
[
Q̃

(W )
eqv,1, · · · , Q̃

(W )
eqv,M , Q̃

(P )
eqv,1, · · · , Q̃

(P )
eqv,M

]
,

where Q̃
(W )
eqv,i and Q̃

(P )
eqv,i, i ∈ {1, · · · , M} are submatrices that consist of K and β columns,

respectively. Our proposed multi-level BOMP is summarized in Algorithm 5.

Note that the complexity reduction in the multi-level BOMP algorithm is mainly due to

converting the noncontiguous sparse problem (which can be solved using OMP algorithm)

into a block sparse problem (which can be solved using BOMP algorithm). It is well known

that BOMP algorithm complexity is much less than the OMP algorithm complexity. How-

ever, the multi-level block sizes in the multi-level BOMP algorithm are mainly to account

for the general case where the number of antennas is different than the number of wires (i.e.,

K 6= β), not for complexity reduction.

7.4 Numerical Results

In this section, we investigate the performance of our proposed sparsity-based algorithms

for joint NBI and IN mitigation in SIMO hybrid PLC-wireless links. Unless stated other-

wise, we assume that K = 3, β = 3, M = 64, and our comparison is with respect to the

benchmark of sparsity-based separate wireless and PLC receive signal processing. We as-

sume wireless channel with a uniform power delay profile, LW = 8, CIR taps are zero-mean
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Algorithm 5 Multi-level BOMP for Joint Estimation of NBI and IN

Initialization: Define index set Ĩ
(W )
0 = I

(W )
0 = {} and Ĩ

(P )
0 = I

(P )
0 = {}, set residual r0 = r′,

ˆ̃ieqv = 0(K+β)M , iteration count l = 1, and set zX = 0 where X ∈ {W,P}.
The lth iteration:

1. Compute δ
(W )
i = ‖rHl−1Q̃

(W )
eqv,i‖2/‖Q̃(W )

eqv,i‖ and δ
(P )
j = ‖rHl−1Q̃

(P )
eqv,j‖2/‖Q̃(P )

eqv,j‖ ∀ i /∈ I
(W )
l−1

and j /∈ I(P )
l−1 .

2. Find the index cW = argmax
i

δ
(W )
i and the index cP = argmax

j
δ

(P )
j . If δ

(W )
cW > δ

(P )
cP ,

then cl = cW and X = W , else cl = cP and X = P . Update zX = zX + 1.

3. If zX > ρX , then set I
(X)
l = {1, · · · , M} and go to Step 1, else proceed to the next

step.

4. Update the indices of non-zero blocks as I
(X)
l = I

(X)
l−1 ∪ {cl} and Ĩ

(X)
l = Ĩ

(X)
l−1 ∪ {cl}.

5. Construct the row block matrix Q̃l from Q̃
(W )
eqv,i and Q̃

(P )
eqv,j indexed by i ∈ Ĩ(W )

l and j ∈

Ĩ
(P )
l , respectively. Compute ˆ̃ieqv(Ωl) =

(
Q̃l

)†
r′, where ˆ̃ieqv(Ωl) denotes the elements

of ˆ̃ieqv that are indexed by Ωl defined as {(i − 1)K + 1, · · · , iK : i ∈ Ĩ(W )
l } ∪ {(j −

1)β + 1 +KM, · · · , jβ +KM : j ∈ Ĩ(P )
l }.

6. Calculate the residual error term at the lth iteration as rl = r′ − Q̃l
ˆ̃ieqv(Ωl) and set

zX = zX + 1.

7. If zW > ρW and zP > ρP , then exit, else go to Step 1.

complex Gaussian, and normalized powers; i.e., E
[
|h̄(k)H
W h̄

(k)
W |2

]
= 1, k ∈ {1, 2, 3}. More-

over, we assume synchronous NBI where each NBI signal has a fixed width of 3 contiguous

subcarriers, i.e., ρ
(k)
W = ρ

(k)
W,B = 3, ∀ k ∈ {1, 2, 3}, and whose values are i.i.d. zero-mean

complex Gaussian with fixed NBI-to-background Gaussian noise (NBI-GN) ratio, defined

as
E
[
i
(k)H
W i

(k)
W

]
σ2
W

= EW
σ2
W
, ∀ k ∈ {1, 2, 3}. This scenario is similar to a Bluetooth signal (with 1

MHz bandwidth) interfering with an IEEE 802.11n WLAN signal (with 20 MHz bandwidth)

(Perahia and Stacey, 2013), and is important in practice due to the coexistence of Bluetooth

and WLAN signals in the 2.4 GHz unlicensed frequency band.
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Furthermore, we assume synchronous IN which spreads over 3 contiguous time samples5,

i.e., ρ
(j)
P = ρ

(j)
P,B = 3, ∀ j ∈ {1, 2, 3}. Moreover, we assume a fixed IN-to-background

Gaussian noise (IN-GN) ratio, defined as
E
[̄
i
(j)H
P ī

(j)
P

]
σ2
P

= EP
σ2
P
, j ∈ {1, 2, 3}. In addition, we

assume that each PLC CIR consists of two equal-power taps, i.e., Lp = 2, having uniformly-

distributed phases and lognormal distributed magnitudes with standard deviations of 0.6

(Galli, 2011a; Guzelgoz et al., 2010). Once again, we assume unit-power channels; i.e.,

E
[
|h̄(j)H
P h̄

(j)
P |2

]
= 1, ∀ j ∈ {1, 2, 3}. Finally, for simplicity, we assume that both the PLC

and wireless links have the same signal to noise ratio (SNR), i.e.,
E[xHx]
σ2
W

=
E[xHx]
σ2
P

, although

they could be different in practice.

In Fig. 7.2, we compare the bit error rate (BER) of four scenarios to quantify the per-

formance gain of joint over separate processing in the presence of non-contiguous NBI and

IN. In the first scenario, the NBI and IN signals are treated as noise and maximum ratio

combining (MRC) is used to combine the received wireless and PLC signals. The second

scenario corresponds to separate processing where the receiver of each link individually esti-

mates and cancels the non-contiguous NBI and IN followed by MRC to combine both signals.

Since it is shown in (Gomaa and Al-Dhahir, 2011; Caire et al., 2008a) that sparsity-based

techniques outperform traditional NBI and IN mitigation techniques, the second scenario

corresponds to sparsity-based individual NBI and IN estimation. Fig. 7.2 demonstrates that

the NBI/IN signals cannot be completely canceled in the second scenario and the residual

NBI/IN signals result in an error floor. The third scenario represents the case of NBI and

IN mitigation using our proposed method which can eliminate the error floor of (Gomaa and

Al-Dhahir, 2011; Caire et al., 2008a). More specifically, our proposed method approaches

the performance of the fourth scenario that corresponds to NBI-free and IN-free links. Next,

we quantify the performance gains of joint processing over separate processing in Fig. 7.3.

5Note that since the contiguous NBI/IN is a special case of non-contiguous NBI/IN, we can test the
performance of the proposed non-contiguous sparse recovery techniques on the assumed contiguous NBI/IN,
i.e., non contiguous NBI/IN techniques will not exploit the fact that NBI and IN are contiguous.
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Figure 7.2: BER performance for non-contiguous NBI and IN with R = 4 bits/sec/Hz with
solid and dashed lines for S-NBI and S-IN ratios equal to −10 dB and −5 dB, respectively.
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Figure 7.3: BER performance for non-contiguous NBI and IN with S-NBI and S-IN equal to
−5 dB while SNR=20 dB, and R = 4 bits/sec/Hz.

This figure shows the BER as a function of the NBI and IN widths per receive signal port,

which we are assume to be the same at each antenna/wire. Increasing the NBI and/or IN

widths results in a higher BER since the sparsity is reduced. However, joint processing still

outperforms separate processing significantly in this reduced-sparsity setting.
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In Fig. 7.4, we investigate the performance of the multi-level OMP algorithm presented

in Subsection 7.2.1 to exploit apriori knowledge of the sparsity level at each receive antenna

and wire. It is clear that multi-level OMP achieves the same performance as OMP with

much lower complexity by reducing the search space as discussed in Subsection 7.2.1. In Fig.

7.5, we plot the computational complexity saving ratio of the multi-level OMP algorithm

relative to the OMP complexity as a function the ratio ρ/M . The complexity ratio for the

best and worst cases of the multi-level OMP algorithm are defined as
CMOMP,b−COMP

COMP
× 100

and
CMOMP,w−COMP

COMP
×100. The quantities COMP , CMOMP,b and CMOMP,w are computed using

(7.13), (7.14) and (7.15), respectively. As shown in Fig. 7.5, for very small values of ρ/M , the

worst and best cases achieve the same complexity reduction of close to 50%. In practice, this

ratio ρ/M is expected to be small (less than 0.1) as shown in Fig. 7.6. For the parameters’

default settings given in this section (ρ = 3, M = 64 and K+β = 6), the best case complexity

reduction is 40% while the worst-case complexity reduction is 15%. Moreover, in Fig. 7.6,

we show the complexity reduction calculated based on simulation of the multi-level OMP

over the SNR range of (0 : 40 dB). As shown in Fig. 7.6, the complexity reduction based on

simulations is bounded by the best and worst cases’ curves computed based on our derived

mathematical expressions. Furthermore, we can see that the complexity is slightly reduced

with increasing K + β.

In Fig. 7.7, we examine the effect of Hamming windowing under asynchronous NBI6

with CFO that is uniformly-distributed as defined in Subsection 7.1. In addition, assuming

that the NBI and IN bursts have the same width of 3, we set NBI-GN=IN-GN, and we use

the proposed algorithm in Section 7.2.3. As illustrated in this figure, the weaker the desired

signal is, the higher is the performance gain due to windowing since the NBI effect becomes

more pronounced. Furthermore, the BER simulations show up to 3 dB SNR gain at BER =

5× 10−4 due to time-domain windowing.

6Note that all simulation results assume synchronous NBI and IN except Fig. 7.7 which assumes asyn-
chronous NBI.
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Figure 7.4: BER performance versus SNR for R = 6 bits/sec/Hz and NBI-S=IN-S=3 dB
using the modified multi-level OMP recovery algorithm for 3 antennas and 3 wires hybrid
wireless-PLC system.
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Figure 7.5: Computational savings in multi-level OMP relative to OMP as a function of the
ratio ρ/M .
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Figure 7.6: A zoomed view of computational savings in multi-level OMP relative to OMP
as a function of the ratio ρ/M .
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Figure 7.7: BER performance versus SNR for R = 4 bits/sec/Hz and NBI-GN=IN-GN=40
dB using the CS recovery algorithm in Section 7.2.3.
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To study the performance of the block-sparse recovery algorithms, we set the number of

PLC and wireless receive ports to K = β = 1 to isolate any performance gain due to the

processing of multiple receive signals. In Fig. 7.8, we use the performance metric of average

error vector magnitude (AEVM), which we define as η ,
∑U
u=1 ‖ieqv−îeqv‖22∑U

u=1 ‖ieqv‖22
with U denoting the

number of channel realizations (U = 5000 in these experiments). Note that a smaller value

of η indicates better estimation performance. As a performance lower bound, we show the

(ideal) LS performance assuming that the locations of the non-zero elements in the sparse

IN and NBI vectors are perfectly known. We assume that the NBI and IN bursts have the

same width of 5 and can occur anywhere within the OFDM symbol, i.e., we do not know

the locations of the burst boundaries. For BOMP, we have a mismatch between the bursts’

boundaries and the predefined sub-matrices of Qeqv in (7.28). As Fig. 7.8 shows, the BOMP

performance is significantly degraded when compared with the performance of the OMP and

(S, C) algorithms and this degradation increases as the IN-GN level increases. Moreover, the

(S, C) algorithm outperforms the traditional OMP algorithm over the entire IN-GN range.

At high IN-GN levels, the performance gap between the (S, C) and the traditional OMP

algorithm diminishes because the higher power levels of the NBI and IN signals (relative

to the thermal noise power level) enable accurate sparse recovery using both algorithms

without the need for exploiting the bursty nature of the NBI and IN signals. Furthermore,

the performances of both algorithms approach the ideal LS lower bound.

To further quantify the performance gain realized by exploiting the block-sparse structure,

Fig. 7.9 compares the BERs of the aforementioned joint NBI/IN estimation algorithms.

The (S, C) algorithm achieves more than 2 dB and 5 dB SNR gain at BER=10−4 over the

traditional OMP and BOMP algorithms, respectively. In addition, as SNR increases, the

(S, C) algorithm’s performance approaches the LS performance assuming perfect knowledge

of NBI and IN locations. Fig. 7.10 shows the BER performance for the case of a more generic

scenario where the NBI and IN bursts have different widths of 3 and 5, respectively. Here,
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Figure 7.8: AEVM versus IN-GN with NBI-GN=40dB for SISO systems. Here, NBI and IN
bursts are assumed to be of width 5.
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Figure 7.9: BER performance versus SNR for R = 4 bits/sec/Hz, NBI-GN=40 dB and
IN-GN=20 dB. Both NBI and IN have the same width of 5.

the performance gain of the (S, C) algorithm over the BOMP algorithm is higher compared

to the equal-width scenario in Fig. 7.9. For example, at BER =10−3, an SNR gain of 5 dB is

achieved for different-width NBI and IN bursts while only a gain of 2.5 dB is achieved when

the NBI and IN bursts have the same width.
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Figure 7.10: BER performance versus SNR for R = 4 bits/sec/Hz, NBI-GN=40 dB and
IN-GN=20 dB, with NBI and IN widths of 3 and 5, respectively.

In Fig. 7.11, we plot the BER versus SNR for a fixed signal-to-NBI (S-NBI) and signal-

to-IN (S-IN) ratios, defined as
E[xHx]

E
[
i
(k)H
W i

(k)
W

] and
E[xHx]

E
[
i
(j)H
P i

(j)
P

] ∀ k, j ∈ {1, 2, 3}, respectively, equal

to -3 dB. In this figure, we exploit the fact that NBI and IN share the same support set

over different antennas and wires, respectively, for the case of 3 antennas and 2 wires. It

is evident that the proposed multi-level BOMP algorithm in Subsection 7.3.3 results in

significant performance gain to the extent that it approaches the LS with known support

indices.

In Fig. 7.12, we show η for both joint (our proposed approach) and separate processing for

different non-contiguous NBI-GN and IN-GN levels. We make the following two conclusions

based on this figure. First, the higher the NBI-GN and IN-GN levels are, the better the

estimation performance of both joint and separate processing will be. Second, our proposed

joint processing always results in better performance than separate processing.

Finally, in Fig. 7.13, we examine the effect of replacing LS with LMMSE on the perfor-

mance of the OMP algorithm. We plot BER for a 3-antenna and 3-wire system versus the

NBI-GN and IN-GN levels that are assumed to be equal. For weak NBI and IN, we observe
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Figure 7.11: BER versus SNR for R = 6 bits/sec/Hz, S-IN=S-NBI=−3 dB and K = 3 and
β = 2.
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Figure 7.12: AEVM for non-contiguous NBI and IN with joint (solid lines) and separate
(dashed lines) processing for different NBI-GN and IN-GN levels.

significant performance improvement over OMP and LS due to apriori knowledge about the

NBI and IN statistics.
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Figure 7.13: BER versus NBI and IN power for R = 4 bits/s/Hz.
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CHAPTER 8

PROPOSED MIMO-OFDM NB-PLC DESIGNS IN UNDERGROUND

MEDIUM-VOLTAGE NETWORKS 1

The scope of this chapter is to investigate the applicability of MIMO NB-PLC designs to

MV UG cable networks (Elgenedy et al., 2019). To the best of the authors’ knowledge,

MIMO-OFDM transmission has not been investigated for NB-PLC MV UG networks. Un-

like wireless transmission, possible MIMO configurations in PLC systems are limited by the

maximum number of physically available ports. In particular, a MV three-phase UG power-

line system consists of three MV single-core cables, each made up of conductor and sheath,

resulting in a total of 6 ports. Since every two ports form an independent link, we have three

different SISO links, namely, conductor-conductor, conductor-sheath and sheath-sheath. In

addition, since the maximum number of ports available is 6, the largest MIMO configuration

supported is 5 × 6 because the sixth transmit port will be fully dependent on the other

ports. In this work, we examined the largest configuration (MIMO 5×6) and also examined

different smaller MIMO configurations to study the performance-complexity trade-off.

8.1 UG MIMO-MV NB-PLC Channel Modeling

To analyze PLC systems, proper models for the characterization of the noise and the UG

cables are required for physical layer (PHY) simulations and data-rate calculations. The

proposed approaches are described in detail in the next sub-sections.

8.1.1 MV UG Cable Channel Modeling

A typical MV three-phase cable arrangement is examined, which consists of three MV single-

core cables, each made up of conductor and sheath as shown in Fig. 8.1. The per-unit-length

1© 2019 IEEE M. Elgenedy, T. Papadopoulos, S. Galli, A. Chrysochos, G. Papagiannis, N. Al-Dhahir,
MIMO-OFDM NB-PLC Designs in Underground Medium-Voltage Networks, in IEEE Systems Journal, 2019.
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(pul) parameters of the examined arrangement are calculated according to (Ametani, 1980).

Assuming that the NB-PLC channel is time-invariant2, the PLC signal in the frequency-

domain (FD) is simulated using nodal analysis, considering long multi-conductor lines (Pa-

padopoulos et al., 2013).

The transfer function matrix T relating the signal voltages at the sending (S) and re-

ceiving (R) ends of the cable system at a frequency f is described by the relation

VR = TVS =


T11 · · · T1m

...
. . .

...

Tn1 · · · Tnm

VS, (8.1)

where m ≤ 5, n ≤ 6, and Tij(1 ≤ i ≤ n, 1 ≤ j ≤ m) is the complex channel frequency re-

sponse (CFR) from the jth transmitting node to the ith receiving node. The voltage vectors

VS and VR include all measured voltages at S and R, respectively. The CFR coefficients for

both i = j and i 6= j are the direct- and cross-channel gains, respectively. Four configura-

tions of PLC signal injection are examined, giving rise to the following four m × n MIMO

configurations as shown in Fig. 8.2:

1. MIMO (3x3): the signal is injected into each of the cable conductors #1, #2 and #3

in Fig. 8.1, while the return path is via the corresponding sheath of each cable.

2. MIMO (2x3): the signal is injected between the conductors of cable #1 and #2, as well

as #2 and #3 in Fig. 8.1. The received signals are measured between cable conductors

#1 and #2, #2 and #3, #1 and #3 at end R.

3. MIMO (4x6): the total number of inputs is increased to 4, since the signal is injected

between the conductors and between the sheaths of cables #1 and #2, as well as #2

2PLC channel in MV networks is mainly characterized by the line length, transmitter impedance and
receiver termination, which can be practically considered almost constant for a specific network configuration
(Papadopoulos et al., 2013; ITU-T G.9901, 2017).
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Figure 8.1: Cable arrangement with geometric and electromagnetic properties.

and #3 in Fig. 8.1. The number of outputs is 6, since the received signals are measured

between all cable conductors and sheaths at end R.

4. MIMO (5x6): the signal is injected with reference to cable sheath #3 and all remaining

conductors and sheaths, thus the number of inputs is 5. The number of outputs is 6

as in the MIMO (4x6) case.

All configurations are considered single-bonded. The grounding resistances in the MIMO

(3x3) and MIMO (2x3) configurations are 1 Ohm. In the MIMO (4x6) and (5x6) cases,

since the cable sheaths are used as additional channel paths, carrier-wave (CW) traps using

ferrite ring chokes were considered to reduce EMI. For consistency, the inductance of the

CW traps is taken equal to 3.18 mH, resulting in 1 Ohm impedance at 50 Hz. In all cases, T

is calculated in the frequency range from 1 kHz to 500 kHz and in a column-wise fashion by

applying the superposition theorem to all voltage sources. Voltages at the ports of interest

are calculated for each source independently while all other sources are replaced by short-

circuits. Next, all obtained voltages are summed coherently. Thus, each column Tj of the

matrix T is calculated individually and represents the response of the system to the jth

source (Chrysochos et al., 2016b).
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Figure 8.2: MIMO signal injection configurations.

8.1.2 Noise PSD

In MV NB-PLC networks, according to the origin, intensity, spectrum occupancy, and time

duration, the following noise categories are considered: (a) background noise, (b) narrow-

band noise, (c) periodic impulsive noise asynchronous to the mains frequency, (d) periodic

impulsive noise synchronous to the mains frequency, and (e) asynchronous impulsive noise

(IEEE P1901.2, 2013). Although the last two types of noise present significant fluctuations

over short periods of time and location, only the first three are included in our data rate

analysis. This is justified by their origination from non-steady state operating conditions

and the fact that they can be readily tackled by proper countermeasures. The first three

types of noise can be considered stationary over long periods of time and thus their PSD can

be modeled with certain functions of frequency, i.e., exponential functions. In particular,

the colored background noise mainly results from the summation of harmonics of the mains
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Figure 8.3: Spectral densities from different sites and resulting average model.

cycle and different low-power noise sources present in the system, and is usually character-

ized with a PSD which is decreasing with frequency (IEEE P1901.2, 2013). Therefore, as

indicated in the IEEE 1901.2 standard (IEEE P1901.2, 2013), the noise PSD is high in the

lower frequency range (usually up to 100 kHz) and then decays with frequency with the

exception of the narrow band interferers. Hence, noise measurements in the frequency range

of 50 kHz – 450 kHz for the different MV sites reported in Appendix D of the IEEE 1901.2

standard (IEEE P1901.2, 2013, Subsection D.3.1.2.2) (summarized in Fig. D-29) are used to

develop an average colored noise model with decaying PSD level over frequency, as shown in

Fig. 8.3. The proposed PSD model which is described by an exponential function is given

by (8.2), revealing that MV networks are rather hostile for PLC applications and especially

for frequencies lower than 200 kHz.

PSDnoise = 23.54e(−0.009766f) − 86.56 dBm/Hz. (8.2)
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8.2 MIMO-OFDM Communication Model

In MIMO-OFDM transmission, the CFR is decoupled into N orthogonal frequency sub-

channels, where N is the OFDM symbol size. Hence, the received signal is only coupled

across space for each frequency sub-channel. In particular, at sub-channel k, the spatial

signal model can be written as follows

Zk = HkSk +Wk; k = 1, . . . , N (8.3)

where Zk is the NR × 1 phase-to-phase received signal vector, Sk is the NT × 1 transmitted

signal vector, Hk is the NR×NT MIMO CFR matrix of the MV line at the kth sub-channel,

and Wk is the per sub-channel zero-mean Gaussian independent and identically distributed

(i.i.d.) NR × 1 noise vector with noise variance σ2
w,k. Assuming that the equivalent MIMO

CFR matrix is available at both the receiver (using a training signal) and the transmitter

(through a reliable feedback channel from the receiver), next we describe signal processing

techniques that enhance the achievable data rate.

8.2.1 Spatial Channel Diagonalization

The equivalent channel matrix Hk can be factorized using the singular value decomposition

(SVD) as follows

Hk = M kΛkU
H
k ; k = 1, . . . , N (8.4)

where M k and U k are NR ×NR and NT ×NT unitary matrices, respectively, while Λk is a

NR ×NT diagonal matrix with non-negative real numbers on its diagonal. It can be shown

from (Ginis and Cioffi, 2002) that the MIMO channel throughput is maximized by spatial

decoupling of the two transmitted information streams using (8.4). At the transmitter,

the original information vector S̃k is precoded by U k resulting in the transmitted signal
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Sk = U kS̃k, while at the receiver, the vector Zk is equalized by MH
k , resulting in the

following filtered signal vector Z̃k

Z̃k , MH
k Zk = MH

k HkSk + MH
k Wk. (8.5)

Substituting from (8.4) into (8.5) yields

Z̃k = ΛkS̃k + Ẁk; k = 1, . . . , N (8.6)

where Ẁk = MH
k Wk. Hence, (8.5) can be rewritten as follows

Z̃k =



λk,1 · · · 0

...
. . . 0

0 · · · λk,NT

0 0 0




s̃k,1

...

s̃k,NT

+


w̃k,1

...

w̃k,NR

 (8.7)

Therefore, the NR×NT cross-coupled MIMO channel matrix at each frequency sub-channel

has been decomposed into NT spatially-decoupled scalar channels. Note that since the

channel in the MV PLC networks is considered a time-invariant system, the channel transfer

function estimation and SVD calculations can be performed once at the beginning of the

transmission and then fed back to the transmitter.

8.2.2 Bit Loading Optimization

Our objective is to maximize the achievable data rate over all OFDM frequency sub-channels

subject to a given transmit PSD mask. This objective is achieved by adaptive OFDM bit

loading over both frequency sub-channels and spatial streams. Assuming SISO transmission

and using the gap approximation (Cover and Thomas, 1991), the bit loading at the kth

OFDM sub-channel is
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bk = log2(1 +
SNRk

Γ
), (8.8)

where SNRk is the signal-to-noise ratio (SNR) at the kth OFDM sub-channel. The quantity

Γ is called the SNR gap since the number of bits required to achieve a certain probability of

error Pe is less than the theoretical capacity C = log2(1 + SNRk) which assumes error-free

transmission. Hence, bit loading using the gap approximation is based on the capacity of

a channel with SNRk reduced by a factor of Γ. The SNR gap for any coded quadrature

amplitude modulation (QAM) scheme is given by (Cioffi, a)

Γ =
γm
3γc

[Q−1(Pe/4)]2, (8.9)

where Q(x) = 1/
√

2π
∫∞
x
e(−u2/2)du, γc is the coding gain, γm is the desired system margin.

In this chapter, a target error rate Pe of 10−7 is assumed to ensure reliable data transmission.

Hence, from (8.9), the SNR gap in dB is

ΓdB = 9.8 + γm − γc. (8.10)

The transmit energy allocation can also be optimized across space to maximize the data

rate using the well-known water-filling algorithm (Cover and Thomas, 1991) and (Cioffi, a).

The energy per sub-channel, denoted by Ek, is constrained by the transmitter PSD mask Ē.

The spatial energy allocation optimization problem of the MIMO decoupled NT streams is

formulated as follows

max
Ek,i

N∑
k=1

NT∑
i=1

log2

(
1 +

λ2
k,iEk,i

σ2
w,kΓ

)
s.t.

NT∑
i=1

Ek,i = Ē.

(8.11)
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To generate a water-filling energy allocation that yields an integer number of bits, we

implement the following algorithm based on the incremental energy concept defined in (Cioffi,

b) for joint energy allocation and bit loading. As described in Algorithm 6, for each sub-

channel k, we compute the additional energy required to add one bit for spatial stream

i, denoted by ∆Ek,i. Then, we find the information stream î that requires the minimum

energy. If ∆Ek,̂i is less than the total energy budget Ecurrent (initially set equal to Ē), we

increase the number of bits for stream î by one bit then update the energy budget according

to Ecurrent = Ecurrent − ∆Ek,̂i. We repeat this procedure until ∆Ek,̂i becomes greater than

the updated energy budget Ecurrent. Finally, the data rate R is

R =
N∑
k=1

NT∑
i=1

bk,i∆f, (8.12)

where ∆f is the OFDM sub-channel width.

8.3 Reduced-Complexity Per Sub-Channel Spatial Precoder/Detector Designs

In this section, we show how to exploit the special structure of the MIMO channel matrix

to reduce the complexity of spatial precoding and detection at each frequency sub-channel.

8.3.1 MIMO (3x3)

We observed that the channel matrix Hk of the MIMO (3x3) case is strongly row-wise

diagonally dominant, which means that |hk(i, i)| >
∑

(i 6=j) |hk(i, j)|, where hk(i, j) refers

to the ith row and jth column in the channel matrix Hk. Hence, we propose using the

diagonalizing precoder design in (Cendrillon et al., 2007) that eliminates the need for the

receiver spatial decoder matrix based on the left singular vectors of the channel matrix (c.f.

(8.4)). This in turn, reduces the number of operations at the receiver side. The diagonalizing

spatial precoder matrix per sub-channel k, denoted by P k, is given by

151



Algorithm 6 Joint Energy Allocation and Bit loading.

Input:Γ,E, {λk,i} , {σw,k2} ,∀k∈{1, . . . , N} ,i ∈ {1, . . . , NT}

1. for k ≤ N

2. Ecurrent = Ē

3. while Ecurrent > 0

4. ∆Ek,i =
(
σw,k

2Γ

λk,i2

)
2bk,i , ∀i ∈ {1, . . . , NT}

5. î = argmini(∆Ek,i)

6. if Ecurrent > ∆Ek,̂i

7. Ecurrent = Ecurrent −∆Ek,̂i

8. bk,̂i = bk,̂i + 1

9. end if

10. end while

11. end for

12. return bk,i

P k,β
−1
k H−1

k diag {hk(1, 1), . . . , hk(NT , NT )} , (8.13)

where diag {α1, ..., αN} denotes a diagonal matrix with elements α1, ..., αN on the main

diagonal. The scaling factor βk ensures a normalized precoder so that the transmit PSD

constraint is still satisfied, and is given by

βk,max
n

∥∥[H−1
k diag {hk(1, 1), . . . , hk(NT , NT )}]row n

∥∥ . (8.14)

The achievable data rate using the diagonalizing precoder is given by

R̂ =
N∑
k=1

NT∑
i=1

⌊
log2

(
1 +

Ek,i|hk(i, i)|2

β2σ2
w,kΓ

)⌋
∆f. (8.15)
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We apply the floor operator (b c) in (8.15) to ensure that an integer number of bits

is transmitted on every sub-channel to calculate more practical data rate projections. As

proved in (Cendrillon et al., 2007), since Hk is strongly row-wise diagonally dominant, the

scalar βk is very close to 1, and hence, the diagonalizing precoder performs near-optimal

channel matrix diagonalization. The assigned energy-level Ek,i is computed using the bit

loading algorithm defined in Algorithm 6 by replacing λ2
k,i with |hk(i, i)|2. In addition, we

observed that the diagonal elements of the channel matrix Hk are very close to each other.

Hence, we can assign an equal input energy level of Ē/3 for each data stream without the

need to run the bit loading algorithm resulting in the following data rate estimate

R̂ =
N∑
k=1

NT∑
i=1

⌊
log2

(
1 +

Ē|hk(i, i)|2

3β2σ2
w,kΓ

)⌋
∆f. (8.16)

In the numerical results section, we quantify the data rate loss due to the different

approximations.

8.3.2 MIMO (2x3)

The MIMO (2x3) channel matrix has the following special structure

Hk =


ak bk

bk ak

ck ck

 . (8.17)

When performing the SVD for Hk, it can be shown that the matrix of the right-singular

vectors U k is always a 2x2 Hadamard matrix which is independent of the actual values of

ak,bk and ck, and is given by

U k =
1√
2

 1 1

1 −1

 . (8.18)
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The main benefit of exploiting this structure is that the precoding operation with the

Hadamard matrix (contains only +1 or -1) will not require any multiplication operations,

i.e., only addition and subtraction operations are required, which significantly reduces the

implementation complexity.

8.3.3 MIMO (4x6)

The MIMO (4x6) channel matrix has also a special structure that can be viewed as four

3x2 matrices with the same structure as the 2x3 matrix in (8.17). In particular, the channel

matrix can be approximated3 by the following structure

Ĥk =



ak bk ak bk

bk ak bk ak

ck ck −ck −ck

xk yk xk yk

yk xk yk xk

zk zk −zk −zk


. (8.19)

It can be shown that the matrix of the right-singular vectors Û k of the approximated

channel matrix Ĥk in (8.19) is always a Hadamard matrix which we propose to use for

transmit spatial precoding since it is constant (i.e., not channel-dependent) and involves

only additions/subtractions operations as shown below

3Note that the channel matrix structure in (8.19) is approximate while the channel matrix structure in
(8.17) is exact. Therefore, for the MIMO 2 × 3 case, there is no performance degradation when using the
Hadamard precoder. However, for the MIMO 4 × 6 case, the spatial streams are not fully decoupled (i.e.,
there is residual interference between them) when using the Hadamard precoder approximation, and the
performance is slightly degraded compared to the case when the exact optimal precoder is used.
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Û k =
1

2



−1 −1 1 1

−1 1 −1 1

1 −1 −1 1

1 1 1 1


. (8.20)

The received signal in this case is given by

Zk = HkÛ kS̃k +Wk = M kΛkU
H
k Û k︸ ︷︷ ︸

Gk

S̃k +Wk (8.21)

To detect the original transmitted signal, the received signal Zk is multiplied by the

zero-forcing matrix equalizer filter G−1
k = Û kU kΛ

−1
k MH

k , resulting in the vector Z̃k

Z̃k = S̃k + G−1
k Wk. (8.22)

Let ΥH
k = G−1

k (G−1
k )H = Û kU kΛ

−2
k U kÛ k, the resulting data rate can be evaluated as

follows

R̂ =
N∑
k=1

NT∑
i=1

⌊
log2

(
1 +

Ek,i
σ2
w,kΓΨk(i, i)

)⌋
∆f, (8.23)

where Ψk(i, i) refers to the ith diagonal element of the matrix Υk. The assigned energy

Ek,i is computed using the bit loading algorithm described in Algorithm 6 by replacing λ2
k,i

with 1/Ψk(i, i).

8.4 Reducing the Number of Receiver Phases

In this section, we study the effect of reducing the number of processed outputs to be always

equal to the number of inputs NR = NT while minimizing the effect of this reduction on

the achievable data rate. There is a total of

 NR

NT

 possible output port combinations
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and we choose the one that achieves the highest data rate. As an example, assume that we

reduce the number of processed outputs for MIMO (4x6) from 6 to 4 outputs. The number

of possible selected output port combinations is

 6

4

 = 15. The best combination is

generally dependent on the channel transfer function which varies from one sub-channel to

another. In addition, the optimal way for choosing the best combination is to maximize

the final calculated data rate for each combination which is too complex especially if the

selection is done per sub-channel. A simpler approach is to choose the best combination

based on the maximum multi-channel SNR (Cioffi, b) which is defined for a set of parallel

channels (NR) as follows

SNRmc ,

(NR∏
n=1

[
1 +

SNRn

Γ

]) 1
NR

− 1

Γ. (8.24)

The multi-channel SNR is a single SNR measure that characterizes the set of OFDM sub-

channels by an equivalent single AWGN channel that achieves the same data rate. When

the term {SNRn}/Γ is � 1, the multi-channel SNR reduces to the geometric mean of the

SNRn, i.e.,

SNRmc ,

(
NR∏
n=1

SNRn

) 1
NR

. (8.25)

Another simplification is to assume that the same outputs are selected for all frequency

sub-channels. Interestingly, as it will be shown in the numerical results sections, some

configurations for the receive phases achieve almost the same performance as maximizing

the data rate per sub-channel based on the maximum data rate.

8.5 Simulation Results

In this section, we quantify the achievable data rates for the different SISO/MIMO configu-

rations. The achievable data rates are evaluated assuming the new wide FCC band (union
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of FCC low and FCC high) specified in the ITU-T G.9903 (ITU-T G.9903, 2017) and IEEE

1901.2 (IEEE P1901.2, 2013) standards with the systems parameters listed in Table 8.1. As

specified in G.9903 (ITU-T G.9903, 2017) (Table 8-2), the coupling loss is assumed to be 3

dB. Thus, we include a total of 6 dB coupling loss (for both the transmitter and receiver).

In addition, considering convolutional coding with rate 1/2 and a constraint length of 7,

as specified in the IEEE 1901.2 standard (IEEE P1901.2, 2013), the resulting coding gain

(using soft-decision Viterbi decoding) is 5.8 dB as indicated in (Proakis, 2008, Table 8.6-2).

Therefore, we assume the value of γc to be 6 dB for simplicity. Moreover, we assume a 6 dB

system margin γm to account for any unexpected sources of noise and interference and other

modeling inaccuracies. However, since γm is a design parameter, it can be changed for either

more optimistic or pessimistic data rate projections. Hence, the gap Γ (in dB) is modified

from (8.10) to be

ΓdB = 9.8 + γm − γc + 6 = 15.8 dB. (8.26)

For NB-PLC, the transmitted signal constraints are often given in terms of conducted

emissions. According to the international standard ITU-T Recommendation G.9901 (ITU-T

G.9901, 2017), the following maximum transmit voltages are specified for ITU-T Recommen-

dations G.9902 (ITU-T G.9902, 2012), G.9903 (ITU-T G.9903, 2017), and G.99044 (ITU-T

G.9904, 2012):

� 134 dBµV, for frequencies in the band 3-148.5 kHz – same as specified in (CENELEC

EN 50065-1, 2011).

� 137 dBµV, for frequencies in the band 148.5-535 kHz.

4These voltage limits must be met when the transceiver is loaded with the Line Impedance Stabilization
network (LISN), often called the Artificial Mains Network, as specified in Clause 4.4 (IEC CISPR 16-1-2,
2014).
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Table 8.1: System parameters.

Frequency band 37.5-487.5 kHz (BW = 450 kHz)
Number of FFT points 256
Sampling frequency (fs) 1.2 MHz
Sub-channel width (∆f) 4.6875 kHz

Number of used sub-channels 97

Assuming a 50 Ohm resistor, these voltage limits correspond to PSD limits of -24.43 and

-25.86 dBm/Hz, respectively. In the simulation results, we set a constant PSD limit of -

26 dBm/Hz over all frequencies. In practice, one could even afford to increase the above

transmit PSD limits when operating on UG MV cables since, being buried cables, their

interference onto wireless services is much smaller than interference from aerial power lines.

Furthermore, UG MV cables are also often shielded, as in our examined arrangement. For

all results, the cable length varies from 0.1 km up to 4 km. In addition, source and termina-

tion impedances of the cable conductors are set equal to the cable conductor characteristic

impedance calculated at 200 kHz (∼ 16 Ω). Similarly, source and termination impedances of

the cable sheaths are set to the cable sheath characteristic impedance calculated at 200 kHz

(∼ 5.2 Ω). The 200 kHz frequency is selected as the middle point of the examined channel

bandwidth which is a slightly imperfect choice for other frequency sub-channels and may

cause a minor standing waves behavior.

8.5.1 SISO/MIMO – Configurations

Fig. 8.4 shows the data rates for the different SISO/MIMO configurations. It is clear

from Fig. 8.4 that the SISO conductor-sheath configuration achieves the highest data rate

compared to the other two SISO configurations (conductor-conductor and sheath-sheath).

This is mainly attributed to the fact that the SISO conductor-sheath injection is solely

characterized by the signal propagation between each conductor and sheath, resulting in low

signal attenuation. The other two SISO configurations are described by the corresponding
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propagation between the cable conductors and sheaths, respectively, which, however, involve

the imperfect earth thus leading to slightly higher overall attenuation (Papadopoulos et al.,

2013).

Moreover, we notice a significant improvement in the data rates for the MIMO cases

over the SISO case even for long line lengths (4 km). For example, the data rate for MIMO

(5x6) configuration at line length 4 km is 16 Mbps compared to 5.5 Mbps for the SISO

(conductor-sheath) configuration (i.e., a three-fold increase). In addition, we notice a big

gap between the data rates achieved by MIMO (3x3) versus MIMO (2x3) configurations

although there is only one additional transmit phase for the MIMO (3x3) configuration.

This is because the MIMO (3x3) configuration uses only the conductor-sheath configuration

(which is the most efficient SISO configuration) for each of the three phases unlike the MIMO

(2x3) configuration which is based on the conductor-conductor signal injection for all phases.

Finally, due to the slightly imperfect matching for the source and termination impedances

(which causes a minor standing waves behavior), it is not always guaranteed that small

increases in the line lengths (which implies small increases in the channel attenuation) will

cause a noticeable data rate loss. For example, for the MIMO 4 × 6 case, the data rate

achieved at 0.1 km line length is slightly lower than the data rate achieved at 0.25 km line

length.

8.5.2 Effect of the Transmit PSD Level

In Fig. 8.5, we compare the achievable data rates for the SISO and MIMO cases assuming

two different transmit PSD levels

1. PSD = -26 dBm/Hz, based on the latest version of G.9901 (ITU-T G.9901, 2017) for

NB-PLC, as discussed earlier in this section.

2. PSD = -55 dBm/Hz, based on BB-PLC standards (ITU-T G.9963, 2015; IEEE P1901TM/D3.00,

2010).
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Figure 8.4: The data rates for the different MIMO configurations vs line length.

As shown in Fig. 8.5, the achievable data rate for MIMO (4x6) is increased by a factor of

5 assuming the -26 dBm/Hz PSD level compared to the -55 dBm/Hz PSD level. Moreover,

the SISO (conductor-sheath) configuration shows a data rate increase by a factor of 3 with

the -26 dBm/Hz PSD level compared to the -55 dBm/Hz PSD level.

8.5.3 Effect of the Channel Delay Spread

In this subsection, we discuss the effect of channel impulse response characteristics for all

proposed configurations. In particular, we evaluate the channel delay spread for the different

configurations and investigate their CP requirements. In addition, we study the effect of the

CP length on the transmission efficiency and evaluate the net data rate with the CP overhead.

We calculate the channel root mean square delay spread (RMS-DS) of the CIR as follows

(Galli, 2011b)

σ = T́s

√
µ(2) − (µ)2. (8.27)
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Figure 8.5: The effect of the PSD level on the achieved data rates for MIMO (4x6) and SISO
(conductor-sheath).

The parameters µ and µ(2) are defined as:

µ =

∑L−1
i=0 i|hi|2∑L−1
i=0 |hi|2

, µ(2) =

∑L−1
i=0 i

2|hi|2∑L−1
i=0 |hi|2

, (8.28)

where hi , h(t = iT́s), i ∈ {0, 1, 2, . . . , L}, is the sampled CIR at f́s = 1/T́s and the

CIR memory is L − 1. In this analysis, we use an oversampling factor of 4 (i.e., f́s =

4fs = 4× 1200 kHz) to ensure accurate results especially for shorter line lengths where the

propagation delay is very small. Moreover, the non-zero CIR taps are determined such that

they contain at least 95 % of the CIR power. Table II summarizes the RMS-DS results for

the SISO conductor-sheath configuration for the different line lengths where we can see a

slight increase in the RMS-DS when increasing the line length up to 4 km line length. In

Table 8.2, we also include the estimated channel propagation delay based on the CIR peak

delay and compare it to the channel mean group delay for verification. As shown in Table

8.2, both values are almost equal since the phase of the channel is almost linear.
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Although choosing the CP length to be longer than the CIR length completely cancels

the inter symbol interference (ISI), this choice does not necessarily maximize the achievable

data rates. The CP length optimization represents a fundamental design trade-off where a

long CP results in a data rate loss due to the CP overhead, while a short CP results in a

data rate loss due to the ISI. In this analysis, we choose the CP length to be larger than 4

times the estimated RMS-DS (Galli et al., 2008).

According to Table 8.2, 5 samples should be enough for the CP length for the conductor-

sheath configuration with up to 4 km line length. In addition, we calculate the estimated

RMS-DS for the two other SISO configurations and they have almost the same RMS-DS

as of the SISO conductor-sheath configuration. Based on that, the CP length could be as

long as 5 samples for all configurations up to 4 km line length. Thus, the estimated CP

length for all configurations for the UG MV cables would be compliant with the ITU-T

G.9903 (ITU-T G.9903, 2017) and IEEE 1901.2 (IEEE P1901.2, 2013) standards where the

CP length is specified to be 30 samples assuming a sampling frequency fs = 1200 kHz, i.e.,

an overhead of 30/256 × 100 ∼ 12%. A value of 30 samples was adopted for the CP in

the standards is due to the fact that LV networks have substantial multipath because of

mismatched impedances and bridged taps. However, UG topologies have a point-to-point

topology, hence, standards for MV UG scenarios should accommodate options for smaller

CPs to ensure a higher transmission efficiency. In Fig. 8.6, we calculate the net data rate

for all SISO/MIMO configurations by considering a 30 samples CP length overhead which

results in a ∼ 12% data rate loss for all cases compared to the data rates computed in Fig.

8.4.

8.5.4 Effect of Bit Caps

The transmit PSD level for UG NB-PLC (-26 dBm/Hz) yields high SNR levels for some of

the sub-channels. Without any bit cap, i.e., without limiting the maximum number of bits
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Table 8.2: SISO Conductor-Sheath CIR RMS-DS, Delay Spread, Group Delay and Propa-
gation Delay at different line lengths.

Cable
length
(km)

RMS-
DS
(µs)

CIR du-
ration
(µs)

Propagation
Delay
(µs)

Mean
Group
Delay
(µs)

0.1 0.97 6.46 0.833 0.551

1 0.99 6.67 5.833 5.544

2 1.0 6.87 11.25 11.082

4 1.0 6.87 22.5 22.164
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Figure 8.6: The net data rates for the different SISO/MIMO configurations vs line length,
CP length = 30 samples.

per QAM symbol, some of the sub-channels can support up to 15 bits. Fig. 8.7 shows the

bit loading profile for the MIMO (4x6) case with 500 m line length. In practical NB-PLC

systems which are characterized by low complexity and low SNR, the maximum spectral

efficiency is typically limited to 4 bits/sec/Hz, e.g. the 16-QAM mode specified in the ITU-

T G.9903 (ITU-T G.9903, 2017) and IEEE 1901.2 (IEEE P1901.2, 2013) standards. In Fig.

8.8, we show the net data rates with bit caps of 4 and 10 bits per sub-channel. However,
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Figure 8.7: The bit loading profile for MIMO (4x6) at 500 m line length.

we also point out that this low complexity constraint argument holds mostly for LV smart

meters whereas modems used for backhauling over MV may very well allow for spectral

efficiencies of 10-12 bits per sub-channel. As Fig. 8.8 shows, higher bit capping limits are

indeed justified especially for short-to-medium distances.

8.5.5 Effect of Reduced Complexity Spatial Precoder/Detector Designs

Fig. 8.9 shows that the achievable data rate for MIMO (3x3) with the diagonalizing precoder

is almost the same as that of the optimal precoder/decoder which performs exact channel

matrix diagonalization. Although the channel gains experienced by the three data streams

are almost the same, assigning an equal input energy level of Ē/3 for every stream is not

optimal since it does not guarantee an integer number of bits. As shown in Fig. 8.9, the

resulting data rate loss is about 4% compared to the case of running the bit loading algorithm,

which represents a practical performance-complexity trade-off. In Fig. 8.10, the data rate
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Figure 8.8: The net data rate for MIMO (4x6) for bit caps of 4 and 10 bits per sub-channel,
CP overhead is included, CP = 30 samples.

loss due to the near-optimal Hadamard spatial precoding matrix is only 3% for line lengths

less than 1 km and 1.5% for line lengths longer than 1 km.

In Table 8.3, we compare the transceiver implementation complexities of the different pro-

posed MIMO configurations in terms of the required number of multiplications per OFDM

sub-channel. In addition, we quantify the computational savings of the reduced-complexity

spatial precoder/detector designs. The complexity can be categorized into initial and run-

ning complexities. In particular, initial complexity includes channel estimation and SVD

operations (including channel feedback to the transmitter). The running complexity in-

cludes transmitter precoding and receiver detector (including channel equalization) opera-

tions. However, since the channel in the MV networks can be considered as a time-invariant

system, channel estimation and SVD are calculated once and stored. Hence, initial com-

putational complexity and feedback overhead can be ignored. Considering the exact pre-

coder/detector design, the running complexity at the transmitter side is determined by the

operation of multiplying the original information vector S̃k with the precoding matrix U k
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Table 8.3: Transceiver complexity for the different MIMO configurations in terms of required
number of multiplications per sub-channel for the full complexity versus reduced-complexity
designs.

Full Complexity Reduced Complexity
TX RX TX RX

SISO 0 1 - -

MIMO
3× 3

9 9+3=12 9 0

MIMO
2× 3

4 9+3=12 0 9+3=12

MIMO
4× 6

16 36+6=42 0 36

MIMO
5× 6

25 36+6=42 - -
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Figure 8.9: The data rates for MIMO (3x3) versus the line length for diagonalizing precoder
with optimum or flat energy allocation.

which requires N2
T multiplications. At the receiver side, the complexity is mainly determined

by the operation of multiplying the detector matrix MH
k with the received data vector Zk

which requires N2
R multiplications. Additional NT multipliers are required at the receiver

side to perform channel equalization (i.e., scaling by the reciprocal of λk,i).
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Figure 8.10: The data rates for MIMO (4x6) versus the line length for the exact versus
approximated Hadamard precoder.

8.5.6 Effect of Reducing the Number of Output Phases

As shown in Fig. 8.11, the data rate loss due to reducing the number of receive phases by

maximizing the data rate (optimal approach) is 10%. Moreover, using the geometric SNR

metric in (Cioffi, b) is a very good approximation. In addition, assuming the same outputs

for all frequency sub-channels, all MIMO configurations with 2-conductors/2-sheathes at the

receiver side achieve the highest data rate which is very close to maximizing the data rate per

sub-channel and a little better than maximizing the geometric SNR. In addition, the achiev-

able data rate for the MIMO configurations with 3-conductors/one-sheath is very close to

the MIMO configurations with 2-conductors/2-sheathes. However, there is a noticeable data

rate loss (more than 10%) for the MIMO configurations with 1-conductor/3-sheaths at the

receiver side when compared to 2-conductors/2-sheaths or 3-conductors/1-sheath configura-

tions. Again, these results are consistent with the data rate results in Fig. 8.4 which show

that the conductor-sheath SISO configuration achieves the highest data rate.
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CHAPTER 9

CONCLUSION AND FUTURE RESEARCH

In this dissertation, we proposed different techniques to enhance the transmission data rate

and/or reliability of PLC in LV/MV smart grids. Specifically, we investigated cyclostation-

ary noise mitigation in LV NB-PLC, NBI/IN mitigation in hybrid BB-PLC and unlicensed

wireless, and increased data-rates in the MV UG NB-PLC MIMO-OFDM systems. For the

proposed techniques, we exploited mainly the spatial domain to enhance the reliability of

transmission (SIMO for LV NB-PLC and BB-PLC) or to increase the data rate (MIMO-

OFDM for MV UG PLC). In addition, to better mitigate the impulsive noise, we exploited

the temporal domain features including the noise cyclostationary and sparsity.

First, for the NB-PLC, we proposed the following three techniques to mitigate the cy-

clostationary noise: (1) erasure decoding, (2) temporal-region-based noise cancellation, and

(3) FRESH-filtering-based noise cancellation. In addition, to ensure realistic performance

projections, we developed novel methods to generate the cyclostationary noise for single and

multiple phases NB-PLC based on FRESH filtering where the filter coefficients are extracted

based on field measurements.

For the erasure decoding noise based mitigation, we investigated different techniques to

mark erasures to the decoders. In particular, the cyclostationarity of the noise allows us to

estimate its PSD which can be used to enhance the erasure decoding for both the Viterbi

and RS decoders. Simulation results showed about 0.5 − 1 dB gain at BER of 10−5 from

erasure decoding for the RS decoder. Moreover, the noise’s high spatial correlation provides

us with an estimate of the instantaneous noise samples which can be used to mark erasures

for both RS and Viterbi decoders. Simulation results showed a considerable SNR gain (up

to 3 dB at BER of 10−5) for typical PLC spatial correlation factors.

The proposed SIMO LMMSE temporal-region-based mitigation technique exploits the

cyclostationarity of the noise to estimate its PSD and cross-correlation per frequency sub-
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channel over multiple stationary noise temporal regions. Simulation results showed that the

proposed SIMO receiver achieves close to 7 dB gain at a coded BER of 10−4 over a SISO

receiver and a 6 dB gain at coded BER of 10−4 over a conventional SIMO MRC receiver

designed assuming stationary noise. The proposed temporal-region-based technique enjoys

very low complexity compared to algorithms proposed in the literature.

The SIMO FRESH filtering exploits the cyclic auto-correlation of both the NB-PLC noise

and the OFDM information signal in addition to the cyclic cross-correlation of the received

signal across the receive phases. Furthermore, the FRESH filtering technique utilizes the

cyclic components of both the cyclostationary noise and the OFDM signal in a single stage,

which is shown analytically to be optimal for this problem. In particular, we proposed

two TD LMMSE estimation techniques for SIMO NB-PLC cyclostationary noise mitigation

based on FRESH filtering, namely the TD-NF and the TD-ENF techniques. The TD-

ENF technique enjoys a lower complexity than the TD-NF technique, but it requires CIR

estimation to design the FRESH filters. On the other hand, the TD-NF technique does not

require the CIR estimate to design the FRESH filters but instead requires estimates of the

cyclic auto-correlation and cross-correlation functions of the NB-PLC noise during a silence

period prior to the transmissions. Hence, we concluded that the TD-NF technique is more

suitable for the differential modulation case since it does not require CSI knowledge and the

TD-ENF technique is more suitable for the coherent modulation case since it has a much

lower complexity than the TD-NF technique. Simulation results showed that the coded BER

performance of the proposed SIMO TD-NF technique outperforms the conventional MRC

receiver by more than 8 dB at a coded BER of 10−3.

Second, we investigated the diversity gain of simultaneous transmission in the BB-PLC

and unlicensed wireless, namely, hybrid PLC-wireless system. In particular, we proposed a

new framework to model and jointly estimate and mitigate non-contiguous and contiguous

NBI and IN in SIMO hybrid PLC-wireless transmissions by exploiting their sparsity in the
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frequency and time domains, respectively. In addition, we exploited prior knowledge of the

generally unequal sparsity levels at different antennas and wires and developed a multi-

level OMP algorithm to further reduce the complexity of the sparse recovery algorithm.

For contiguous NBI and IN, the presented joint NBI and IN mitigation framework exploits

their inherent block sparsity with or without knowledge of the bursts boundaries. Moreover,

we exploited the spatial correlation across the receive antennas and across the three-phase

powerlines to convert the non-contiguous NBI and IN problem to a block sparse NBI and

IN problem, after which we proposed a multi-level BOMP algorithm that can efficiently

exploit the new block-sparse structure. For both contiguous and non-contiguous NBI and IN

with known second-order statistics, we quantified the performance gains of LMMSE-based

sparse recovery algorithms over the conventional LS-based recovery of joint NBI and IN with

known support indices. Simulations demonstrated the superiority of the joint PLC-wireless

processing approach over PLC-only or wireless-only processing approaches.

Third, to enhance the data-rate of the NB-PLC transmission over MV UG networks, we

proposed different MIMO-OFDM configurations. After optimizing the bit loading across the

spatial data streams for all frequency sub-channels, the achievable data rates are evaluated

for all proposed MIMO configurations and are shown to be significantly increased (up to

three times higher) when compared to SISO configurations. The achievable data rates are

evaluated for different line lengths and are shown to be high even for long line lengths (up

to 4 km). In addition, we calculated the channel RMS-DS for the different transmission

phases and verified the adequacy of the current CP-length specifications in the IEEE 1901.2

standard for MV UG powerline networks. Moreover, we demonstrated the effect of practical

design limitations on the achievable data rate loss by considering the CP overhead and bit

caps. Furthermore, we proposed efficient methods to reduce the design complexity while

minimizing the data rate loss.
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Finally, we investigated the complexity for most of the proposed algorithms and sug-

gested different approaches for optimizing the design parameters, which reduce the design

complexity appreciably with a negligible performance loss.

9.1 Future Research

We propose the following ideas for future work

� For the cyclostationary noise modeling problem,

– A parameterized model with a few number of parameters will be useful for system

analysis.

– Machine learning based modeling is a promising approach.

� For the NB-PLC cyclostationary noise mitigation problem,

– Investigating the erasure decoding with an iterative decoding.

– Investigating the adaptive FRESH filtering for low complexity design.

– Investigating the sparse FRESH filtering for low complexity design.

– Investigating other transmitter based precoding techniques to mitigate the cyclo-

stationary noise.

� For the hybrid PLC-wireless system,

– Examining the performance of the proposed techniques under more realistic chan-

nel and noise models.

– Exploring practical scenarios including the required changes for PLC and wireless

standards.
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– Exploring the challenges in the serially connected PLC-wireless system, for relay-

ing as an example.

� For the MIMO-OFDM in the UG MV PLC problem,

– It will be interesting to investigate additional data rate gains that can be achieved

using OFDM with index modulation (Basar et al., 2013; Wen et al., 2017) and

spatial modulation (Li et al., 2017) techniques for MIMO-OFDM NB-PLC sys-

tems.
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APPENDIX

PRELIMINARIES

Cyclostationary Signals

Consider a real-valued discrete-time process {x(n), n ∈ Z}. If both the expected value

E {x(n)} and the auto-correlation function rxx(n + l, l) = E{x(n + `)x(n)} = rxx(n; l), l ∈

Z of x(n) are periodic with some integer period P such that E {x(n)} = E {x(n+ P )}

and rxx(n; `) = rxx(n + P ; `), the process x(n) is said to be a wide-sense second-order

cyclostationary process (referred to henceforth as cyclostationary) (Gardner et al., 2006).

Since rxx(n; `) is periodic in n for each l ∈ Z, it has a Fourier series expansion whose

coefficients are referred to as the cyclic auto-correlation function. Hence, the Fourier series

pair is given by

rxx(n; l) = E{x(n+ `)x(n)} ∼
∑
α∈Axx

rαxx(l)e
j2παn

, (A.1a)

rαxx(l) =
1

P

P−1∑
n=0

rxx(n; l)e−j2παn, (A.1b)

where α ∈ Axx = {0, 1/P, . . . , (P − 1)/P}, are the cyclic frequencies and the symbol ∼ is

used in (A.1a) since the Fourier series does not converge in general to the given function.

Furthermore, a more general class of cyclostationary processes is obtained if the auto-

correlation function rxx(n; `) is almost periodic in n for each l ∈ Z, which is referred to as an

almost cyclostationary (ACS) process. A function is said to be almost periodic if it can be

approximated by a uniformly convergent trigonometric polynomial where the approximation

error is bounded for a certain number of approximation terms and does not depend on the

function’s argument (Corduneanu, 1989). Almost periodic functions occur frequently as a

result of sampling a continuous-time periodic function and the functional dependence on

two or more purely periodic functions with incommensurate continuous-time periodicities,
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which is the case of interest in this dissertation. For a more general and rigorous definition of

almost periodic functions, please refer to (Corduneanu, 1989). The auto-correlation function

rxx(n; `), being an almost periodic function, can be expressed in terms of its generalized

Fourier series coefficients as follows

rxx(n; l) = E{x(n+ `)x(n)} ∼
∑
α∈Axx

rαxx(l)e
j2παn

, (A.2a)

rαxx(l) = lim
P→∞

1

P

P−1∑
n=0

rxx(n; l)e−j2παn, (A.2b)

where Axx = {α ∈ R : rαxx(l) 6= 0} is a countable set and the limit in (A.2b) is proven to

exist if rxx(n; l) is an almost periodic function (Corduneanu, 1989, Theorem. 1.12). In the

case when rxx(n; l) has more than one periodicity, α ranges over all integer multiples of all

fundamental frequencies of interest, for example 1/P1, 1/P2, · · · .

Let x(n) and y(n), n ∈ Z be two real-valued discrete-time ACS processes with a second-

order cross-correlation function

rxy(n; l) = E{x(n+ `)y(n)} ∼
∑
α∈Axy

rαxy(l)e
j2παn

, (A.3a)

rαxy(l) = lim
P→∞

1

P

P−1∑
n=0

rxy(n; l)e−j2παn, (A.3b)

where Axy = {α ∈ R : rαxy(l) 6= 0} is a countable set. If the set Axy contains at least one

nonzero element, then x(n) and y(n) are said to be jointly ACS.

Two main representations are commonly used to analyze the cyclostationary signals as

described in (Gardner, 1986) and (Giannakis, 1998): Decimated Components and Subband

Components. In the Decimated Components representation, the cyclostationary process x[n]

with a period P is represented as P different stationary processes xi[n] = x[nP + i], i =

0, . . . , P − 1. In other words, for each time sample, we have a different stationary process.

Auto- and cross-correlations for the xi[n] processes can be computed through the cyclic
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auto-correlation function of x[n]. In the Subband Components representation, the cyclosta-

tionary process x[n] with a period P is represented as a superposition of P stationary NB

subprocesses, where x[n] =
∑P−1

m=0 x̄m[n] e−j2πmn/P . Similarly, the auto- and cross-correlation

functions for x̄m[n] can be computed from the cyclic auto-correlation function of x[n].

Estimation of Cyclostationary Correlation Functions

The cyclostationary correlation functions defined in (A.1b), (A.2b), and (A.3b) involve ideal

ensemble averages which require reliable estimation. In practice, for stationary processes, the

time-averaged correlation converges to the ensemble-averaged result if the averaging length

is long enough. For cyclostationary processes, the time-variant correlations are expressed in

terms of a set of time-invariant cyclic correlations. Each time-invariant cyclic correlation can

be viewed as a valid correlation function for a stationary process (Giannakis, 1998). Hence,

the cyclic correlations and, accordingly, the time-variant ACS correlations can be estimated

using the formulas

rαxx(l) =
1

N

N−1∑
n=0

x(n+ `)x(n)e−j2παn, (A.4a)

rxx(n; l) ∼
∑
α∈Axx

rαxx(l)e
j2παn

. (A.4b)

Frequency-Shift (FRESH) Filtering

The cyclostationary counterpart of linear time-invariant (LTI) filtering is the FRESH fil-

tering. For example, linear periodic time variant (LPTV) filtering can be equivalently im-

plemented in the form of FRESH filtering(Gardner, 1993) as we describe next. Let h[n,m]

denote the impulse response of an LPTV filter. The output signal y[n] corresponding to

input x[n] is given by

y[n] =
∞∑

m=−∞

g[n,m]x[m]. (A.5)
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exp(j2πnK/P)

exp(−j2πnK/P)

exp(j2πn/P)

exp(−j2πn/P)

x[n] y[n]

LTI

LTI

LTI

LTI

LTI

Figure A.1: FRESH filtering block diagram.

The impulse response g[n,m] is defined as g[n,m] =
∑P−1

k=0 g
αk [n − m]ej2παkm, where P is

the cyclic period of the LPTV filter g[n,m], gαk [n−m] is the k-th Fourier series coefficient

of h[n,m], and αk = k
P

is the k-th cyclic frequency. The relationship between the input x[n]

and the output y[n] of the LPTV filter can therefore be written as

y[n] =
P−1∑
k=0

∞∑
m=−∞

gαk [n−m]xk[m] (A.6)

where xk[n] = x[n]ej2παkn. We observe from (A.6) that the LPTV system performs LTI

filtering of frequency-shifted versions of x[n]. Therefore, the FRESH filters can be modeled

as an LTI filter-bank applied to the frequency-shifted versions of the input signal (Ojeda and

Grajal, 2011). Fig. A.1 shows a block diagram of FRESH filtering.

Cyclostationarity of the OFDM Signal

Due to the presence of a cyclic prefix, the transmitted OFDM signal is a cyclostationary

random process with auto-correlation function derived in (Heath and Giannakis, 1999) to be

given by

rxx(nNB + p; l) = σ2
sNSC

[
δ(l) + δ(l −NSC)
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(a) General OFDM auto-correlation function.

(b) Symmetric OFDM auto-correlation function.

Figure A.2: OFDM auto-correlation function with NSC = 256 and NCP = 64
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×
NB−NSC−1∑

r=0

δ(p− r) + δ(l +NSC)

×
NB−1∑
r=NSC

δ(p− r)

]
(A.7)

Since the auto-correlation is a function of p and not of n, the OFDM signal is a cyclostation-

ary random process with a period of NB.The cyclic auto-correlation function for a generic

OFDM signal is shown in Fig. A.2a. However, in our case of NB-PLC baseband transmis-

sion and binary phase shift keying (BPSK) modulation, the data is real and symmetric in

the frequency domain which also leads to a symmetry in the time domain. This symmetry

affects the cyclic auto-correlation function of the OFDM signal as shown in Fig. A.2b.
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