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Microphone array is one of the powerful techniques that enables to apply effective signal

processing algorithms to systems. One of the critical application areas of microphone array

is sound source localization (SSL), which refers to identify the speaker of interest using a

microphone array. SSL can be used as a preprocessing technique to boost up the entire

system efficiency. Recent studies show that smartphones can be an efficient assistive device

for hearing aid devices because of smartphones’ powerful hardware and software components.

Also, Deep Learning (DL) has shown a considerable performance increase in audio signal

processing. DL based SSL using the direction of arrival estimation (DOA) methods for

two and eight microphone array structures and the distance estimation methods using a

single microphone are proposed in this work. The performance of the proposed methods

are evaluated in several realistic noisy conditions, reverberations using real-recorded data.

Another contribution of this work is to present real-time implementations of the DL based

methods on edges devices, i.e., smartphones, tablets.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Far-field automatic speech recognition (ASR) is one of the popular areas in research and

consumer applications. Far-field audio and speech processing have been developing with

the demand of voice-controlled systems in automotive, home automation, and personal

assistant devices. Along with these developments, microphone array gains high popularity

in signal processing in recent years. Various structures of microphone array such as circular,

rectangular, linear haven been used in home automation, personal assistant devices. One of

the important application areas of microphone array is speech source localization (SSL). SSL

can be used as a preprocessing step for various methods such as beamforming [2], speech

enhancement [3], and speech/speaker recognition [4]. One of the remarkable application areas

of SSL is hearing aid devices (HAD). It is reported that the people who have severe hearing

impairment have difficulty identifying speaker direction [5]. Therefore, ’visual indication’

would be very useful for people with hearing impairment. Moreover, SSL enables to enhance

the signal to noise ratio (SNR). On the other hand, the wide usage of smartphones makes

them a good candidate for the ’visual indication’ platform. Furthermore, it has been shown

that smartphones are capable of audio signal processing [6, 7, 8, 9, 10] since they have

powerful hardware and software components.

The popularity of machine learning (ML)/deep learning (DL) has been drastically increased

with the developments in different kind of processing units, i.e., Central Processing Unit

(CPU), Graphical Processing Unit (GPU), Tensor Processing Unit (TPU). DL offers effective

solutions to complex and nonlinear problems in computer vision [11], speech recognition

[12], speech enhancement [13]. Implementing DL approaches to SSL would be a powerful

solution, especially when the number of microphones is few and under high noise conditions

(low SNRs).
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Real-time implementation of DL based methods is quite challenging because of two

reasons. The first reason is that the performance of DL methods depends on the dataset.

Hence, the dataset should involve various conditions in order to perform well in real-time,

which is mostly unseen conditions to the DL model. The second reason is that inference

using the DL model can be computationally expensive. Therefore, the resources of the edge

devices might not be sufficient for real-time inference. These conditions should be considered

to have a robust real-time DL based SSL method. In this work, we aim to develop an efficient

DL based SSL method using the direction of arrival estimation (DOA) and speaker distance

estimation, which can run on a smartphone/tablet in real-time. We also offer a method for

distance estimation between a loudspeaker and microphone in this work.

1.2 Speech Source Localization using Direction of arrival

Speech source localization (SSL) using the direction of arrival (DOA) identifies speaker

in interest using a fixed microphone array exploiting spatial clues. As mentioned in the

previous section, DOA is a powerful method that enables increasing the signal to noise ratio

(SNR), dereverberation, suppression of background noise, and speech enhancement with high

perceptual quality [3, 14, 15, 16]. Noise types, SNR, reverberation, number and geometry of

microphones directly affect the performance of DOA angle estimation. The dissertation aims

to offer deep learning (DL) based DOA angle estimation method for single speech sources

that can work in real-time using two or eight circular microphone array.

Since real-time implementation is one of our considerations, the proposed DOA angle

estimation method should perform satisfactorily under different noise types and SNRs with

low computational complexity. Different DL methods for DOA angle estimation are investigated

to have satisfactory performance and low computational complexity. To define a method as

real-time, a short frame of speech data (typically 20-40 ms) is required. Processing a short

frame of speech data gains tracking ability to the method.

2



1.3 Speech Source Localization using Distance Estimation

The distance estimation of the speech source is another aspect of SSL. The distance estimation

using a high number of microphones, i.e., more than four microphones, is well investigated in

the literature. However, speech source distance estimation via fewer microphones has been

drawn less attention by the researchers. We have proposed two different distance estimation

methods using a single microphone for two different purposes in this work. The first method

aims to estimate the distance between a loudspeaker and a microphone to establish an

acoustic network using multiple smartphones. The second method targets to estimate the

distance between a human talker and a microphone using a single microphone. Single

microphone talker distance estimation can be utilized for a distributed ambient telephony

system [17], smart home [18] by selecting the nearest microphone, human-robot interaction

system [19], intelligent hearing aids [20] by modifying gain based on distance. As the source

type and application areas are different for the first and second methods, we have developed

two different methods. The real-time implementations of these two methods are also one of

our consideration in this work.

1.4 Deep Learning approach for SSL

Deep learning (DL) has gained popularity in various areas such as computer vision [11],

speech/speaker recognition[12], speech enhancement[13], audio signal processing [21] since

DL offers practical solutions for complicated problems. DL could be an effective solution

with reasonable computational complexity for DOA azimuth estimation and speaker distance

estimation (SDE), especially for fewer microphones, i.e., two/three microphones for DOA and

a single microphone for SDE. These shortcomings lead us to investigate DL methods for DOA

angle estimations and SDE. Three steps are followed to have satisfactory performance and

low computational complexity. The first step is data acquisition for application-based,i.e.,
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single microphone for SDE, two microphones based, or eight circular microphone array for

DOA azimuth estimation. The second step is DL model training using various network types,

architectures, and hyperparameter tuning in order to have satisfactory performance, even

low SNRs and low computational complexity. The last step is a real-time implementation of

the DL based DOA angle estimation methods and SDE on edge devices, i.e., smartphones

and raspberry pi with eight microphone board.

1.5 Real-time Implementation

One of the dissertation targets is to obtain a real-time implementation of DL based DOA

angle estimation and SDE methods on edge devices such as smartphones and raspberry pi

with circular eight microphone board. There are some constraints for real-time implementation,

such as sampling rate, frame length, power of the processor, battery life, memory size.

After obtaining the best model for DOA angle estimation and SDE, Tensorflow Mobile, and

Tensorflow Lite [22] are utilized for real-time implementation. An Android-based smartphone

is used for realizing the real-time implementation of the two microphones based DOA method

as iPhone smartphones do not allow accessing two microphone inputs simultaneously. On the

other hand, any smartphones/tablets can be used for SDE and distance estimation method

between a loudspeaker and microphone since they are single microphone based. Raspberry pi

with circular eight microphones is utilized for real-time implementation of eight microphones

based DOA azimuth estimation method.

1.6 Outline of Dissertation

The outline of the dissertation is as follows:

• DL based DOA angle estimation methods for two microphones and their real-time

implementation are proposed in Chapter 2.
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• Convolutional neural network based DOA angle estimation method for circular eight

microphones is defined in Chapter 3.

• Chapter 4 describes a noise-robust method for estimating the distance between a

loudspeaker and a single microphone.

• Chapter 5 presents a single microphone based speaker distance estimation method.

• The work is concluded in Chapter 6.
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2.1 Abstract

Deep learning (DL) techniques are gaining popularity due to performance boost in many

applications. In this work we propose a DL-based (deep neural network (DNN), convolutional

neural network (CNN), and convolutional recurrent neural network (CRNN)), methods for

finding the direction of arrival (DOA) of speech source for hearing study improvement and

hearing aid applications using popular smartphone with no external components as a cost-

effective stand-alone platform. We consider the DOA estimation as a classification problem

and use the magnitude/phase of speech signal or real/imaginary part of short time Fourier

transform of speech signal as a feature set for any DL method training stage and obtaining

appropriate model. The model is trained and derived using real speech and real noisy speech

data recorded on smartphone in different noisy environments under low signal to noise ratios

(SNRs). The DL-based DOA method with the pre-trained model is implemented and run

on Android smartphone in real time. The performance of proposed method is evaluated

objectively and subjectively in the both training and unseen environments. The test results

are presented showing the superior performance of proposed method over conventional met-

hods.

2.2 Introduction

Direction of arrival (DOA) estimation for speech source localization (SSL) is an important

area in signal processing. DOA estimation is a key preprocessing step for a wide variety

of audio signal processing algorithms. Examples of audio signal processing algorithms that

require a prior DOA estimation step include beamforming [2, 14], speech/talker recognition

[4, 23], speech enhancement [3, 24] for hearing aid [25, 26]. DOA for hearing aid applications

is the focus of this work. In this work we offer a "visual indicator" for hearing impaired (HI)

people as a means to improve their spatial awareness. Since HI people, especially elderly HI
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people, have difficulty in identifying the direction of the speaker [5] in a group conversation,

therefore the offered ‘visual indicator’ can be useful to HI people in social events.

We propose using mobile devices, such as smartphones and tablets, as a visual indicator

of speech source direction for HI people. Apart from a touchscreen display, mobile devices

feature a powerful processor, memory, and at least two built-in microphones needing no

additional external component, making them suitable for real-time audio signal processing

applications such as DOA estimation[6, 27], speech enhancement[8, 28], audio compression[29],

and adaptive feedback cancellation[10]. Additionally, mobile devices are widely available to

most people, hence making them a cost-effective solution.

In this work, we propose a DL based SSL methods which are trained in noisy and

reverberant environments using real data recorded on a smartphone. Our first contribution

is to propose a new feature set for the DL models for SSL as used in this paper. Instead

of explicit hand-crafted features from the microphone data (such as those in GCC-PHAT

[30] or SRP-PHAT [31]), we use the STFT of the speech signal per microphone. Our

second contribution is the efficient real-time implementation of DL-based SSL on Android

smartphone using its built-in two microphones for hearing aid applications. Performance of

the proposed DL-based SSL algorithm along with the implementation details on Android-

based smartphones are analyzed in this work. The proposed method is noise-robust and can

work with only two smartphones’ microphones in different kinds of unseen noisy environments

with low latency and very little computation footprint. The real-time video demo of the

Android application in a noisy environment is available in the project website [32]. To

reduce computation complexity, we use the real and imaginary part of the raw speech STFT

instead of hand-crafted features. Raw STFT features are easier to compute and the CNN or

CRNN might learn better features than hand-crafted features. Speech presence is detected

using a real-time simple voice activity detector (VAD) developed in [27]. The details about

VAD will be given in the following sections. Incoming data frames from two microphones
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are processed by the VAD. If VAD decides that frame is speech then inferring process is

performed using our pre-trained DL models to estimate the DOA. If the incoming frame is

detected as noise, then the previously estimated DOA estimate will be used.

2.3 Conventional DOA Estimation Methods

SSL using DOA has been investigated, and various methods have been developed over the

years. Conventional DOA methods can be classified into three classes:

• Methods that decompose the autocorrelation matrix into signal and noise subspace

like multiple signal classification (MUSIC) [33]. MUSIC methods can achieve high

performance with a large number of microphones.

• Methods that exploit the time difference of signal arrivals like TDOA methods [34].

TDOA methods estimate inter-time difference (ITD) between two microphones and

convert ITDs to an angle using apriori information such as distance between microphones,

sampling frequency, and sound speed in the medium. One of the popular TDOA

methods is the generalized cross-correlation (GCC) with pre/post filtering [6]. TDOA

methods perform well for high SNRs and have low computational complexity. However,

the performance of TDOA methods is not satisfactory for low SNRs.

• Methods that compute steered response power for estimating DOA like SRP-PHAT

[35]. SRP-PHAT computes the power of incoming signals using phase transform and

maximizes it using grid search. Although the performance of SRP-PHAT is high with

a large number of microphones, it requires high computational power.

2.4 Deep Learning based DOA algorithms

Many researchers have investigated various DL approaches on SSL or DOA for the last five

years. We can categorize these approaches into two classes. While the first-class utilizes DL
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as a preprocessing step for the DOA, the second group approach uses DL as a replacement

of the DOA algorithm.

The works in [31, 36, 37] are examples of the first class. The authors of [31] propose

a deep neural network based (DNN) based time-frequency masking in order to filter out

non-speech components from the signal. The feature set, the generalized cross-correlation -

phase transform (GCC-PHAT), is extracted from the filtered signal. They also show that

the proposed method in [31] outperforms using direct GCC PHAT as a feature set for time

difference of arrival estimation. One of the recent work [36] proposes DNN architecture

for phase enhancement for SSL. The authors of [36] enhance inter-channel phase differences

(IPDs) and estimate DOA for each frequency. The DOA is estimated through k-means

clustering. The method in [36] has superior performance than conventional methods in

[38, 39].

The work in [37] focuses on eliminating regions dominated by noise and reverberation

from the signal like [31] . The authors offer a convolutional neural network (CNN) based

time-frequency masking method to remove the corrupted region. The filtered signal is fed

one of the conventional methods, SRP-PHAT.

The methods in [30, 40, 41, 42, 43, 44] are examples of the second class of DL based

DOA methods. The authors of [40] define DOA as a classification problem and utilize a

multi-layer perceptron (MLP) as their DL architecture. The architecture consists of an

input layer, a hidden layer with a sigmoid activation function, and an output layer with a

softmax activation function. The feature set of the method in [40] is GCC-PHAT coefficients.

The work in [40] benchmarks the proposed method with state of the art least-square DOA

method for eight microphone case.

Interesting work is proposed in [30]. The authors of [30] use synthesized white noise

rather than speech signals for their training. Using synthesized white noise has two main

advantages. Firstly, the authors of [30] do not need any speech database. Secondly, the
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labeling of training data is simple since they do not need to use a voice activity detector

(VAD) to remove the silence part of the speech. The phase of the short-time Fourier

transform (STFT) is utilized as a feature set. The CNN architecture used as a classifier

for DOA estimation. CNN involves three convolutional layers with sixty-four kernels, two

fully connected layers with five hundred twelve hidden layers, and an output layer with

a softmax activation function. The proposed method in [30] outperforms the SRP-PHAT

method for four and eight microphones case.

The work in [41] proposes two different sound localization approaches using the raw

waveform of the binaural signal. The first method is an entirely data-driven method using

a convolutional neural network (CNN), and the second approach utilizes a gammatone filter

for feature extraction. The CNN based method has better the method with the gammatone

filter [41]. The CNN includes four convolutional layers, three max-pooling layers, two fully

connected layers, an output layer.

The application of CNN to the minimum variance distortionless response (MVDR) scheme

is explained in [42]. The authors of [42] extend hybrid beamforming with CNN. The method

in [42] uses steered response power (SRP), MVDR, and CNN for acoustic source localization.

CNN is utilized in two variants, while the first type uses CNN as a classifier; the second one

utilizes as a regressor. The CNN classifier has mostly superior performance than the regressor

CNN for uniformly linear eight microphone array[42].

The authors of [45] propose a probabilistic neural network (PNN) for DOA estimation.

They aim to solve indoor DOA estimation problem under high reverberation and low signal to

noise ratio (SNR). The generalized cross-correlation (GCC) coefficients are used as feature

set for PNN. The authors of [45] report 4.6◦ root mean square error (RMSE) for a high

reverberant environment, 600 ms, with low SNR,-10 dB using six microphones.

The hybrid DL method is used for DOA estimation in [44]. The authors combine CNN

with long short term memory (LSTM) in [44]. The proposed architecture in [44] involves
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three convolutional layers with sixteen filters, one LSTM layer with three hundred nodes, a

fully connected layer with one thousand twenty-four nodes, and an output layer. The GCC-

PHAT coefficients are utilized as a feature set for the proposed architecture. The authors

report that the method in [44] outperforms the method in [30].

2.5 Shortcomings of previous works in DL based DOA estimation

The methods are mentioned in section 2.4 have promising performance in different environments

with/out the presence of background noise. However, more investigations are required

because of the following reasons:

• Most of the works in section 2.4 train and validate the methods using simulated data.

Real-recorded data is required for showing the performance of a proposed method in

real-life situations.

• The works in section 2.4 use at least four microphones for evaluating the proposed

methods. Only [41] proposed methods for binaural signal (two-channel signal). However,

the binaural signal is generated by the head related transfer function (HRTF) to take

into account of effect of head (especially ear) shape. Hence, a DL based two-channel

(without HRTF) DOA angle estimation method should be investigated.

• Some of the works in section 2.4 are assessed their proposed methods under noisy

conditions. However, the authors in section 2.4 mostly used additive white noise rather

than more realistic noise types like babble, machinery noise. More research is needed

for obtaining the effects of more realistic noise types on DOA angle estimation.

• To our best knowledge, none of the works mentioned in section 2.4 proposes a real-time

application of the proposed method on an edge device. Real-time implementation is an

indicator of two points: (i) the computational cost of the proposed method is sufficient
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for real-time implementation on an edge device (ii) the proposed model is generalized

for any unseen environment.

The reasons given above lead us to work on DL based DOA angle methods and real-time

implementation on edge devices. Two and eight microphone based methods are offered.

The detail regarding two and eight microphones DL based DOA angle estimation method is

explained in detail in chapter 3 and 4, respectively.

2.6 Problem Statement

The target is real-time implementation of the proposed method on Android platforms using

its built-in two microphones. In a realistic scenario, there is a limited number of human

speakers. Therefore, the DOA angle estimation problem formulated as a classification

problem instead of a regression problem. The DOA angle resolution is defined as 20◦ within

the range of 0◦ to 180◦. Then data is recorded and simulated based on 20◦ resolution. The real

recorded data has critical importance for real-time implementation. Since the microphones of

smartphones are designed for different purposes (such as for voice call or noise cancellation),

they have different characteristics. The real recorded data will help to train the DL models

in order to implicitly compensate the different characteristics of the microphones. This is

one of the remarkable advantages of using the DL method for DOA angle estimation.

2.7 Proposed Methods

We propose DNN, CNN, and CRNN based direction of arrival estimation for two microphones.

We give details about the proposed methods in this section.
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2.7.1 Deep Neural Network based DOA Angle Estimation

Input Feature Set

The input feature set has critical significance for a DL application. The feature set should

include the required information for the applied area. The book [3] states that phase and

signal energy are used for SSL for humans. Therefore, we have decided to utilize magnitude

and phase as a feature set for the proposed DOA angle estimation method. A 20 ms incoming

frame is multiplied with the Hanning window. Then, we calculate FFT of the windowed

signal.

Xch(m,ω) =
∞∑

n=−∞

x[n]w[n−m]e−jωn (2.1)

Xch(m,ω) is a complex short time Fourier transform (STFT). x[n] is the input signal and

w[n−m] is a window to get small frames of the signal. The sequence fm = x[n]w[n−m] is a

short-time section of the speech signal x[n] at time m. The subscript ch denotes the channel

number. Next, we find the magnitude and the phase.

Xch(m,ω) =
√
Re(Xch(m,ω))2 + Im(Xch(m,ω))2 (2.2)

∠Xch(m,ω) = tan−1
(Im(Xch(m,ω))

Re(Xch(m,ω))

)
(2.3)

Xch(m,ω) and ∠Xch(m,ω) represents magnitude and phase of channel of ch, respectively.

Re(Xch(m,ω)) and Im(Xch(m,ω)) denotes real and imaginary part of the STFT for channel

ch. The feature set should look like below.

Feature set[
Mag. of 1st channel |Phase of 1st channel |Mag. of 2nd channel |Phase of 2nd channel

]
(2.4)
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Figure 2.1: Block Diagram of the proposed DNN architecture of DOA angle estimation for
two microphones

The feature set’s dimension is 1× (4× (NFFT

2
+ 1)). NFFT is equal to number of fast Fourier

transform (FFT). Since FFT of a signal is symmetric in the frequency domain, we only use

half of it.

Model Architecture

Figure 2.1 shows the proposed DNN architecture for two microphones DOA angle estimation.

Various network architectures are investigated in order to come up with the proposed one.

The DNN consists of an input layer, three hidden layers, and an output layer. The input layer

has 1028 nodes as the NFFT considered in the proposed method was 512. Each hidden layer

has 512 nodes with a sigmoid activation function. Since we have 10 classes (20◦ resolution

within the range of 0◦ to 180◦), the output layer has 10 nodes with a softmax activation

function. We also use the dropout rate as 0.5 between the hidden layers to avoid overfitting.
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2.7.2 Convolutional Neural Network based DOA Angle Estimation

Input Feature Set

Determining input feature-set is crucial for supervised learning. Input feature set should

have enough DOA information to be learned by the CNN. In [30], the phase of the signal is

considered as an input feature set. [3] states that signal energy is also used for speech source

localization for humans. Therefore, we have decided to use real and imaginary part of short

time Fourier transform (STFT) of input speech frames which is defined by

Xch(m,ω) =
∞∑

n=−∞

x[n]w[n−m]e−jωn (2.5)

Xch(m,ω) is a complex STFT. x[n] is the input signal and w[n−m] is a window to get

small frames of the signal. The sequence fm = x[n]w[n −m] is a short-time section of the

speech signal x[n] at time m. The subscript ch denotes the channel number. The real and

imaginary part of X(m,ω) is used as an input feature set for the proposed method. The

following matrixes show input feature sets.

Feature set 1 Feature set 2Imag. part of X1(m,ω)

Imag. part of X2(m,ω)


Real part of X1(m,ω)

Real part of X2(m,ω)

 (2.6)

The dimension of each feature set is represented by NR × NC . We have a total of two

input channels hence NR equals 2. NC equals to NFFT/2 + 1. NFFT is the number of the

fast Fourier transform (FFT) points. Since FFT of a signal mirrors in the frequency domain,

we get half of the frequency response of data.

Model Architecture

Figure 2.2 shows CNN topology of the proposed method. There are five main layers in the

topology viz. input layer, convolutional layer, pooling layer, fully connected (FC) layer,
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Figure 2.2: Block Diagram of CNN based SSL/DOA angle estimation architecture. The CNN
consists 3 components. Input image is first convolved with kernels. The final convolutional
layer obtained by stride of 2 is flattened and fed into fully connected layer. Finally, output
is fed to the softmax layer.

output layer. The input layer consists of input feature sets defined in the previous section.

We have two sets of matrices that consist of the real and imaginary part of STFT of the

speech signal. Inputs are processed by convolutional layer. A set of kernels, i.e. filters, is

convolved with small parts of input matrices in the convolutional layer. These kernels enable

us to find out local information on the spectrum for SSL. After the application of filters,

feature maps are generated by each convolutional layer. Pooling layer helps us to reduce

the feature map resolution for decreasing computational complexity. In this work, we have

used max pooling which takes maximum values in the 2 × 2 matrix. After max pooling

layer, feature maps are flattened and fed into fully connected (FC) layer. FC layer performs

classification using activation function. For this study, Rectified Linear Unit (ReLU) [46] is

used as an activation function in FC layers. Softmax activation function (gives a probability

of each class) is utilized in the output layer. The highest probability is selected as the output

class which can be shown as:

θ̂i = argmax
x
{p(θc | φi)} (2.7)

The angle θ̂i denotes estimated DOA angle, p(θc | φi) is the probability of c-th class when

given the i-th time frame as φi. The CNN architecture used in this work includes three
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convolutional layers. Each convolutional layer has 64 filters with 2× 2 strides. There is one

optional max pooling layer after each convolutional layer. First FC layer has 512 nodes with

ReLU activation function. The second one has 256 nodes with ReLU. We have 10 output

classes with Softmax activation layer in the output layer.

2.7.3 Convolutional Recurrent Neural Network based DOA Angle Estimation

Input Feature Set

The input feature set for convolutional recurrent neural network (CRNN) based direction

of arrival (DOA) estimation is same with convolutional neural network (CNN) based DOA.

Hence, the details can be found in section 2.7.2.

Model Architecture

The proposed architecture is shown in Figure 2.3. We have chosen this architecture after

many trials. The model has an input layer, three convolutional layers, two max-pooling

layers, one recurrent neural network (RNN) layer, one fully connected layer (FCL), and

an output layer in order. There are 64 filters, each with a dimension of 2 × 2 in every

convolutional layer. These filters (kernels) extract the required information for DOA estimation.

The max-pooling layer is utilized in order to decrease computational complexity. In our

model, the max-pooling layer takes max value in the 2 × 2 matrix. Then the max-pooling

output is flattened and fed to the RNN layer. Since speech is continuous, RNN leads the

model to learn context information using previous information. Rectified linear unit [46] is

utilized as activation function in FCL. SoftMax is used in the output layer, which has ten

nodes since we have ten classes, i.e. within 0◦ to 180◦. We also use the dropout rate as 0.5

between RNN and FCL layers to avoid overfitting.
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Figure 2.3: Block Diagram of the proposed CRNN architecture for DOA angle estimation

2.8 Voice Activity Detector

In real life, we are exposed to different kind of noises. The presence of background noise

leads to performance degradation for DOA estimation. We would like to see the performance

of the proposed method under noisy condition. Since we train the model with only speech,

the proposed method requires classifier which labels speech segment (includes clean or noisy

speech) and noise (or silence) segment. This classifier is called voice activity detector (VAD).

If the incoming frame is detected as speech, the frame is fed to pre-trained model making a

new estimation, else, the DOA angle estimate from the previous frame is retained:

ˆ̂
θi =


θ̂i−1, if V AD = 0 (Noise)

θ̂i, if V AD = 1 (Speech)

(2.8)

Where angle ˆ̂
θi denotes the corrected DOA estimate after VAD for ith frame. Thus, the

VAD prevents model to estimate the DOA angle with noise-only frames. In this work, to

reduce the real-time processing burden and to reduce CNN size, we utilize a simple single-

feature based VAD. That is, ‘Spectral Flux (SF)’ is used as a feature for VAD [27]. The

definition of SF is given by:

19



SF (k, i) =
1

N

∞∑
k=−∞

(∣∣Xi[k]
∣∣− ∣∣Xi−1[k]

∣∣)2 (2.9)

for kth frequency bin and ith frame. k = 1, 2, . . . , N . |X| denotes the magnitude spectrum

of X. A simple thresholding technique is given by:

V AD(i) =


0 (Noise), if SF (k, i) < ξ

1 (Speech), if SF (k, i) ≥ ξ

(2.10)

where ξ is the calibration threshold.

We have used SF based VAD because it is easy to implement, and it has satisfactory

robustness under stationary conditions [27]. In order to make our app robust under non-

stationary noise, two parameters are defined for the VAD. The first parameter is decision

buffer, D, which makes a VAD decision when D contiguous frames are detected as speech.

The second parameter is called threshold, T, which determines initially how many frames is

assumed as noise.

Following are the steps in the proposed DOA angle estimation method for efficient real-time

implementation:

• Pre-filtering using SF-based VAD to label the incoming frame as noise or speech;

• If the incoming frame is detected as speech, STFT of the incoming frame is fed to DL

method;

• Inference is done using the pre-trained DL model.

2.9 Experimental Setup and Evaluation

We present the experimental setup and evaluation for the proposed DL based SSL/DOA

methods in this section. The performance metrics and experimental setup for simulated and

smartphone recorded data are also explained in this section.
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2.9.1 Dataset

Simulated Dataset

Five independent rooms with dimensions as shown in Table 2.1 were simulated using image-

source model (ISM) method. A microphone array of 2 mics was placed at the center of

each room with 13 cm as the distance between them. We choose 13 cm distance between

the microphones as it emulates the two microphones on the smartphone we used for real-

time recording. We have considered 10 different DOA angles between 0◦ to 180 ◦, with 20◦

as resolution for recording the data. Simulated recording was generated by convolving the

source speech signal with room impulse responses (RIRs). RIRs were generated using ISM

method according to different DOA angles. The distance of source varies in each simulated

room and is given as per Table 2.1. The noisy data to be played by source was prepared

by contaminating clean speech files from HINT[47] and TIMIT[48] databases with collected

day-to-day noises at different signal to noise ratios (SNR). We have considered machinery

(MRI noise, M), traffic (T), and babble (B) noises with 0, 5 and 10 dB SNR.

Table 2.1: Simulated Data summary

Simulated Data Details
Room Size Room 1 (7,4,2.5)m, Room 2 (6.5, 5.5,3)m, Room 3 (5, 4.5,3)

m , Room 4 (7, 5.5,3.5)m, Room 5 (6.2, 5,3)
Array positions in
room

Center of all rooms

Source-array distance 1 m for Room 1, 1.3 m for Room 2, 0.92 m for Room 3, 2 m
for Room 4 and 1.05 m for Room 5

RT60 400, 350, 300, 400, 300 milliseconds (ms) for Room 1, 2, 3,
4 and 5 respectively

Sampling Frequency 16 kHz
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Smartphone Recorded Dataset

Since our goal is to implement the proposed method on the smartphone for people’s hearing

improvement, we need real smartphone recorded data for training. Training the model on

real recorded data makes it more robust to real-life noise and reverberation. Hence, real data

is collected using Pixel 1 smartphone to get the model better trained for our applications.

The data is recorded in three different rooms. In all rooms and around the smartphone on

the table, we place five loudspeakers apart from each other so that the resolution is 20◦. Since

the DOA angle range is between [0◦ to 180◦] we rotate the smartphone by 90◦ for this setup

to capture another five loudspeaker signals. This way we have a total of ten loudspeakers

per setup in each room (shown in Figure 2.4). We have 2 different setups for room 1. The

distance between smartphone and loudspeakers for setup 1 and 2 in room 1 are 0.6 m and

2.4 m, respectively. The distance between smartphone and loudspeakers for room 2, 3, and

4 are 1.3 , 0.92 and 1.05 meters, respectively. The dimensions for room 1, 2, 3, and 4 are

Figure 2.4: One of the setup of data collection used to train the proposed DL-based SSL/DOA
estimation method
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Table 2.2: Data collection summary

Data Collection Details
Room Size Room 1 (7,4,2.5)m, Room 2 (6.5, 5.5,3)m, Room 3 (5, 4.5,3)

m , Room 4 (7, 5.5,3.5)m
Array positions in
room

2 different location in Room 1

Source-array distance 0.6 and 2.4 m for Room 1, 1.3 m for Room 2, 0.92 m for
Room 3, and 1.05 m for Room 4

RT60 400, 350, 300, 400 ms for Room 1, 2, 3, and 4 respectively
Sampling. Frequency 48 kHz

7m × 4m × 2.5m, and 6.5m × 5.5m × 3m, and 5m × 4.5m × 3m, and 7m × 5.5m × 3.5m

respectively. Room 4 is only used for testing the real-time Android application as an unseen

environment. Reverberation times vary between 300-400ms between the Rooms 1, 2, 3 and

4. Table 2.2 shows the configuration of data recording. Figure 2.4 displays one setup of the

data collection in Room 1. For recording, we have used clean speech files from HINT, TIMIT,

and LibriVox [49]. The speech files from all three databases are mixed together randomly

which would make the data more diverse and realistic. Female and male speakers/speeches

are chosen from the speech databases almost equally. 35 minutes recording is done by

smartphone for two setups in room 1. And, smartphone recorded 15 minutes for room 2 and

3. Noise files played from a loudspeaker and recorded separately in room 2. The loudspeaker,

plays noise files, is located 3.5 meters away from the smartphone (not shown in Figure 2.4).

Pixel 1 smartphone is used for separately recording noise files. Noise files were chosen from

the DCASE 2017 challenge database [50] which includes real recordings. Vehicle (‘Traffic’)

noise and multi-talker babble (‘Babble’) noises are selected from the DCASE 2017 database.

In the dataset, we also used actual noise in a Magnetic Resonance Imaging (MRI) room with

a 3-Tesla imaging system [51] to incorporate a machinery noise (‘Machinery’) containing

strong periodic component. To generate noisy mixtures, clean speech and noise files are

mixed at different SNRs levels.
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2.9.2 Experimental Setup

The proposed DOA angle estimation methods are evaluated using simulated and real recorded

data that explained in previous section. We have generated feature set in MATLAB and

transferred to the Python. The magnitude and phase of the speech signal form our feature set

for DNN, and the images, which fed to CNN and CRNN, are formed using real and imaginary

parts of STFT. The input feature sets for recorded and simulated data are extracted from

20 ms frames, at the sampling frequency of 48, 16 kHz, respectively. Hanning window is

applied to each frame and FFT is calculated. Based on the voice activity detector (VAD),

each frame is labeled as a silence or speech frame. More information regarding VAD can be

found in section 2.8. Then, the magnitude and phase of the speech frames are calculated

and reshaped as in (2.4) for DNN, the real and imaginary part of STFT is reshaped like in

equation (2.6) for CNN and CRNN. The number of FFT points is 1024, 512 for real recorded

and simulated data, respectively. [number offrames× 1029] is the dimension of the feature

set with including DOA label (angle information) for DNN training. The dimension of the

input feature becomes [number offrames × 2053] with including the label for CNN and

CRNN training. We use TensorFlow [22] for training model since it has C/C++ API for

Android platforms. The trained model then is used for evaluating the proposed methods.

The experiments are conducted using clean speech signal (no presence of background noise)

and three different background noise types; multi-talker babble, machinery, traffic at three

different SNRs (0, 5, 10 dB).

2.9.3 Performance Metrics

Accuracy (ACC) and root mean square error (RMSE) are utilized for quantifying the perfor-

mance of the DOA angle estimation.

Accuracy(ACC%) =
Nc

NF

× 100 (2.11)
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where Nc is the total number of correct DOA estimation and NF denotes the total number

of frames per test case.

RMSE =

√√√√ 1

NF

NF∑
i=1

(
θi − θ̂i

)2
(2.12)

where NF is the total number of frames per test case. θi is the true DOA angle and θ̂i is the

estimated DOA angle for the ith frame.

2.10 Results and Discussions

We first present results for our experiments using simulated data. Figure 2.5 shows a

comparison of the proposed methods against other deep learning based DOA methods using

simulated data. The first proposed method is deep neural network (DNN) based DOA angle

estimation, denoted by Proposed DNN. Our second DOA developed method (The Proposed

CNN-Speech Phase) uses phase information of speech as input for CNN, whose topology is

the same as ours convolutional neural network (CNN) based DOA angle estimation method

(The Proposed CNN). The last proposed method is convolutional recurrent neural (CRNN)

network based DOA angle estimation method which is represented by Proposed CRNN, see

Figure 2.5. The method from [40] is MLP based method which uses GCC Phat information

as an input and is denoted as GCC MLP. The method from [30] utilizes synthesized white

noise phase information in training. It uses the model for estimation on speech files and

CNN-Noise Phase is used in [30]. The reason for including our second proposed method is

to make a comparison fair with the method in [30] which uses white noise in the training

part. C-LSTM denotes the method in [44]. These methods are compared when there is not

presence of background noise, where 90% of data is utilized for training and the rest is for

testing. As it is seen from Figure 2.5, C-LSTM and Proposed CNN and CRNN have accuracy

performance more than 90%. The proposed CNN Speech Phase has almost 90% accurracy.
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The proposed DNN method has nearly 85% accuracy performance using two microphone.

However, the rest of the algorithms, GCC MLP and CNN Noise Phase, performs worst for

two microphone case even though there is no presence of background noise. Since this is

two microphone DOA estimation, the method in [40] and [30] might require more training

data for better performance. The last observation from Figure 2.5 is method in [40] that

performs better compared to the method in [30] even though [40] uses MLP with input sets

of GCC-PHAT.
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Figure 2.5: Accuracy comparison results for the silent environment using simulated data

Figure 2.6 shows the comparison of the proposed method CNN and CRNN versus method

in [30] and in [44] for an unseen environment when there is not presence of background noise

with smartphone recorded data. The training data for the two methods of Figure 2.6 is

generated using data from Room 1 and 2.We have two different setups for Room 1 as it was
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mentioned in section 2.9.1. Room 3 data is used for generating test data. There are two

cases for comparison: While case 1 uses one frame information for forming image to feed

CNN or CRNN, case 2 uses ten consecutive frames. The accuracy of the proposed CNN

method for case 1 and 2 is 73% and 81%, respectively- a relative improvement of about

8%. While the proposed CNN based DOA method performs best for case 1, the proposed

CRNN based has highest accuracy for case 2. However, the performance of the method in

[30] for case 1 and 2 is about 27% and 36%, respectively when using smartphone recorded

data. A reason for such huge difference between accuracies shown in Figure 2.6 could be

that [30] trains model using synthesized white noise while we have used speech for training

in our method and in implementing the method of [30] for the comparison analysis. Another

reason could be that [30] uses two identical microphones for data generation while in our

comparison analysis between the two methods we have used the two built-in microphones

of the smartphone which could have mismatch characteristics, e.g. different gains. On the

other hand, C-LSTM [44] accuracy performance for Case 1 and 2 is 10.01% and 77.58%,

respectively. The method in [44] is not capable of classifying for Case 1 because the C-

LSTM model always estimates only one class. Since we have ten classes, the performance of

C-LSTM is around 10% for Case 1. The multi-frame approach enables the C-LSTM method

to perform better and increases its accuracy of DOA angle estimation to 77.58%. These

results prove that the proposed CNN and CRNN methods has highest accuracy performance

and are good candidates for real-time implementation

Figure 2.7 displays the CRNN-based DOA angle estimation accuracy of the proposed

method under different noisy conditions. The results are collected for babble, traffic, and

machinery noises at 0 dB, 5 dB, and 10 dB. As we mentioned at the beginning of this section,

the test data is entirely different from the data collected and used for training. We have

trained a model for each noise type and SNR level. The results are collected using the

multi-frame approach, 10 frames for each DOA angle estimation. As the first observation
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from Figure 2.7, the accuracy increases with an increase in SNR. The second observation is

that the performance accuracy under babble noise is the lowest among the use of the other

two noise types. Since babble noise contains multiple speeches, performance degradation is

expected. The next observation is that the accuracy difference between all noise types is

highest at 0 dB SNR. Low performance at 0 dB for all noise types can be explained with

the low performance of the single feature based VAD. The performance could be increased

using superior VAD. The performance differences decrease as the SNR increases. Moreover,

the performance under machinery noise is higher than traffic noise at 0 dB. However, the

accuracy performance under traffic noise is highest for 5 dB and 10 dB SNRs. After 10 dB

SNR, the accuracy results become closer to clean speech condition (when there is no presence

of background noise).
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Figure 2.6: Comparison of accuracy results for Unseen Silent Environment
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Figure 2.7: Accuracy performance of the proposed CRNN-based DOA angle estimation
method under different noise types (babble, machinery, traffic) at 0dB, 5dB, and 10dB
SNRs.

2.11 Real-time Implementation on Android based Smartphone

This section presents the real-time implementation of the proposed CNN and CRNN-based

DOA angle estimation algorithm on the Android-based smartphone. We use Android operating

system (OS) that allows us to access the two built-in microphones of the phone/tablet.

2.11.1 Offline Training

The model for CNN and CRNN based DOA angle estimation is trained offline using smart-

phone recorded data. Then, the pre-trained model is implemented on Android-based platforms.

The data for training is generated on MATLAB using real recorded data. Frame size is

considered as 20ms and the sampling frequency is 48 kHz. Each frame is multiplied by the

Hanning window and STFT is calculated. Then, the real and imaginary part of STFT is

reshaped like in (5.2). Since frame length is 20ms, the number of FFT point is selected as

1024 at 48 kHz. The dimension of the input feature becomes [numberofframes × 2053]

with including label for training. TensorFlow [22] is utilized for training model. The benefit

of using TensorFlow is it has C/C++ API for Android platforms. Half of the data is used

for training and the other half is used for testing for model training. This makes the model

robust to new incoming data and prevents overfitting since we use half of the data for testing.
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2.11.2 Implementation

Figure 2.8 shows the block diagram of real-time processing modules of the proposed DOA

estimation methods on Android platforms. We define real-time as estimating the talker

direction in 250-275 ms when the frame size is 20 ms and ’Wait Buffer’ capacity is 10 frames.

The stereo input/output framework for audio signal processing [52] is employed for real-time

implementation. The smartphone captures 20ms frames at 48 kHz. The captured frames are

stored in ‘Input Buffer’. Then each frame is multiplied by the Hanning window and FFT is

calculated. Next, features are extracted for the VAD. A simple efficient spectral flux based

VAD is employed in this work. Details regarding VAD can be found in section 2.8. If an

incoming frame is labeled as a speech frame by the VAD, it is forwarded to ‘Wait Buffer’.

When the size of ’Wait Buffer’ reaches 10 frames, the stored buffer feeds to the pre-trained

CRNN model. The model gives 1 × 10 probability results since we have ten classes. We

find the max of it and update the graphical user interface (GUI), shown in 2.9. All these

computations are done on the smartphone which offers a cost-effective DL based solution for

DOA angle estimation.

As it is seen in Figure 2.9, we have four main buttons. A ‘Start’ and ’Stop’ button are

used for starting and stopping the app. ’Setting’ button is for updating the VAD parameters

which enable the application in different background noise types and SNR levels. The user-

friendly GUI, Figure 2.9, shows the direction of the speech source numerically and with

graphical blue markers. The GUI also has a ’Result Saver’ button for calculating the real-

time performance of the proposed CNN/CRNN based DOA estimation method in terms of

accuracy and RMSE. The video demonstration of the proposed CRNN based DOA estimation

can be seen on our SSPRL research lab website [32]. It should be noted that an ambiguity

exists, as shown in Figure 2.9 display, due to the source symmetry w.r.t the two microphones

used. The last main button is ’Result Saver’ . This button is used for saving estimated DOA

angles. When we touch the button, the popup screen asks the direction of the talker. We
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Figure 2.8: Block diagram of real-time processing modules for the proposed DOA angle
estimation methods

calculate the accuracy and RMSE of real-time app based on the direction of the talker for

100 estimations. Another good feature of the app is ‘Voice Assist’. The talker location is

also shown with ‘Voice’ for every 10 estimations. It says ‘The talker at θ degree’, θ indicates

the estimated DOA angle. We’ve named this feature as ‘Voice Assist’.

We have a manual solution for ambiguity problem because of two microphones. The

proposed app shows only one blue marker when the talker is at 0◦ and 180◦ (see Figure 2.9

for angles). Two blue markers (because of ambiguity problem) are displayed on GUI when

the speaker is at a different angle than 0◦ and 180◦. The solution would be rotating the

smartphone clockwise. If rotating smartphone clockwise decreases the estimated angle, the

talker is the right-hand side. Otherwise, the talker is left-hand side. This manual solution

would resolve the ambiguity problem for two microphone based DOA angle estimation

method. The video demonstration of the proposed CNN based DOA estimation can be

seen at http://www.utdallas.edu/ssprl/hearing-aid-project/ [32].
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Figure 2.9: GUI display of the developed Android app for DOA angle estimate on Android
Pixel 1

2.11.3 Implementation Highlights

Four parameters are critical for the real-time implementation; training size, wait buffer,

reshaping and model size. First one is the training size for training of the model. Since

we have a limited dataset size, when the training size is large, like 80% to 90%, the model

is overfitted to the collected data. Hence the trained model is not able to work well with

new unseen data in real-time operation. To resolve this issue, we have defined training data

size as 50% for training the CNN model. For the second one, we use a ’Wait Frame Buffer’

to get more accurate estimations. Thus, the DOA angle estimations are done based on ten
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frames (each frame is 20ms) for real-time implementation of our algorithm. The third one is

reshaping part of the model. Hence, the model is fed by data whose dimension is 10× 2052

(for inference, the label isn’t required, hence the dimension is not 10 × 2053) for real-time

implementation. Finally, the optimization operations are applied to the model to decrease

model size. 32-bit floating-point representation is used to store the model weights. However,

we quantize the weight values to 8-bits per parameter using Bazel [53] which causes very

little loss of accuracy in the result.

2.11.4 Performance Evaluation in Real-time Implementation

CNN based DOA angle estimation application

The performance of the proposed DOA app is tested using Pixel 1 and Pixel 3 Android

smartphones. A hundred different estimations are stored with ground truth for each degree

to evaluate the real-time operation of the proposed application. The phones are placed in

the center of the table and the room dimension is 6.5 × 5.5 × 3 meters. The measured

reverberation time is 350 milliseconds. There was a fan noise in the background when

collecting the results. The accuracy results are used for evaluating performance results.We

define a modified accuracy (ACCmod ) measure which accepts DOA estimations correct if it

is within ≤20 of the actual angle. Modified accuracy results for Pixel 1 and 3 can be seen in

Table 2.3. It is worth noting that our CNN model is trained using collected data with Pixel

1 but inferred on Pixel 3. We only see a 5% absolute degradation is accuracy. This means

that our CNN model is rather robust to smartphone.

Table 2.3: Accuracy (error ≤ 20◦) for real-time using CNN model trained for google pixel 1,
but inferenced on pixel 3

Android Pixel 1 89%
Android Pixel 3 83%
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CRNN based DOA angle estimation application

The performance of the proposed algorithm/app is tested in a room whose dimension is

7 × 5.5 × 3 using an Android-based Pixel smartphone. Two built-in microphones of the

smartphone are used for the app. The distance between the two built-in microphones is 13

cm. The location of the smartphone microphones is shown in Figure 2.8. The ten frame-

based approach (Case 2) of the proposed method is implemented on the Pixel smartphone.

Results of hundred DOA angle estimations are stored together with the ground truth values

for four angles, namely{0◦, 40◦, 140◦, 160◦}, in order to evaluate the real-time performance of

the proposed app. The phone is placed in the center of a table whose dimension is 2.43×1.21

meters in the room. A human talker was speaking 1.05 m away from the smartphone at four

different angles ({0◦, 40◦, 140◦, 160◦}) with respect to the smartphone. There was no presence

of background noise during performance evaluation in real-time. The accuracy and RMSE

results are the criteria used for evaluating the performance of our real-time application.

Table 2.4 shows the accuracy and RMSE results of the proposed real-time method/app run

on pixel smartphone.

Average accuracy of 94.24% and more was obtained for the proposed method at the four

different DOA angles. According to Table 2.4, the proposed app has lower RMSE for low

degrees compared to high degrees. The reason for the difference in RMSE could be the

difference in the characteristics of the two built-in microphones of the smartphone. The

average RMSE result is 14.75◦, which is less than our recorded data resolution, 20◦. Table

2.4 shows that the proposed app will be a good candidate for presenting the direction of the

speaker/speech source visually to the HI user.

The last measurement is CPU and Memory usage of the proposed Android app is

displayed in Figure 2.10. This snapshot in Figure 2.10 was taken on Pixel 1 when the ‘Wait

Buffer’ size was 10. As it is seen from the figure, CPU and Memory consumption increases

and decreases parallelly. The reason for this is ‘Wait Buffer’ and VAD. When ‘Wait Buffer’
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Table 2.4: Accuracy and RMSE results of the real-time application

Angles Accuracy (%) RMSE(◦)
0◦ 95 3
40◦ 96 7
140◦ 94 20
160◦ 92 29

Average 94.24 14.75

size reaches ten frames, the image is formed and fed into the CNN. Then, the pre-trained

model inferences as shown (in yellow arrows) in the figure. During this process, CPU and

Memory usage reaches 40-44% and around 850MB, respectively. One reason for high usage

is that the calculations are done using 10 frames. Another reason is TensorFlowAPI on

Android utilizing Java which increases the CPU consumption. Although the consumptions

are little more than expected, this situation is temporary. After the estimations were done,

CPU consumption decreases to below 8% and memory usage reduces to less than 30 MB.

The CNN based DOA app can run continuously on limited battery for over one hour without

crashing of the app or any memory problems. Figure 2.10 clearly shows that the proposed

app perfectly suits for real-time applications.

2.12 Conclusion

This chapter presents deep learning based DOA angle estimation methods and its real-

time implementation on Android-based smartphone for hearing improvement. The system

pipeline and architectures of the models were optimized for getting high accuracy and

decreasing the computational complexity. The models were trained using real data recorded

by the smartphone which enabled the model to implicitly compensate for gain mismatch

of the two built-in microphones of the smartphone in the training phase. The proposed

methods were compared with the recent deep learning based DOAmethods and their superior

performance were shown. The proposed app accuracy and error performance were also
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Figure 2.10: CPU and Memory consumption of Proposed Method on Pixel 1

evaluated. CPU and memory consumption of the app running on the smartphone were

evaluated. As per the results of our experiments, the proposed smartphone-based DOA app

suits the real-life scenarios for hearing aid applications very well.
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3.1 Abstract

In this chapter, we present a real-time convolutional neural network (CNN)-based Speech

source localization (SSL) algorithm that is robust to realistic background acoustic conditions

(noise and reverberation) using eight microphone. We have implemented and tested the

proposed method on a resource-constrained hardware prototype (Raspberry Pi) for real-

time operation. We have used the combination of the imaginary-real coefficients of the

short-time Fourier transform (STFT) and Spectral Flux (SF) with delay-and-sum (DAS)

beamforming as the input feature. We have trained the CNN model using noisy speech

recordings collected from different rooms and inference on an unseen room. We perform

real-time inferencing of our CNN model on the prototyped platform with low latency (21

milliseconds (ms) per frame with a frame length of 30 ms) and high accuracy (i.e. 89.68%

under Babble noise condition at 5dB SNR). We provide quantitative comparison with six

other previously published SSL algorithms under several realistic noisy conditions, and show

significant improvements by incorporating the Spectral Flux (SF) with beamforming as an

additional feature to learn temporal variation in speech spectra. Lastly, we provide a detailed

explanation of real-time implementation and on-device performance (including peak power

consumption metrics) that sets this work apart from previously published works. This work

has several notable implications for improving the audio processing algorithms for portable

battery-operated Smart loudspeakers and hearing improvement (HI) devices.

3.2 Introduction

Speech source localization (SSL) estimation generates the important direction information

that can be used to improve the performance of many audio/speech signal processing methods

such as microphone array beamforming [2, 3, 14], speech enhancement [3, 54], speech/speaker

recognition [4, 23], and hearing improvement (HI) devices such as Roger Select [55] and
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Roger Table Mic [56]. Many commercial products are available to the public which use some

types of microphone arrays and some forms of SSL methods aimed at specific applications.

Considering all these, however, the robustness, accuracy, and cost-effectiveness of the SSL-

based methods remain a challenging issue, especially in noisy environments at low signal to

noise ratios (SNRs).

In this work, a novel eight-microphone uniform circular array (UCA) based SSL estimator

using convolutional neural networks (CNN) is proposed. Previous CNN based methods such

as [7] show that using imaginary-real coefficients as the feature map can work in several

realistic environments but still suffer from the background noise especially when SNR is

low. As the augmentation of [7], another feature, spectral flux, is included in the feature

map. Additionally, a delay-and-sum (DAS) beamformer [57] is added to enhance the SNR

before computing spectral flux. Thus, the feature map contains both of the imaginary-

real coefficients of the short-time Fourier transform (STFT) and the spectral flux with

beamforming which can essentially improve the performance of the proposed estimator.

Several microphone array can solve the 180◦ ambiguity issue such as V-shape, circular

(UCA), and spherical arrays. In this work, the UCA of eight microphones is selected for

the proposed method. Such structure has been used in many commercial products such as

smart loudspeakers [58, 59]. Fig. 3.1. shows the block diagram of the proposed SSL platform.

Noisy speech data is received through the UCA microphones, then the imaginary and real

coefficients are calculated by the STFT. Meanwhile, the STFT outputs are sent to a DAS

beamforming module (which converts the signals into eight beams), then the spectral flux is

generated from the signals of eight beams. The imaginary-real coefficients and the spectral

flux are combined and reshaped into the feature map, then fed to the proposed SSL/DOA

estimator. Once the direction of the speech source θ̂ is estimated by the algorithm, it will

be displayed by turning on the proper LED pointing out the speech source direction. There

are 35 LEDs positioned circularly on top of the development board covering the entire 360◦
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Figure 3.1: The block diagram of the proposed real-time platform using eight uniform circular
array (UCA) of microphones.

azimuth in the horizontal plane. The proposed method has been implemented to run in

real-time on the prototyped platform which formed with a Raspberry Pi and an internet-of-

things (IoT) development board with UCA microphones. The proposed method has shown

excellent performance and accuracy offline or in real-time under realistic noisy environments.

The real-time testing was completed in a separate room which is different as the room for

the data collection room.

The major contribution of this work is the augmentation of the imaginary-real coefficients

with spectral flux plus beamforming. The utilization of spectral flux as one of the features

can incorporate temporal dependency between successive signal frames, and feed into the

CNN model training. The beamforming technique essentially improves the performance of

the spectral flux based method. A pre-processing stage by beamformer enhances the SNR

of the input signal for spectral flux. Typically, CNN models treat each feature vector to

be independent of adjacent frames, hence including spectral flux can yield better models

that are more aware of voiced-activity-detection (VAD) type activities. Although some

models such as a recurrent neural network (RNN) model can essentially learn the above

temporal representations, they are usually more memory intensive and have higher latency

than their CNN counterparts. Another contribution of this work is the prototyped platform

with beamforming which converts the proposed method from an offline trained model into
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a realtime SSL estimator. The end-products similar like [55] and [56] can be built based

on the prototype. The proposed method, therefore, offers both scientific significance and

practical importance. In this work, we use the term “eight-microphone” or “eight-channel”

to specify the number of SSL sensors/microphones used. In the figures, we also use the term

“MIC” or “CH” denoting the microphone. The term “Beam” denotes the output signal after

beamforming.

3.3 Feature Representation for Training

The feature representation needs to contain enough information for the estimation purpose.

In our proposed method, the imaginary-real coefficients from the STFT and the spectral flux

after beamforming are combined as the feature set. The speech information is included in

the imaginary-real coefficients of the current frame (i.e. the voiced segments of the speech

such as vowels have harmonic characteristics). The spectral flux contains information of the

magnitudes for the current frame and the previous frame which provides the model with the

short-term memory.

3.3.1 Imaginary and Real Coefficients

For the proposed CNN method, the N-point STFT is applied to every data frame of the

time-domain signal, shown as

X i
k(m) = σik(m) + τ ik(m) (3.1)

where, X i
k(m), stands for the output of N-point STFT of xik(m) (from ith microphone for kth

frame). σik(m) denotes the real part of the X i
k(m), and τ ik(m) denotes the imaginary part of

X i
k(m). m denotes the frequency bin. In the proposed method, the real parts σik(m) and the

imaginary parts τ ik(m) as one of the features feed the CNN models for training, and forming

the following vectors,

τ ik = [τ ik(1) τ ik(2) ... τ ik(
N

2
+ 1)]T (3.2)
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σik = [σik(1) σik(2) ... σik(
N

2
+ 1)]T (3.3)

Using (3.2) and (3.3), the feature Φi
k(m) can be represented by the following matrices,

Φl
k(m) = [τ 1k τ

2
k ... τ

8
k ]T , l = 1 (3.4)

Φl
k(m) = [σ1

k σ
2
k ... σ

8
k]
T , l = 2 (3.5)

where, l is the number of feature channel. Hence, Φ1
k(m) represents the imaginary coefficients

feature set, and Φ2
k(m) stands for the real coefficients feature set.

3.3.2 Spectral Flux

The imaginary-real feature can cover the frequency domain information of the speech. However,

it only covers kth signal frame information excluding any relations between adjacent frames.

This disadvantage can be resolved by adding spectral flux into the feature set for proposed

CNN model which offers the short-time memory. In conventional signal processing SSL

methods, the performance of using spectral flux has already been utilized and shown by

scholars such as [27]. It is interesting to note that spectral flux works so well without

any phase information. The reason could be that spectral flux contains the signal power

information between successive frames which helps SSL by the human hearing system.

Another reason might be that instead of the absolute values of the captured samples, spectral

flux only contains the relative values (the STFT magnitude difference between successive

frames) which are more robust for the disunity issue of microphone array introduced by

hardware.

In the proposed method, the signals from eight microphones are converted to the frequency

domain by STFT, then processed by the beamforming module. Then they are converted to

eight beams. That is,
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BF q
k (m) =

1

L

L−1∑
i=0

W q,i(m)X i
k(m) (3.6)

Υq
k(m) = Aqk(m) e

jθ
BF

q
k
(m) (3.7)

where, BF q
k (m) denotes the beamformer output at qth beam for kth frame. L stands for the

total number of the microphones which equals to eight in this work. W q,i(m) denotes the

finite impulse response (FIR) filter weights in frequency domain at ith microphone for qth

beam. In (3.7), Aqk(m) is the magnitude of BF q
k (m), and θBF q

k (m) stands for the phase of the

BF q
k (m). Hence, the spectral flux coefficients for two successive frames can be calculated as

follows,

M q
k (m) = |Aqk(m)| − |Aqk−1(m)| (3.8)

Sqk = [Sqk(1) Sqk(2) ... Sqk(
N

2
+ 1)]T (3.9)

where, M q
k (m) is the magnitude differences between two adjacent frames. Then the spectral

flux-based feature constructed as

Φl
k(m) = [S1

k S
2
k ... S

8
k ]
T , l = 3 (3.10)

As (3.10) shows, spectral flux as the third feature channel has been inserted into feature map

Φl
k. The details of the training input formats are discussed in Section 3.4.

3.4 Convolutional Neural Network Model

In this section, the CNN model of the proposed method is presented. The architecture of the

proposed CNN model contains one input layer, three convolution layers, one pooling layer,

two fully-connected layers, and one output layer. The size of each feature map is M × K,

where M = 8 since there are eight microphones/beams, and K = N
2

+ 1×H where N is the
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Figure 3.2: The CNN model of the proposed method. The size of the input layer is 8× 771.
The size of the output layer is 8× 1

number of the STFT point. In proposed work, H = 3 which stands for the Φ1
k, Φ2

k, and Φ3
k.

The CNN model is shown as Figure 3.2

3.4.1 Data Labelling

In order to train the CNN model, the realistic speech signals have been captured and used

to create datasets for training and testing purposes.

The recorded data data was labeled and reshaped into the feature set Φl
k. The frame

size equals to 30 milliseconds (ms) at 16kHz sampling frequency, resulting in 480 samples

for each frame. Therefore, the STFT size is set to N = 512 points. After STFT, there are
N
2

+1×3 = 771 coefficients, and the total size of the input feature is 8×771. The imaginary

real coefficients and spectral flux (Φ1
k, ,Φ

2
k, andΦ3

k) of eight microphones/beams are put into

the eight different rows. Each row contains the three features of one microphone or beam
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pointing at one direction (e.g. the first row contains three features at the direction of 0◦).

The dataset

Φ̃ =



τ 1k σ1
k S1

k

τ 2k σ2
k S2

k

...
...

...

τ 8k σ8
k S8

k


(3.11)

A ground truth θk (for kth frame) is put at the end of the vector representing the actual

direction.

3.4.2 Convolutional Neural Network (CNN) model

Once the pre-processing including labeling and reshaping has been completed, the input

feature maps are fed into the CNN model for training. A set of filters of size 2 × 2 in the

convolution layer is applied to learn the correlations among all the feature coefficients. Each

filter convolves with the first 2 × 2 samples of the input feature map then shifts one step

towards the right-hand side to do the next convolution. Each convolutional layer contains

64 filters. After three convolution layers, a pooling layer is followed to downsample the

data. The size of the fully-connected layer equals to (M − 3) × (K − 3) = 5 × 768 = 3840

Then the modeled coefficients are sent to the first fully-connected layer. The rectified linear

units (ReLU) activation function [46] is used inside the fully-connected layers. After two

fully-connected layers, the coefficients will be mapped to the output layer with the size of

I × 1 which treats the whole system as a classification problem. In this case, we set the

I = 8 which means the resolution is 45◦. This resolution is used since it can cover typical

situations encountered by a user with people around, such as in a business meeting, group

conversations, and dining in a restaurant.
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The softmax function is applied to generate the probability for each coefficient θk inside

the output layer. The categorical crossentropy is used as the lost function. The final SSL -

the DOA estimated azimuth angle is then given by,

θ̂k = argmax
θk

{p(θk | Φl
k)} (3.12)

where p(θk | Φl
k) denotes the conditional probability of θk using Φ1

k, Φ2
k, and Φ3

k. θ̂k is the

final estimated direction (the DOA angle estimate) at kth frame. In the experiment setup,

the feature sets contain 90 minutes clean speech for each direction with 45◦ resolution. The

CNN models shuffle the feature sets and apply 90 percent of the data to train the model,

and 10 percent of the data to validation.

After the the whole training is completed, a frozen model is generated as the proposed

CNN based SSL estimator. The proposed method has been implemented on the prototyped

platform in real-time. Therefore, both of the offline validation/testing results and the real-

time performance of the proposed method have been measured. The proposed model is built,

trained and implemented based on Tensorflow (version 2.0) [22].

3.5 Data Collection

The performance of a learning model using a simulating dataset is unconvincing, especially

in the realistic scenarios. Therefore, a data collection scheme is presented to obtain a realistic

dataset for model training.

3.5.1 Data Collection Scheme - The Setup

Figure 3.3 shows the setup of the data collection in room A. Multiple loudspeakers are placed

at the edge of a circular table. The clean speech signals are played via the loudspeakers while

another loudspeaker locating under the table can play the noise creating diffused background
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Figure 3.3: The Setup of Data Collection (Room A).

noise. All loudspeakers are connected to an external audio interface which is controlled by a

script running on a MacBook via a USB3.0 cable. The prototyped platform as the recording

device with eight MEMS microphones sits in the center of the circular table. The training

speech is made based on HINT database [47]. The total length of the training speech is

90-minutes long for each direction/loudspeaker. The data collection was completed in room

A, B, and C. The real-time testing was completed in room D. The setup information is

presented in Table 3.1. Details of the prototyped platform is presented in section 3.7.

3.5.2 Collection Procedures

Sound level calibration is required before the collecting session. A sound pressure level (SPL)

meter is used to calibrate the output levels of all loudspeakers to 65 dB SPL. The level of

the noise loudspeaker is set at different SNRs for conducting the experiments. After the
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Table 3.1: Collection Setup

Quantity Details
Room A 1 7× 4× 2.5 meters
Room B 1 4× 4× 3 meters
Room C 1 8× 4× 3 meters
Room D 1 6× 4× 3 meters

Speech Loudspeaker 8 Fostex 6301B
Noise Loudspeaker 1 Bose SoundLink Mini II
Circular Table 1 1.2 meters diameter
Audio Interface 1 Focusrite Scarlett 18i20
Recording Device 1 Matrix Creator (8 MEMS MIC)
Clean Speech 90 min HINT Database

Noise 2 Types Babble and Machinery

sound level calibration, the speech signal from the first loudspeaker starts to play while the

noise loudspeaker is playing at the same time. The first loudspeaker plays the speech for 90

minutes, then the second loudspeaker starts to play from another location/direction. Using

the same manner, the rest of the loudspeakers play speech signals from different directions

one after another. Once the data collection session is done, the recorded audio data will be

dissected into different pieces (one single piece stands for one loudspeaker direction). Then

the azimuth directions are labeled to corresponding speech pieces as discussed above. The

collected dataset is currently available for public use in [32].

3.6 Measured Results and Discussion

In this section, we present several offline test results to show the performance of the proposed

method (denotes as 8CHImagReal-SF-BF) compared with other published methods to the

cases we considered. The comparisons are trained/tested with the same dataset as the

proposed method. The comparisons include a conventional signal processing SSL estimator

based on the generalized cross-correlation (GCC) [60] (denotes as 8CH-GCC), an MLP

neural network based eight-microphone SSL estimator using GCC-Phat as the feature set
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[40] (denotes as 8CH-GCCPhat-MLP), and a CNN-based SSL estimator using the phase of

the white noise as the feature set [30] (denotes as 8CH-Phase-WN). One more comparison

has also been added using the same CNN model as 8CH-Phase-WN but using the phase of

the speech instead of the white noise (denotes as 8CH-Phase). Another two comparisons

use the same CNN model as the proposed method. One of them uses the feature of the

imaginary-real coefficients (same as the published work in [7]) (denotes as 8CH-ImagReal).

In order to measure the improvement by beamforming, another method using the imaginary-

real coefficients and spectral flux without beamforming is included as well (denotes as 8CH-

ImagReal-SF). The experiments include the offline testing and real-time testing. The offline

testing is based on the collected data in room A, B, and C. The 10 percent of the collected

data is used for testing (90 percent of the collected data is used for training). The real-time

experiments were completed in room D with the prototyped platform. The dimension of the

rooms is shown in Table 3.1. The offline measured results are presented in this section, and

the real-time test results is presented in section 3.7.

Fig.3.4a shows the UCA geometric positions. The MIC- 1 is located at 0◦ . DAS

beamforming has been used to enhance the SNR for spectral flux feature (DAS modifies

the phase information so that phase-related features such as imaginary-real is unsuitable).

DAS beamforming has low computation complexity compared to other beamformers such

as MVDR [61] which ensures real-time implementation. The directivity pattern of the first

beam towards 0◦ at 4kHz of the beamformer is shown in Fig. 3.4b. Eight linear-phase

fractional-delay filters convolve with their corresponding microphone signals to generate the

first beam. All eight beams point to their own directions from 0◦ to 315◦ and have 45◦

between every two adjacent beams.

3.6.1 The Performance of the Proposed Method Under Quiet Condition

In this section, the measured results under quiet and noisy conditions are presented. 90-

minutes long collected speech dataset for eight directions are used for training and testing.
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Figure 3.4: (a) The geometric positions of the eight-microphone UCA, and (b) the directivity
pattern of the first beam towards 0◦ at 4000Hz.

90 percent of the collected data is used for training, and the rest is used for the testing. The

accuracy is quantified based on the root mean square error. The accuracy (ACC) measure

is defined by,

ACC =
NC

NF

(3.13)

where, NF is the total number of the frames per test case and NC is the total number of the

frames with the correct direction estimation. NC can be denoted as,

NC =

NF∑
k=1

ck, ck =


0, θk 6= θ̂k

1, θk = θ̂k

(3.14)

where, ck represents the estimated correction of kth frame. θk is the actual direction and

θ̂k is the estimated direction for the kth frame. ACC can present the performance of the

estimator partly, because the result is correct only if the estimated direction is same as the
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actual direction. However, if the estimated direction is only one class different from the

actual direction, the ACC result will still show the estimation is failed even it just one class

different. To quantify the performance additionally, the ACCw is introduced. It is defined

as,

ACCw =
ÑC

NF

(3.15)

where, ÑC denotes the number of the correction frame with a wide angle.

ÑC =

NF∑
k=1

c̃k, c̃k =


0, |θk − θ̂k| > 45◦

1, |θk − θ̂k| ≥ 45◦
(3.16)

In the quiet environment, the ACC of the proposed method, 8CH-ImagReal-SF-BF, is

measured and compared with other methods including 8CH-GCCPhatMLP, 8CHPhase-WN,

8CH-Phase, 8CH-GCC, 8CH-ImagReal, and 8CH-ImagReal-SF (Fig. 3.5). The performance

of 8CHGCC 8CHGCC, as a conventional signal-processing based estimator, is worse than

most of the other neural network based estimators except 8CH-Phase-WN. The proposed

method reaches the best performance with 93% ACC among all estimators. The proposed

method is better than 8CH-ImagReal which shows the improvement of the combination

features (imaginaryreal coefficients plus spectral flux) comparing to using imaginary-real

coefficients alone. Meanwhile the proposed method is also better than 8CH-ImagReal-SF.

This is the improvement by beamforming which boosts the SNR of the input for spectral

flux. The ACCw results in Fig. 3.6 prove it again by presenting the accuracy with a wider

angle. 8CH-ImagReal reaches 95% ACCw but still lower than the proposed method which

reaches the best results again at 97% ACCw. According to both of the ACC and ACCw

results, the proposed method is better than the 8CH-ImagReal. This fact proves that for the

feature set, the combination of the imaginary-real and the spectral flux with beamforming

performs better than using imaginary-real alone.
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Figure 3.5: ACC comparison results for the silent environment

3.6.2 The Performance of the Proposed Method Under Noisy Condition

All the results above are only based on the clean speech signals. In order to test and

evaluate the performance of the proposed SSL method, noisy speech data are collected as

follows. Speech is played by eight loudspeakers one-by-one circularly placed on a table at 0◦

to 315◦ angles with 45◦ resolution. Meanwhile, noise is played by a loudspeaker placed under

the table simulating diffused noise. The setup is presented in Section 3.7. Fig.3.7 and 3.8

show the offline ACC three different SNR levels. To compare the proposed method to other

estimators, another three CNN-based estimators are measured. 8CH-GCC is included as

a conventional signal processing based estimator. 8CH-GCCPhat-MLP and 8CHImagReal
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Figure 3.6: ACCw comparison results for the silent environment

are also included because they are the best two published estimators besides the proposed

method in the previous measurement. The offline ACC results show that the proposed

method is robust to background noise even in low SNRs under babble noise (as one of the

toughest noisy situations – a non-stationary noise). The ACC of the proposed method at

0dB SNR under machinery noise is above 85%, and even reaches 92% when the SNR is

enhanced to 5dB.

Fig. 3.9 and 3.10 show the ACCw results of the proposed method and comparisons.

Under machinery noise, the proposed method gets 95% ACCw at 5dB SNR, and still gets

81% ACCw at -5dB SNR. Under babble noise, the ACCw of the proposed method is slightly

lower than the ACCw under machinery noise, but still more robust to background noise than

other comparisons.
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Figure 3.7: The offline ACC results (%) under babble conditions.
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Figure 3.8: The offline ACC results (%) under machinery conditions.
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Figure 3.9: The offline ACCw results (%) under babble conditions.
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Figure 3.10: The offline ACCw results (%) under machinery conditions.
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3.7 Real-Rime Implementation and Real-Time Measured Results

Offline results can partially prove and show the performance of the methods. However, it is

always necessary to implement the method in real-time, capture the realistic data, and test

it on the fly. The proposed method and several other comparisons have been implemented

in real-time. The algorithms are written in C/C++ and Python-based on frame based

data. A single-board computer - the Raspberry Pi 3 (RP3) [62], and an IoT development

board - matrix creator (MC) [63] have been used as the real-time implementation platform.

Such platform has been used as the recording device as well in the proposed data collection

sessions. Fig. 3.11. shows the hardware platform for real-time implementation. The RP3

and a mobile power bank are sitting on the bottom. The MC with the microphone array

is lifted sixteen centimeters high in order to reduce the sound reverberation and reflection

effects from the table.

Figure 3.11: The entire hardware connection and setup.

56



3.7.1 Hardware Platform

As we discussed above, two hardware modules have been used as our hardware platform for

real-time implementation. The first one is a single-computer RP3, and another one is an IoT

development board of MC which is an extendable board for RP3 via the 40 pins general-

purpose input/output (GPIO) connection. In MC, eight-microphone UCA (omnidirectional

MEMS microphones) is located at the edge of a small round board on the backside. 35

RBGW-LED lights are also located at the edge of the board as a ring covering 360◦ on the

front side, see Fig.3.11. Both microphones and lights are controlled by a Spartan 6 FPGA

board. The details of the hardware of the prototyped platform is shown in Fig.3.12.

Figure 3.12: The details of the hardware of the prototyped platform.
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3.7.2 Frame-based Algorithm in C/C++ and Python

In order to implement the proposed method in real-time, the pre-trained model is frozen. The

proposed CNN model is put into the RP3 running in Python on a Linux operating system

(OS) using Tensorflow. The computations need to be reduced so that the RP3 is sufficient

to handle the real-time processing. The block diagram of the real-time implementation is

presented in Fig.3.13. The speech signals are captured via the eight-microphone array from

the MC board. The microphones on MC are all digital MEMS, which means the output

signals have already been converted to digital data from analog. Spartan 6 FPGA gathers

and buffers the signal data, then it directly sends them into the RP3 via a serial port protocol

- the serial peripheral interface (SPI). In the RP3, an executable file takes control to receive

the speech signal data from SPI. The executable file is written in C++ and embedded C and

then compiled by GNU [64] compiler collection. In the executable file, the received speech

signals are pre-processed to generate the feature maps. Then the feature maps are sent to

the pre-trained frozen model, and the model will estimate and predict the direction (DOA

angle) based on the input feature maps. Once the estimated direction angle θ̂k is produced,

the executable file will then light up the corresponding LED in the MC surface (via SPI)

to display the estimated direction of the speech source. Furthermore, in order to evaluate

the real-time performance, the estimated direction was sent to the server as well via SPI.

The server controls the loudspeakers playing, meanwhile calculating the real-time estimation

results.

3.7.3 Real-time Performance of the Proposed Method Under Noisy Conditions

The real-time performance of the proposed method was tested via the prototyped platform.

The comparisons including 8CH-GCC, 8CH-GCCPhat-MLP and 8CHImagReal are imple-

mented on the same platform as well. The experiments were completed in room which is

different as to the data collection rooms. The experiments were under babble and machinery
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Figure 3.13: The block diagram of the real-time implementation.

noise with 90-minute speech played from the loudspeakers. The ACC and ACCw results are

presented in Fig. 3.14-3.17. In our experiments, both of the ACC and ACCw results of 8CH-

GCCPhat-MLP are decreased extremely comparing to the offline test. The reasons include

(i) the real-time processing may introduce interference and calculation delay to jeopardize

the performance, (ii) the model of the 8CH-GCCPhat-MLP is overfitted to the training

data. Although the real-time performance of all estimators is degraded (compared to offline

performance), the proposed estimator still reaches the best results with ACC and ACCw real-

time measured results show that (i) the proposed method is not overfitted to the training

data, (ii) the proposed method is more robust to background noise over the comparisons.

The proposed method can be furtherly built as a final/commercial HI product by including

other processing modules such as a VAD detector, an auditory processing module, or a speech

enhancement module.
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Figure 3.14: The real-time ACC results (%) under babble conditions.
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Figure 3.15: The real-time ACC results (%) under machinery conditions.
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Figure 3.16: The real-time ACCw results (%) under babble conditions.
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Figure 3.17: The real-time ACCw results (%) under machinery conditions.
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3.7.4 The Power Consumption of the Prototype Platform

To develop a robust SSL estimator in real-time, the power consumption is therefore

important to consider. In our hardware setup, the capacity of the power bank sitting on

the bottom (Fig.3.11) is 20k milliamps per hour. Our power consumption measurement has

been completed with the fully charged power bank, the results are presented in Fig.3.18,

where Y-axis shows the watts consumption per hour, and X-axis shows the methods. In

Fig. 3.18, “IDLE” stands for the power consumption of the prototype operating system

running without any extra processing or calculation. The total power consumption of the

platform for the proposed method, including all processing stages, is only 1.15 watts per

hour, slightly larger than the power consumption of 8CHGCCPhat- MLP. Since our setup is
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Figure 3.18: Power consumption of the prototype (watt hours).
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only a prototype unit using the development boards, the power consumption shown here is

much more than what is needed for the implementation of the proposed method. This is so

since many other unnecessary modules unrelated to the proposed method are also running

on the boards. The end-product, as a dedicated hearing improvement unit, will only need to

keep and run the modules required for the implementation of the proposed method, hence

the power consumption will be very small. Additionally, the size of the end-product will be

much smaller and compact compared to the prototype platform.

3.8 Conclusion

In this chapter, we proposed a CNN-based SSL estimator using an eight-microphone UCA.

Imaginary-real coefficients and spectral flux are used as feature set for the CNN model.

Beamforming is used as well to enhance the SNR when computing the spectral flux. The

offline and real-time results show that the proposed SSL method, as an augmentation

method for imaginary-real coefficients CNN based DOA method, is scalable and robust under

different types of noise and performs better than other neural network based estimators. A

prototype platform for implementing the proposed method in real-time was also developed

using a resource-constrained device, Raspberry Pi, plus an IoT development board. The

prototype platform not only shows the robustness but also presents and establishes a real-

time platform. The end-products including HI devices can be built based on the platform

with a VAD (to “freeze the estimation” when no speech detected). Such products help to

improve the hearing capability of people with hearing loss by identifying the direction and

location of the speakers in noisy environments and where there maybe several people such

as in a group meeting or a social gathering.
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4.1 Abstract

Supervised learning based methods for source localization are being adapted to different

acoustic conditions and various microphone arrays. This chapter presents a single microphone

based speaker distance estimation method. The method exploits a convolutional neural

network (CNN) to classify the distance between speaker and microphone in predefined

distance classes, from 75 cm to 3 meters (m) with 75 cm resolution. We propose two

models in this paper: the first model classifies three predefined distances; 75 cm, 150

cm, and 225 cm; the second model is for four classes; from 75 cm to 3 m with 75 cm

increments. We use a novel input feature set for speaker distance estimation – using real

and imaginary parts of the short-time Fourier transform (STFT) for CNN-based distance

estimation. Furthermore, we utilize Image Source Model (ISM) generated RIRs for training

the model and publicly available speech files to test our model. The proposed method

is also tested with two different background noises, namely babble (non-stationary) and

machinery (stationary), at various signal-to-noise (SNR) levels of 0 dB, 10 dB, and 20 dB.

The experiments show the generalization ability of the proposed method for unseen speakers

and unseen environments. Furthermore, through experimental evaluation with simulated

and also with measured acoustic impulse responses, the ability of the proposed distance

estimation approach to adapt to unseen acoustic conditions and its robustness to unseen

SNR is demonstrated. Another unique aspect of this work is a real-time implementation

of the proposed method on an Android-based smartphone using its built-in microphone,

needing no external hardware or component.

4.2 Introduction

Sound source localization (SSL) has a wide range of applications in signal processing. The

research community mostly focuses on estimating the azimuth and/or elevation of the sound
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source which is also called the direction of arrival estimation [34, 65]. Sound source distance

estimation can be complimentary for SSL and viable for many applications, such as establishing

wireless acoustic networks, automatic microphone array positioning and calibration, and

speaker source positioning. One of the exciting and novel ideas is to establish a wireless

acoustic network using multiple smartphones for hearing aid studies to further improve

audio signal processing, e.g., beamforming, SSL, speech enhancement (SE).

Mobile devices, such as smartphones and tablets, have become an essential component

of our daily lives and have a powerful processor, battery, memory, touch screen and display

panel, speaker, and at least two microphones needing no external or additional components.

It is also reported that smartphones are capable of different audio signal processing methods

in real-time [6, 9, 10, 29, 52, 66]. Hence, we could establish our microphone array using

multiple smartphones. However, the microphones’ distance has a critical importance for

audio signal processing algorithms using a microphone array. The proposed method can

enable us to estimate the distance between two smartphones using only a single microphone.

Several approaches have been considered to estimate the distance between microphone and

signal source [67, 68, 69, 70, 71]. The authors of [67] exploit the statistical features and

binaural cues for feeding to Gaussian Mixture Model (GMM) and Support Vector Machine

(SVM) in order to estimate the speech source. The method in [68] offers two different

distance estimation methods based on binaural speech signal direct-to-reverberant energy

ratio (DRR). DRR is very popular method for the distance estimation method for binaural

signals. The works in [67, 68] propose source distance estimation algorithms using binaural

speech signal. The distance estimation of speech source is not our goal here. Instead, we

aim to estimate the distance of sound source, which can play a single tone sinusoidal wave,

chirp signal or white noise, from a microphone. The other study in [69] exploits the time

difference of arrival (TDOA) of sound for determining the known interspacing of microphones

that are located along a fixed axis of a linear array. The method in [69] reports simulation
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test results utilizing a linear array with five microphones. [70] utilizes three microphones

for estimating the source direction and distance. Method of [70] exploits the geometry of

the microphone array and the use of TDOA technique. The distance estimation is tested in

[70] for four different distances, 2, 4, 6, 8 meters. The method in [71] uses a setup similar

to that of our method. In [71], a microphone is mounted on a loudspeaker, and a real-time

max likelihood method is used to estimate the distance between two loudspeakers playing

back a stereo music signal. All the aforementioned methods have used microphone arrays

for the distance estimation. Unlike these methods, we present and analyze here a distance

estimation method using a single microphone.

This paper proposes a noise-robust single microphone-based distance estimation between

a microphone and loudspeaker. The method requires a loudspeaker to play a single tone

sinusoidal signal and a microphone to receive that sinusoidal signal. The proposed algorithm

then processes the signal and estimates the distance between the microphone and the sound

source. Based on our experimentation, as well as the listener’s comfort level, the frequency for

a single tone sinusoidal signal is determined to be 330Hz which provides an optimal accuracy

for the distance estimation by proposed algorithm. Moreover, frequency-based prefiltering

techniques are proposed which increases the range of estimated distance and enhances the

robustness of proposed method in the presence of background noise and reverberations. The

performance of proposed method is evaluated with and without the presence of background

noise and reverberations. It is also evaluated using the data convolved with the measured

room impulse responses (RIRs). We used RIRs recorded for real rooms [72] which are

available to public. The signal model and proposed method are presented in Section 4.3.

The experimental setup is given in Section 4.4. Section 4.5 discusses the performance analysis

and test results of proposed method. Conclusion is in 4.6.
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Figure 4.1: The scenario for the proposed distance estimation method

4.3 Proposed Method

The method is proposed for estimating the distance between a sound source (like loudspeaker)

and a microphone, as shown in Figure 4.1. The loudspeaker plays a single tone sinusoidal

signal, also called a reference signal in this paper, and the distance is estimated based on

the captured sinusoidal signal by the microphone. As shown in Figure 4.1, the received

signal has a time delay. The proposed method aims to calculate the time delay using cross-

correlation between the reference and received signals. We also propose a frequency weighting

function to increase efficiency of the proposed method. The proposed algorithm assumes that

the loudspeaker and microphone are synchronized. In other words, the loudspeaker starts

playing the reference signal and the microphone begins capturing the signal at the same

time.

4.3.1 Signal Model and Proposed Method

We use a single tone sinusoidal signal as reference signal for our method.

x(n) = sin(ω0n) (4.1)
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and ω0 = 2πf0 where f0 = F0/Fs. F0 is frequency in Hz (330 Hz in our setup) and Fs refers

to sampling rate. The received signal would be as following:

y(n) = α x(n− η) + v(n) (4.2)

where η is the time delay to be estimated. α is attenuation factor and v(n) is noise

and assumed additive and uncorrelated with x(n). To determine the η, generalized cross

correlation function between x(n) and y(n) :

rxy(m) = x(m) ∗ y(−m) (4.3)

m is index of time. (4.3) can also be written as following:

rxy(m) = α rxx(m− η) + rxv(m) (4.4)

where rxx(m) is autocorrelation of x(n) and rxv(m) is cross correlation between x(n) and

v(n). Since x(n) and v(n) are uncorrelated, rxv(m) disappears. For ideal conditions

(when there is not presence of signal distortion effect), rxx(m − η) ensures sharp peak for

m = η in (4.4) since the autocorrelation gets its maximum value at lag = 0, rxx(0) and α is

constant. However, under non-ideal conditions, the effect of noise and reverberation causes

spurious spikes [34]. The prefilter aims to ensure the sharper peak of rxx(m−η) than spurious

peaks. Many different prefilter techniques are proposed for time difference of arrival (TDOA)

estimation using generalized cross-correlation (GCC) like PHAT, Eckart, Roth, SCOT [34].

All these prefiltering methods assume two signals are exposed to noise and reverberation.

However, the assumption for the proposed method is different from GCC. Only the received

signal y(n) is exposed to noise and reverberation for our case. For distance estimation, we

propose two prefiltering techniques which normalize cross power spectral density function,

RXY (ω).

RXY (ω) = X(ω)Y ∗(ω) (4.5)
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X(ω) and Y (ω) is the complex conjugate of reference and received signal, respectively. ∗

denotes complex conjugate. The modified cross power spectra with the proposed prefilters

are shown as following:

R̈XY (ω) =
X(ω)Y ∗(ω)

|Y (ω)|β
(4.6a)

R̈XY (ω) =
X(ω)Y ∗(ω)√

X(ω)X∗(ω)Y (ω)Y ∗(ω)
β

(4.6b)

where the β represents power normalizing factor. (4.6a) and (4.6b) enable decreasing the

impact of magnitude difference and focusing the impact of phase difference. Now, the

modified cross correlation will be:

r̈xy(m) =

∫ ∞
−∞

R̈XY (ω)ejωmdω (4.7)

(4.7) is inverse Fourier transform and shows relationship between r̈xy and R̈XY . The time

delay can be calculated using (4.7):

η̂ = argmax
m

r̈xy(m) (4.8)

where η̂ is the estimated time delay. Now, we can calculate the distance with the knowledge

of the speed of sound.

d̂ =
η̂

Fs
c (4.9)

where d̂ is the estimated distance. c is the speed of the sound. At 20◦C (68◦F ), the speed of

sound in air is about 343 meters per second and sampling frequency equals 48 kHz for this

work.

The period of the sinusoidal signal also has critical importance for the distance estimation

algorithm. We need a large period of the signals so that the phase shift to be estimated falls

within the fundamental period of the signal. This can be achieved either by a small frequency
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of the single tone sine or a high sampling rate. The max sampling rate could be 48 kHz which

is widely used in real systems. Also, our simulations show that the best frequency of the

single tone sine for the proposed distance estimation algorithm is 330 Hz. The period for the

single tone sinusoidal signal at 330 Hz and 48 kHz sampling frequency is 0.0333 seconds(s).

4.4 Experimental Setup

4.4.1 Performance Metric

Mean absolute error (MAE) is utilized for quantifying the performance of the proposed

distance estimation algorithm.

MAE(m) =
1

NS

NS∑
i=1

∣∣∣di − d̂i∣∣∣ (4.10)

where NS is the number of signal frames evaluated and m represents the distance. di is

the correct distance between a microphone and a loudspeaker. d̂i refers to the estimated

distance. We also use MAE_total which is the mean of MAE(m) over distances.

4.4.2 Dataset and Experimental Setup

Clean (no background noise present) and noisy sinusoidal signals are used for evaluating the

proposed method. The room impulse functions are generated via the Image Source Model

(ISM) [73]. The room size is 21× 21× 5 m, and a single microphone is placed at the center

of the room. The loudspeaker is located at fifty six different distances. The distance varies

10 cm to 500 cm in 10 cm step size, and the step size becomes 50 cm between 500 cm to

800 cm. We have also generated noisy sinusoidal signals by adding real smartphone recorded

noise to synthesized sinusoidal signals. Each sine signal is received for 2 seconds, and we use

the entire 2 seconds data to estimate the distance between the microphone and loudspeaker.

Each sinusoidal at a specific distance is mixed with ten different noise segments per noise
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type and signal to noise ratio (SNR) levels. We have considered three noise types, namely;

multi-talker babble (B), machinery (M), traffic (T). Babble and traffic noise files are chosen

from DCASE 2017 database[50]. Actual noise in the Magnetic Resonance Imaging room

with a 3-Tesla imaging system is used as machinery noise. More information regarding real

noise recording can be found in [7]. We have also considered three SNRs, namely 0, 5,10 dB.

We have also used publicly available real-recorded Aachen Impulse Response (AIR)

dataset [72] other than ISM generated RIRs in order to show robustness of the method

in real environment conditions. The AIR dataset includes binaural recordings but we have

used only one channel for our purpose. Five different rooms and eleven different distances

from 50 cm to 868 cm are utilized for the experiment. The RIRs are convolved with 2 seconds

synthesized sine wave at 330 Hz for the experiment.

4.5 Results and Discussions

The proposed method is evaluated using ISM simulated data within the range of 10 cm to

8 m. Since we were not able to find a method in the literature that estimates the distance

between loudspeaker and microphone using a single microphone, we used the proposed

method without prefiltering as a baseline, denoted Baseline in this paper, for our experiments.

Table 5.7 displays the proposed method’s MAE_total performance under different noise

types and SNR levels and when there is no presence of background noise. The sine wave

at 330 Hz mixed with ten different each noise type at three different SNRs, i.e., 0 dB, 5

dB, and 10 dB for Table 5.7. Proposed_βMag and Proposed_βScott represent the equation

(4.6a) and (4.6b) respectively. We have tuned the β values to get the best performance. The

β is 1.2 and 0.9 for Proposed_βMag and Proposed_βScott, respectively. Table 5.7 displays

presents that both prefiltering technique enable to decrease the MAE drastically.
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In table 5.7, while the baseline has around 120 cm MAE performance, both prefiltering

methods have around 0.1 cm MAE performance for all the cases. Table 5.7 proves that the

proposed method with prefiltering is robust to various noise types and SNR levels.

The second experiment is conducted to compare the prefiltering methods. The performances

of both prefiltering methods are very close to each other in Table 4.1. Therefore, we have

experimented with the proposed methods in the harder condition, i.e., -5 dB Machinery

noise. The same procedure as in the first experiment is followed for the second experiment.

Figure 4.2 displays the MAE for each distances for both proposed prefiltering methods. The

left (red) figure shows the performance of the proposed method in equation (4.6a), and the

right (blue) figure is for equation (4.6b). We have obtained undesired peaks the in the

distance estimations of Proposed β_Mag. Hence, the figure shows that the proposed method

in equation (4.6b) has superior performance for low SNR with having maximum 0.401 cm

MAE.
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Figure 4.2: The comparison of the proposed prefilterings under -5 dB machinery noise
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Table 4.2: The performance of the proposed method in real environment

Room RT60 in s Distance in cm Estimation in cm Difference in cm Error (%)
Studio Booth 0.08 50 50.29 0.29 0.58
Stairway 0.20 100 99.87 0.13 0.13
Meeting 0.21 190 197.37 7.37 3.88

Aula Carolina 0.69 300 306 6 2
Lecture 0.72 400 397.37 2.63 0.66
Lecture 0.79 556 550.37 5.63 1.02
Lecture 0.80 710 701.5 8.5 1.20
Lecture 0.81 868 856.37 7.63 0.88

Table 4.2 shows the performance of the proposed method via real measured RIRs.

The dataset used for Table 4.2 was explained in section 4.4.2. The rooms, reverberation

time (RT60), distance, estimation of distance,the absolute difference (|correct distance −

distance estimation|), and the percentage error (4.11) are given in Table 4.2. The difference

is low when the reverberation time is small, but it increases with increase of reverberation

time. The maximum difference between correct and estimated distance is 8.5 cm. There

could be an explanation for the high difference; the AIR dataset [72] was not designed for

distance estimation purposes. The given distance is between the center of two microphone

array and loudspeaker, and the distance between two microphones is 17 cm. However, we

have used the right channel for our experiment. Hence, the given distance is not the exact

measurement of the distance between the right microphone and loudspeaker. Moreover,

the data collection setups in the AIR dataset are not fixed for all rooms. Considering this

situation, the error of 17
2

= ∓8.5 cm could be acceptable for the AIR database. Additionally,

the maximum error percentage is 3.88; hence, we can say that the proposed method performs

satisfactorily well in real environments with low and high reverberation time.

Error(%) =
|correct distance− distance estimation|

correct distance
× 100 (4.11)
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4.6 Conclusion

This chapter presents a single microphone based noise robust sound source distance estimation

algorithm. The method estimates the distance between a loudspeaker which plays a single

tone sinusoidal signal at 330 Hz and a microphone. The algorithm assumes that the loudspeaker

and microphone are synchronized. We also offer two new prefilters in frequency domain which

enables the method to increase its estimation range and reduce the estimation error. The

performance of the proposed algorithm is evaluated in the presence of background noise

and reverberation. Also, publicly available real measured RIRs are used for assessing the

performance of the method in real environment conditions. All the conducted experiments

show that the proposed algorithm would be a viable solution for single microphone based

sound source distance estimation.
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5.1 Abstract

This chapter presents a single microphone based speaker distance estimation method. The

method exploits convolutional neural network (CNN) to classify the distance between speaker

and microphone in predefined distance classes, from 75 cm to 3 meters (m) with 75 cm

resolution. We propose two models in this paper: the first model classifies three predefined

distances; 75 cm, 150 cm, and 225 cm, the second model is for four classes; from 75 cm to 3 m

with 75 cm increments. We use a novel input feature set – using real and imaginary parts of

the short-time Fourier transform (STFT) for CNN-based distance estimation. We use Image

Source Model (ISM) generated RIRs for training the model and publicly available speech

files to test our model. The proposed method is also tested with two different background

noises, namely babble and machinery, at a various signal-to-noise (SNR) levels of 0 dB, 10

dB, and 20 dB. The experiments show the generalization ability of the proposed method for

unseen speakers and unseen environments. Through experimental evaluation with simulated

and also with measured acoustic impulse responses, the ability of the proposed distance

estimation approach to adapt to unseen acoustic conditions and its robustness to unseen

SNR is demonstrated. Another unique aspect of this work is a real-time implementation

of the proposed method on an Android-based smartphone using its built-in microphone,

needing no external hardware or component.

5.2 Introduction

Speech source localization (SSL) refers to identify the location of the target speech source

in terms of azimuth, elevation, distance, or coordinate with respect to a fixed microphone

array. SSL has vital importance on audio signal processing, such as beamforming [2, 3,

14, 74], speech enhancement (SE) [3, 24], speaker/speech recognition [4, 23], hearing aid

[6, 26, 27, 75]. Sound source distance estimation (SSDE) determines the speaker’s location
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in terms of distance. SSDE can be complementary for well-known direction of arrival (DOA)

methods to improve the effectiveness of SSL (which is SSL in terms of azimuth and/or

elevation) [76, 77, 78]. SSDE can be utilized for a distributed ambient telephony system

[17], smarthome [18] by selecting the nearest microphone, human-robot interaction system

[19], intelligent hearing aids [20] by modifying gain based on distance.

Even though SSL is a hot topic in audio signal processing, researchers have mostly

investigated methods for estimating azimuth and elevation of speech source. SSDE has

drawn relatively less interest than azimuth and elevation estimation of speech source by the

scientific by research community. Developments in machine learning and deep learning (DL)

has led researchers to study SSDE algorithms to obtain SSDE’s potential benefit for many

systems such as distributed ambient telephony system, smarthome, human-robot interaction

system, and intelligent hearing aids.

SSDE algorithms can be divided into two categories based on the sound source type.

The first type could be loudspeakers. Since we can play specific signals such as single tone

sinusoidal signal, white noise, and chirp signal via loudspeaker. Having a prior knowledge

of played signals enables us to use many techniques and satisfactory distance estimation

accuracy [79]. The second source type could be human talker, so the sound type is speech.

Speech is a non-stationary signal and depends on the talker’s age, vocal tract, excitation,

gender, emotion and so on. Dependency on many variables makes SSDE quite complicated.

In this work, we focus on speaker distance estimation using a single microphone.

Estimating the absolute distance of the speaker is more challenging in a closed area

because of reverberation. This situation leads the researchers to develop methods with prior

information on the room properties [80, 81]. The authors of [80] use previously measured

room impulse responses for the estimation. The method in [81] utilizes specific room

characteristics such as the wall’s surface area and absorption coefficients for estimating the

distance. However, the detailed knowledge of a room characteristics is mostly not available in
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practice. Another distance estimation approach is learning-based methods [82, 83, 84, 85, 1],

which do not require prior knowledge of the room information. The first learning-based

method for distance estimation of a sound source using a pair of microphones is offered

in [82]. The method in [82] requires a few training data points to fit the model. The

power ratio of the direct and reflected signal is utilized in [82]. The method in [82] does

not require prior information but needs a few training data. The second learning-based

method is for distance estimation of the binaural speech signal [83]. The method in [83]

utilizes statistical features extracted from the speech signal and their binaural cues. The

standard deviation of the difference of magnitude spectra of the left and right binaural

signal is defined and exploited as a feature in [83]. Gaussian Mixture Model (GMM) and

Support Vector Machine (SVM) are the classifiers in [83]. The other recent method in

[84] proposes a solution for the problem of distance estimation using binaural hearing aid

microphones in reverberant rooms. The authors of [84] define two approaches to estimate

the Direct-to-Reverberant Energy Ratio (DRR) of binaural signals. The first method for

estimating DRR utilizes interaural magnitude square coherence, whereas the second one is

based on stochastic maximum likelihood beamforming. The authors of [84] also offer two

calibration procedures to estimate the distance. While the first calibration method utilizes

the reverberant room’s critical distance, the second procedure uses the listener’s own voice.

The methods in [83, 84] are for binaural signals, especially for hearing aid studies. On the

other hand, it is shown that smartphones can be an assistive device for hearing aid studies

[7, 8, 9, 10, 29]. Therefore, single microphone based distance estimation can be viable for

hearing aid applications. Single microphone based speaker distance estimation methods

may be scarce in the literature. We could find only two works that have been published

regarding speaker distance estimation using single microphone. The first single microphone

based algorithm is proposed in [85]. The method in [85] extracts a couple of statistical and

source-specific features from the speech signal and uses a pattern recognition method, GMM,
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as a distance estimator. The performance of the proposed method is evaluated when the

speaker is at five different locations for known/unknown cases [85]. For the latter method, the

average performance accuracy is 72.4% and 66.8% for known and unknown cases, respectively.

Another recent method in [1] exploits the power of DL methods for talker distance estimation

using a single microphone. The author of [1] formulates the distance estimation problem as

an image classification problem. The method in [1] utilizes a hybrid network involving a

convolutional neural network (CNN) and recurrent neural network (RNN) as a classifier

and a log-scaled mel spectrogram as a feature set. The model attempts to classify three

predefined distances; 1m, 2m, and 3m. The author of [1] also states that further study

is required to improve the model’s generalization ability. A method for single microphone

based speaker distance estimation which has satisfactory performance in a various realistic

environments is required to be investigated.

A convolutional neural network (CNN) based speech distance estimation using a single

microphone is proposed in this work. We use the real part and imaginary part of the

short-time Fourier transform rather than hand-crafted features, such as DRR, as a feature

set for CNN. The proposed CNN is trained with recorded speech signal convolved with the

Image Source Model (ISM) generated room impulse responses (RIRs). The proposed method

has satisfactory accuracy performance for unseen speakers and environments. We have also

shown the performance of the proposed method using the dataset, which is publicly available

RIRs and speech files. Additionally, we have investigated and improved the proposed

method’s performance under stationary and non-stationary background noises. Moreover,

we have implemented the proposed method on the Android-based smartphone. The real-time

implementation proves the generalization of the proposed method for the unseen environment

and speaker. The implementation also shows the effectiveness of the method in terms of

computational complexity. Simultaneously, real-time implementation operation enables us

to track the speaker’s distance with respect to the microphone. The implementation details

of the real-time application are also shared in this chapter.
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5.3 Problem Statement

In this work, we focus on using a single microphone, built-in and available on almost all

smartphones, to estimate a speech source’s distance under low signal to ratios (SNRs). The

smartphone alone is used in our approach with no external microphone(s) and hardware

of any kind. While the Android operating system (OS) allows using multiple microphones

simultaneously, iOS OS permits using only one microphone for audio applications. To address

both OSs, we study on single microphone based SSDE.

SSDE using a single microphone is one of the most complicated problems in audio signal

processing since speech is nonstationary and has many dependents such as vocal tract,

excitation, age, gender, etc. Also, one channel input does not carry enough information

to locate speaker distance precisely. These reasons lead us to formulate the SSDE problem

as a classification problem with reasonable resolution rather than a regression problem. In

this work, we offer two solutions for the different application requirements; one is for up to 3

meters (m) with 75 cm resolution, the second one is for up to 2.25 m with 75 cm resolution.

The first model should be chosen for the lower range and relatively high performance; the

second model is for the higher range.

5.4 Proposed Method

The proposed block diagram for a single microphone based speaker distance estimation

algorithm is presented in Figure 5.1. The proposed method requires a 2.01 s speech signal

per estimation; therefore, the block diagram involves a buffer to store. The proposed CNN

model is trained with only speech frames; hence, it requires a voice activity detector (VAD)

to label the speech frames. We also filter out the content higher than 8 kHz of speech in

order to decrease the computational complexity. The details regarding the proposed method

can be found in the following subsections.
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Figure 5.1: Block diagram of smartphone-based real-time processing modules in the proposed
CNN-based Speaker Distance estimation application

5.4.1 Model Architecture

The proposed architecture for three class classification is shown in Figure 5.2. The starting

point for the architecture is the general architectural principles of the Visual Geometry Group

(VGG, a group of researchers at Oxford who developed this architecture) models for image

classification [86]. We have optimized the proposed architecture for the speaker distance

estimation problem after many trials. The model has an input layer, six convolutional

layers, three max-pooling layers, two fully-connected layers (FCL), and an output layer in

order. The proposed architecture consists of stacked two convolution layers with 3×3 kernels

followed by max-pooling layers. Together, these layers are called block in this paper. The

proposed method has three blocks. 32, 64, 128 are the number of filters in convolutional layers

for first, second, and third blocks, respectively. These filters (kernels) enable the network

to extract the local information for the distance estimation. The max-pooling layer is for

reducing computational complexity. In the proposed model, the max-pooling layer takes the

max value in the 2 × 2 matrix. Next, the output of the max-pooling layer is flattened and

fed to the FCL. Each FCL has 64 nodes with rectified linear unit [46]. SoftMax is utilized in

the output layer, which has three nodes since we have three classes. We also use the dropout
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rate as 0.3 between blocks and FCL layers to avoid overfitting. Layer 1 and 2 regularization

was also applied to convolutional layers and FCL for a possible overfitting issue. The CNN

architecture used for four classes is pretty much is the same with Figure 5.2. We utilize

0.5 as dropout rate and four nodes with Softmax activation function in output layer for the

architecture for four classes case. There are 2, 356, 612 trainable parameters for both the

proposed CNN models.

Figure 5.2: Block diagram of CNN based distance estimation architecture.

5.4.2 Feature Extraction

The input feature set has a direct effect on DL algorithm performance. Therefore, the

input feature selection is one of the critical points for the DL task. We have used real and

imaginary parts of short-time Fourier transform (STFT) of speech as an input feature set

for DOA estimation in our previous work, and we obtained promising results [7]. We use the

same feature set for speaker distance estimation since it is one of the rawest features obtained
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from speech and enables filters in convolutional layers extract more useful information for

the distance estimation. The STFT is formulated by:

X(m,ω) =
∞∑

n=−∞

x[n]w[n−m]e−jωn (5.1)

X(m,ω) is a complex STFT. x[n] is the input signal and w[n−m] is a window to obtain

small frames of the speech signal. The sequence fm = x[n]w[n −m] is a short-time part of

the speech signal x[n] at time m. The real and imaginary part of X(m,ω) is used as an

input feature set for the proposed method. The following matrixes show input feature sets.

Feature channel 1 Feature channel 2

200

xy
Imag. part of X(m,ω)

...


Real part of X(m,ω)

...

 (5.2)

The dimension of each feature set is represented by NF ×NC . NF depends on the number

of frames which are used for an estimation. NFFT is the number of the fast Fourier transform

(FFT) points. Since most speech contents sit up to 8 kHz in the spectrum, we get up to 8 kHz

frequency response of data. NC equals to 8000/(Fs/NFFT ) where Fs is sampling frequency.

For 48 kHz sampling rate and 20 ms frame length, NC is 170, and NF is 200 for this work.

5.4.3 Voice Activity Detector

In our daily lives, we are exposed to different kinds of noises. Since the task is speaker

distance estimation, a classifier is required for discriminating noise and speech frames. This

classifier is called voice activity detector (VAD). The proposed model is trained via only

speech frames. VAD, hence, labels speech segment (includes clean or noisy speech), which

is required by the proposed method. If the incoming frame is labeled as the speech by

the VAD, the frame is stored for the pretrained model making a new estimation; else, the

distance estimation from the previous estimation is retained:
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ˆ̂
di =


d̂i−1, if V AD = 0 (Noise)

d̂i, if V AD = 1 (Speech)

(5.3)

Where distance ˆ̂
di represents the corrected the distance estimate after VAD for ith

frame. Thus, the VAD prevents the model from estimating the distance with noise-only

frames. In this work, we utilize a simple single-feature-based VAD, which shows satisfactory

performance in our previous works [7, 27], to reduce the real-time processing burden. That

is, ‘Spectral Flux (SF)’ is used as a feature for VAD [27]. SF is defined by:

SF (k, i) =
1

N

∞∑
k=−∞

(∣∣Xi[k]
∣∣− ∣∣Xi−1[k]

∣∣)2 (5.4)

for kth frequency bin and ith frame. k = 1, 2, . . . , N . |X| denotes the magnitude spectrum

of X. A simple thresholding technique is given by:

V AD(i) =


0 (Noise), if SF (k, i) < ξ

1 (Speech), if SF (k, i) ≥ ξ

(5.5)

where ξ is the calibration threshold.

Two parameters enable VAD robust under nonstationary noise. The first parameter is

decision buffer, D, which makes a VAD decision when D contiguous frames are detected as

speech. The second parameter is called a threshold, T, which initially determines how many

frames are assumed as noise.

5.5 Real Time Implementation on Android Based Smartphone (Pixel)

This section presents the real-time implementation of the proposed speaker distance estimation

application on the Android Pixel smartphone.

86



5.5.1 Offline Training

The model is trained and will then be put on and implemented by the Android-based

smartphone. The dataset generation process is given in section 5.6.2. The speech files with

babble and machinery noise background noises are used for real-time; hence, we have two

pretrained model in the app, users can choose one of them based the environment they are

in. After the data generation process, TensorFlow [22] is utilized to implement the proposed

architecture and train the model. The reason for using TensorFlow is that it has a C/C++

API, which can be used on Android platforms.

5.5.2 Real-time Implementation

The detailed block diagram of real-time processing modules in the proposed method is given

in Figure 5.1. The Android-based smartphone captures a 20 ms signal frame at 48 kHz

sampling rate. Input buffer stores up to 50% overlapped 20 frames of captured signals. Next,

we pull out a frame and apply Hanning window. The short-time Fourier transform (STFT)

is utilized for converting to the frequency domain. Spectral Flux (SF) feature is extracted

via equation (5.4) in order to label the incoming frame as speech or noise. Threshold and

Duration parameter for VAD (section 5.4.3 for details) are user-definable to give users the

flexibility to adapt the app in different environmental conditions. After VAD labels two

hundred speech frames (this makes 2.01 s of time using 50% overlapped 20 ms data), we

apply a filter to take out information up to 8 kHz. After filtering, the data is forwarded to

the Wait buffer. When the Wait buffer reaches two hundred frames, the data, whose size is

200 × 170, feed the pretrained model. The proposed model gives an output of 1 × 3 array;

each value represents each class’s probability. Next, we find the maximum of the output

of the CNN model. Finally, we use the similar procedure in equation (5.10) to update the

Graphical User Interface (GUI), which is presented in Figure 5.3.
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Figure 5.3: GUI display of the developed android app for Speaker distance estimate on
Android Pixel 1.

As shown in Figure 5.3, the proposed app has four main buttons to handle all operations in

the app. The application begins and halts using the ’Start’ and ’Stop’ buttons, respectively.
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The ’Setting’ button is designed for user-definable VAD. Users can change the Threshold

and Duration parameters based on the environment that they are in. The estimated distance

by the proposed method is displayed by text and graphical. As in Figure 5.3, the blue bar

is next to the text. Different colors for the bar are used for different distances, i.e., red is

for the distance is up to 75 cm, blue is when the estimated distance between 75 and 150

cm, and green is for the distance is more than 150 cm. The fourth and last main button is

the pretrained model selection button. This button is for selecting the model trained with

either babble or machinery background noise. The app users can prefer the model based on

which environment they are in. For example, if they are in a restaurant or cafe, the model

trained with babble noise is convenient. The model selection also can be made automatically

by inserting noise classification block before the CNN inferencing block in the pipeline in

Figure 5.1.

5.5.3 Implementation Highlights

We have applied three critical parameters, which we determined in our previous work [7],

to run inference on an edge device, i.e., Android Pixel 1 for this work. Our proposed

model can be run on any Android-based smartphone, which has at least one microphone.

The parameters, as mentioned earlier, are wait buffer, reshaping, and the model size. The

speaker distance estimation problem depends on many variables such as gender, age, voice

tract, as we mentioned before. Depending on many parameters makes the speaker distance

estimation problem sophisticated. Hence, single-frame based estimations do not work well

as we presented in section 5.7.1. This situation leads us to define a buffer, namely Wait

Buffer, in order to estimate using multi-frame, i.e., two hundred frames for our case. The

next important parameter for real-time implementation is reshaping. The pretrained model

requires the data with a shape of 2×200×170, which is three dimensional. However, handling

three-dimensional reshaping in an Android environment could be problematic. Because of
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this situation, we have added the Reshape layer into our model. Now, the model expects a

data shape of 200 × 340. Last but not least, there is a size limit for an application in the

Android platform. Since we embed the pretrained model into the app, the model size should

be as less as possible. To do that, we have decreased the number representation from 32-bit

to 8-bit using the quantization technique. Decreasing number representation also reduces

computational complexity. The price of this operation is only very little loss of accuracy.

5.6 Experimental Setup

We present the experimental setup and evaluation for the proposed single microphone and

CNN based speaker distance estimation (SDE) method in this section. The performance

metrics and experimental setup for simulated and publicly available data are also explained

in this section.

5.6.1 Performance Metrics

There are four key classification metrics, namely Accuracy, Recall, Precision, F1 score. These

metrics are calculated using confusion matrix. The confusion matrix displays not only the

performance of the model, but also which classes are being predicted correctly and incorrectly,

and what type of errors are being made [87]. Table 5.1 illustrates the confusion matrix.

Table 5.1: The confusion matrix

Actual Value
Positive Negative

Positive TP
(True Positive)

FP
(False Positive)

Predicted Value Negative FN
(False Negative)

TN
(True Negative)

Accuracy measures how well the model predicts correctly. However, only accuracy is

not enough for evaluating the performance of the model. We use recall (sensivity) and
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precision in order to obtain the effects of false negative and false positive predictions on the

performance. F1 score stands for the harmonic mean of the model’s precision and recall.

The formulas are shown as (5.6)-(5.9).

Accuracy (%) =
TP + TN

TP + TN + FP + FN
× 100 (5.6)

Recall =
TP

TP + FN
(5.7)

Precision =
TP

TP + FP
(5.8)

F1 score = 2× Recall × Precision
Recall + Precision

(5.9)

5.6.2 The Distance Dataset

We have generated the distance dataset by convolving publicly available speech files with

the generated and measured room impulse responses (RIRs). The details about the datasets

are given in the following subsections.

The Speech and Noise Files

To obtain a generalized supervised deep learning model, the dataset should involve a diversified

amount of data. The distance dataset should have two distinct properties: the first is a wide

range of speakers since the distance estimation depends on the age, gender, vocal tract

of the speaker. The second distinct property is environmental conditions, which will be

explained in the next section. In order to have a wide range of speakers in our dataset, we

have chosen speech files from three different datasets; TIMIT [48], AN4 [88], and Microsoft

deep noise suppression challenge [89]. [88] is designed for speaker identification purposes.

It has 74 different speakers in it, and the female and male talker number is almost equal.
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TIMIT is one of the popular datasets in audio signal processing, and we have selected ten

speech files from it. [89] is recently published for noise suppression task. We have used

this dataset because it includes recorded speech files in different conditions with a different

speaker. Sixteen speech files are selected from [89]. We have a total of a hundred speech

files, and the number of female and male talker are almost the same. We have not included

children’s speech files in our dataset. The total length of speech files is 492640 seconds(s).

Last but not least, the silence portion of the speech signal is using VAD, explained in section

5.4.3, removed for experimental evaluation, since the nonspeech contents lead the model

performance degradation.

Noise files are smartphone recorded noise files. Noise files were selected from the DCASE

2017 challenge database [50], which includes real recordings. Vehicle (‘Traffic’) noise and

multi-talker babble (’Babble’) noises are selected from the DCASE 2017 database. In the

dataset, we also used actual noise in a Magnetic Resonance Imaging (MRI) room with a

3-Tesla imaging system [51] to incorporate a machinery noise (’Machinery’) containing a

strong periodic component. To generate noisy mixtures, clean speech and noise files are

mixed at different SNRs levels.

The Simulated RIRs

As it is mentioned in the previous section, the distance dataset should be designed with

different environmental conditions. In order to do that, we have generated a hundred rooms

with various reverberation times using the Image Source Model (ISM). The room dimension

randomly changes from 6× 6× 3 to 10× 10× 5. The reverberation time (RT60) also changes

from 0.2 s to 0.7 s based on the room size. In other words, RT60 is proportional to the room

size. A microphone is located in the center of the room, and a speech source is located in

four different positions in the room. The speech source locations are 75 cm, 150 cm, 225 cm,

300 cm away from the microphone. The details regarding ISM generated RIRs can be seen

in Table 5.2.
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Table 5.2: ISM generated RIRs

The Generated RIRs Details
Room Size Randomly changes from 6×6×3 to 10×10×5
Number of rooms 100
Microphone position in room Center of the room
Source-microphone distance Four positions in each room: 75, 150, 225, 300

cm w.r.t the microphone
RT60 Randomly changes from 0.2 s to 0.7 s.
Sampling Frequency 48 kHz

The Measured RIRs

Aachen impulse response (AIR) public dataset [72] is used to show the proposed method’s

generalization ability. Even though the dataset’s main application field is dereverberation,

we can use the RIRs for distance estimation. As the dataset [72] includes measurements with

different distances. RIRs of five different rooms with various distances from [72] are utilized

for test data generation. The details of the RIRs that have been used for our experiment

can be seen in Table 5.3.

Table 5.3: Aachen Impulse Response Database

Room Source-Microphone
Distance (m)

RT60(s)

Studio booth 0.50 0.08
Stairway 1.00 0.18
Meeting room 1.90 0.21
Aula Carolina
Aachen

3.00 0.35

Lecture room 4.00 0.72

The Dataset Generation

Dataset generation is one of the critical processes for DL based method. While eighty rooms

and ninety-five speech files are used for training, twenty rooms and five speakers are used
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Pseudo code Part 1: The Generated RIRs
No Requirement
1: Randomly choose R room dimensions between 6× 6× 3 and

10× 10× 5
2: Assign randomly selected RT60 ∈ [0.2, 0.7] based on room dimension
3: Define speech source locations LS as 75, 150,225, 300 cm away from
the microphone

4: for each r ∈ R do
5: for each l ∈ LS do
6: Simulate RIR for one distance and single mic via [73]
7: Save RIR
8: end for
9: end for B Number of RIR files = R× LS

for testing. The proposed method’s data generation procedure is presented in the form of

two-part pseudocode in Pseudocode Part 1 and 2. Pseudocode Part 1 describes ISM based

RIR generation. Firstly, we randomly select a hundred room dimensions between 6× 6× 3

and 10 × 10 × 5 in Pseudocode Part 1. Next, reverberation times (RT60) for the rooms

are randomly but room size dependent assigned. Then, RIRs are generated based on room

size, RT60 for four different distances between a microphone and a speech source, namely

75, 150, 225, and 300 cm. Finally, we save the RIRs.

The dataset generation procedure for the convolutional neural network (CNN) is given in

Pseudocode Part 2. The RIRs with various acoustic conditions and speech files are required

for Pseudocode Part 2. Please recall that the silence portions of the speech files are removed

using the VAD, explained in section 5.4.3. The proposed method requires two seconds (s)

of speech data for an estimation. Short-time Fourier transform (STFT) is utilized for the

dataset realization. The frame length is 20 ms, and 50% overlap is used. The window is

Hanning window. The STFT of two hundred frames at 20 ms are saved in tfrecord format,

is a simple format for storing a sequence of binary records in TensorFlow machine learning

framework [22]. The details of the procedure are given above in Pseudocode Part 2.
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Pseudo code Part 2: The Generated Dataset
Require: NR RIR files and NS speech files
Optional: Noise file (n) and SNR value in dB
1: for each ns ∈ Ns do
2: for each nr ∈ NR do
3: s = ns convolve with nr for each distance
4: if noise file and SNR value is provided do
5: s = s + n at desired SNR
6: end if
7: for each i ∈ NF (Number of frame) do
8: xframe = win× sframe (Bsframe is 50 % overlapped 20 ms frame

and win is Hamming window)
9: X = FFT(xframe)
10: XImag = Imag(X) and XReal = Real(X)
11: Dataset[rowidx,:] = [XReal|XImag]
12: if rowidx equals to two hundred do
13: Assign label to dataset
14: Save dataset in tfrecord format
15: rowidx=0
16: end if
17: end for
18: end for
19: end for

5.7 Experimental Evaluation

In this section, different experiments with simulated and measured RIRs as well as noisy

data at various SNRs are presented to objectively evaluate the performance of the proposed

method . The dataset details and generation process for all the experiments are given in

section 5.6. For all the experimental evaluations except the one presented in section 5.7.2,

the proposed method attempts to classify three categories (when the distance are 75 cm, 150

cm, and 225 cm). In section 5.7.2, we also consider four case scenario (when the distance

are 75 cm, 150 cm, 225 cm and 300 cm). To form an input feature set, the input signals are

transformed to the STFT domain using frame length 20 ms with 50% overlap and number of

FFT (NFFT = 1024) and filtering out high-frequency components, resulting in K = 170. The
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sampling rate of the speech signal is Fs = 48 kHz, and multi-frame (two hundred frames)

based estimations are used for all the experiments. We have four test cases for the accuracy

performance evaluation of the proposed method. The cases are as following:

1. Known Speaker-Known Environment (K.S-K.E): The test data involves the same

speech files and RIR files in training data

2. Unknown Speaker-Known Environment (U.S-K.E): Only the same RIR files are used

for both training and test data.

3. Known Speaker-Unknown Environment (K.S-U.E): Only the same speech files are used

for both training and test data.

4. Unknown Speaker-Unknown Environment (U.S-U.E): The test data includes different

speech and RIR files from training data.

Obviously, the fourth case shows the most generalized model performance among all four

cases. The first three cases are significant to display the performance of the model in various

cases.

5.7.1 The Effect of number of frames

We have experimented with evaluating the number of the frame for a single estimation effect

on performance. To do that, we have used the speech files without background noise. Four

different numbers of frames, namely 1, 50, 100, and 200, are utilized in this experiment.

The obtained results are shown in Figure 5.4. As it is expected, the number of frames for

an estimation increases the performance raises. As a higher number of frames means more

information for an estimation. When the number of frames is 1, the method has 53.2%

accuracy. The accuracy performance for 50 and 100 frames is 82.8% and 90.2%, respectively.

While we have used 200 frames for each estimation, the best performance is obtained with
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Figure 5.4: The performance of different number frame used for an estimation

94.5%. We have not considered the number of frames more than 200 because of real-time

implementation concerns. Two hundred frames and 20 ms each frame make 2.01 s data

for each estimation. More than 2.01 seconds for estimation would not be considered real-

time since the proposed method cannot track the speaker. Since we have obtained the

best accuracy with 200 frames, the results below are obtained using 200 frames for each

estimation.

5.7.2 The Effect of number of classes on the performance

We present the performance of the proposed method when there is no presence of background

noise. Two different models are trained for 3 and 4 classes. The details regarding the model

architectures are given in section 5.4.1. The convolutions of the speech files (section 5.6.2

for details) and the simulated RIRs (see section 5.6.2 for details) are used for the first

experiment. The training dataset set involves convolutions of eighty different rooms and
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Table 5.4: The performance of the proposed method for 3 and 4 classes when there is no
background noise

Cases 3 Classes 4 Classes
1. Known Speaker-Known Environment 97.78 97.50
2. Unknown Speaker-Known Environment 96.67 90.00
3. Known Speaker-Unknown Environment 96.67 94.17
4. Unknown Speaker-Unknown Environment 94.55 88.64

ninety-five various speakers. Three distinct rooms are convoluted with three various speakers

for test data.

The proposed method’s accuracy performance for three and four classes is presented in

Table 5.4. While the column of 3 classes in Table 5.4 represents the performance of the

proposed method estimates only three classes, the column of 4 classes denotes the accuracy

of four class-based estimations of the method. Firstly, the three classes’ overall accuracy

performance is higher than the four classes based estimation as we expect. Since when there

is a less number of classes for categorizing, the method makes fewer mistakes. Secondly, the

highest accuracy performances for three and four classes are 97.78% and 97.50%, respectively,

for the first case, as expected. The data for single microphone based speech source distance

estimation is inclined to overfitting. Because of this problem, we used many dropouts, Layer 1

and 2 regularization techniques to overcome the overfitting issue. Moreover, the performance

for case 2 is equal to case 3 for three class estimation. Contrarily, four class estimation has a

better accuracy rate for K.S-U.E compared to for the U.S-K.E case. Lastly, we can see that

the proposed method has a satisfactory result with 94.55% and 88.64% accuracy for unseen

speaker and environment case for three and four classes, respectively.

Table 5.5 presents recall, precision, and F1 scores of case 4 for 3 (Table 5.5-a) and 4

(Table 5.5-b) classes. The most mistakes are made when the distance is 225 cm, and the

best performance is seen when the distance is 75 cm for three classes. An increasing class

number from 3 to 4 leads to more false positives and negatives in third and fourth classes in
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Table 5.5: Recall, Precision, and F1 scores of unknown speaker and environment case for 3
and 4 classes

(a) 3 classes

R
ec
al
l

P
re
ci
si
on

F
1
sc
or
e

75 cm 1.00 1.00 1.00
150 cm 0.927 0.910 0.918
225 cm 0.909 0.926 0.917

(b) 4 classes

R
ec
al
l

P
re
ci
si
on

F
1
sc
or
e

75 cm 1.00 1.00 1.00
150 cm 0.909 0.925 0.917
225 cm 0.745 0.788 0.766
300 cm 0.891 0.831 0.860

Table 5.5-b. The most erroneous estimations is obtained for class 3 (225 cm) in Table 5.5-b

and the recall, precision, and F1 scores less than 0.8. There are also many false negatives and

positives for class 4 (300 cm). We obtain the highest correct estimations when the distance

is 75 cm for four classes. Based on we obtain the results from Table 5.4 and 5.5, we continue

to present results for three predefined classes since the performance of three classes is higher

than four classes and the distance up to 225 cm is enough for our application.

5.7.3 Experiments with the Measured RIRs

In this subsection, we conduct an experiment using measured RIRs (see section 5.6.2 for

details). This experiment is significant in two ways. Firstly, the experiment displays the

performance of the method in a realistic environment. Secondly, the proposed method is

tested when the speech source is not exactly 75 cm, 150 cm, or 225 cm away from the

microphone. Since we have trained the model when the distance between the speech source

and the microphone is exactly 75 cm, 150 cm, and 225 cm, the model is required to test

when the distance varies. The distances and RT60 information for the experiment can be

seen from Table 5.3. The label assignment is conducted by the following formula:
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Label(i) =


0, if 0 < distance ≤ 75,

1, if 75 < distance ≤ 150,

2, if 150 < distance.

(5.10)

where i is a dummy variable which indexes frame count.

Figure 5.5 shows the accuracy performance of the proposed method with measured

RIRs. We have used a pretrained model with simulated data to test the proposed model’s

generalization ability in a realistic environment. In other words, measured RIRs have not

been used for the training stage. Therefore, we have two cases for this experiment; (i) Known

Speaker-Unknown Environment (Case 3) (ii) Unknown Speaker-Unknown Environment (Case

4). The proposed method achieves 88.66% and 85.83% accuracy for Case 3 and 4, respectively.

There is only almost a 3% accuracy gap between the performance of the proposed method

for Case 3 and 4.

The recall, precision, and F1 scores for the case of the unknown speaker and environment

for the results with measured RIRs are presented in Table 5.6. The most erroneous estimations

are obtained when the distance is 100 cm in the stairway. The number of false negatives

is more than false positives for Class-1. Even though the F1 score for Class 1 is 0.739, a

training model with measured RIRs can improve this. The proposed method performs very
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Figure 5.5: The performance of the proposed method with measured RIRs
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Table 5.6: Recall, Precision, and F1 scores of unknown speaker and environment case for
the results with measured RIRs

3 classes
Recall Precision F1 score

Class-0 0.930 0.949 0.939
Class-1 0.720 0.758 0.739
Class-2 0.855 0.788 0.820

well in the studio booth, meeting room, Aula Carolina Aachen, and lecture room despite low

and high reverberation times. Even though the performance of the proposed method in the

stairway is low than expected, the overall accuracy performance is 85.83%.

5.7.4 The comparison of the proposed method with the state of art method

The measured RIR dataset [72] is also used for performance comparison of the proposed

method to the method in [1]. Figure 5.6 displays the accuracy (%) comparison in two

different rooms for Case 4. We have followed the same procedure in [1] for the comparison.

The results for the compared method are obtained from their paper [1]. The proposed

method has superior performance for both rooms with 86.3% and 83.7% accuracy. In [1],
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Figure 5.6: The accuracy comparison of the proposed method to the single channel state of
art method [1]
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the authors also state that their method requires improvement to increase the generalization

ability of their algorithm. On the other hand, our proposed method has satisfactory results

for unseen environments and speakers. There could be two reasons for better performance:

we have used more diversified data, and the model architecture and feature set are better

for a single microphone based distance estimation.

5.7.5 Experiments with background noise

The proposed method’s performance under different noise types and SNR levels can be

obtained in Table 5.7. We have obtained the accuracy performance results under babble and

machinery noise at 0 dB, 10 dB, and 20 dB. The results, which are given under the ’Clean’

column, are also collected when the background noise does not exist. We have trained a

model with two different background noises and compared the performance of these models

in Table 5.7. The first model is trained with the speech files with babble and machinery

background noises at three SNR levels, i.e., 0 dB, 10 dB, and 20 dB. The performance result

for the first model is given in the ’Model 1’ column. The following model is trained with

speech files without the presence of background noise, displayed ’Model 2’ columns in the

table 5.7. The training data size for both models is equal. The trained model is tested with

different noise conditions and without background noise.
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Each row in the Table 5.7 represents one case, which is explained at the beginning of

this section. As expected, Model 2 performs better than Model 1 when there is no presence

of background noise since Model 2 is trained with only speech signals without background

noise. On the other hand, Model 1 accuracy performance is satisfactory with 93.33% for

unseen talker and room for Clean case in both Babble and Machinery. When we compare

models for the high noisy case, i.e. 0 dB, Model 1’s performance is much better than Model

2’s for both babble and machinery noises. While Model 1 has 79.15% and 82.54% accuracy

for babble and machinery noises(U.S-U.E), respectively, Model 2’s accuracy rate is 39.39%

and 33.33% for babble and machinery noises(U.S-U.E), respectively. As raise in SNR, the

performance of both models increases under both background noise types. The accuracy

rates (U.S-U.E) for both noise types at 20 dB is close enough to the performance of the

Clean case for both models.Overall performance of Model 1 under machinery noise is better

than Model 1’s performance under babble noise since the babble noise is more challenging

than machinery noise case, and it involves speech contents, which leads to more erroneous

estimations. Table 5.7 proves that a training model with and without background noise, like

Model 1, makes the model more robust for background noises.

We have also conducted an experiment to assess the performance of Model 1a-1b and

Model 2 under unseen SNR levels for both babble and machinery noise. 3 dB and 12 dB

SNRs are considered for the experiment. The obtained results are shown in Figure 5.7. The

accuracy rate difference between Model 1a-1b and Model 2 is high for the low SNR for both

background noise. Model 1a has 32.23% superior accuracy than Model 2 for 3 dB babble

noise. The difference becomes 41.67% under 3 dB machinery noise. The performance of both

Model 1a-1b and 2 are almost equal for 12 dB for both noise types. While Model 1a performs

88.43% accuracy, Model 2 has 86.67% accuracy for babble noise at 12 dB. The performance

of Model 1b and 2 for machinery 12 dB is equal. This experiment is also another proof that

training the proposed method with and without background noise enables the model robust

for unseen conditions.
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Figure 5.7: The performance of the models for unseen SNRs. Blue bar graph (left bar for
each noise and SNR case) represents the performance of Model 1. Model 2’s performance is
denoted by the green bar graph (right bar for each noise and SNR case).

5.7.6 The CPU and Memory Consumption

The last experiment measures CPU and Memory consumption of the proposed Android app

is displayed in Figure 5.8. The details of the real-time implementation of the proposed

method are given in section 5.5. When Wait Buffer reaches 200 frames, the model inferences

the speaker distance. The model made three estimations in the inferencing stage in Figure

5.8. The maximum CPU usage is 27%, and the usage is not constant. Additionally, memory

consumption is around 190 MB during the inferencing process. When we consider that
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Figure 5.8: Screenshot of CPU and memory consumption of the proposed method on pixel
1.

most recent smartphones have at least 2GB memory, the proposed application consumes less

than 10% memory. Moreover, the usage of CPU and Memory decreases in the idle stage.

This experiment shows that the proposed distance estimation application perfectly suits the

real-time implementation on the smartphone.

5.8 Conclusion

A convolutional neural network (CNN) based speech source distance estimation using single

microphone algorithm and its real-time implementation are presented in this chapter. We

optimize the proposed system pipeline and architecture in order to get high accuracy with

low computational complexity. The proposed method has satisfactory accuracy rate for

unseen speaker and environment. The proposed model is trained with background noisy
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data to make the model robust in noisy environment. The proposed method is also tested

for publicly available room impulse responses (RIRs) and performs satisfactorily well. The

real-time implementation details also presented in this work. As per the results of our

experiments, the proposed smartphone-based app suits real-life scenarios.
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CHAPTER 6

CONCLUSION

In this dissertation, speech source localization (SSL) for hearing aid studies and its real-

time implementation on mobile devices are studied. In Chapter 2, three different deep

learning based SSL using the direction of arrival (DOA) angle estimation methods for

two microphones are proposed. Details regarding deep learning architectures, feature sets,

and hyperparameters are given in Chapter 2. Convolutional neural network (CNN) and

convolutional recurrent neural network (CRNN) based DOA angle estimation methods perform

best among other state-of-the-art DOA angle estimation methods. The real-time implementa-

tion of CNN and CRNN based DOA angle estimation methods are explained in Chapter 2.

Chapter 3 presents CNN based SSL method for eight microphones and its real-time

implementation on resource-constrained hardware. The new feature set, which includes

imaginary and real part of the short-time Fourier transform of the speech and spectral

flux, is defined for eight microphones in Chapter 3. The proposed method also compared

with the state of art DOA angle estimation methods for eight microphones. The real-time

implementation of the proposed method on a raspberry pi with Matrix Creator is given in

Chapter 3.

A noise-robust sound source distance estimation algorithm is described in Chapter 4. The

algorithm estimates the distance between a loudspeaker which plays a single tone sinusoidal

signal at 330 Hz, and a microphone. A weighting function in the frequency domain is offered

for the sound source distance estimation method in order to increase the efficiency of the

proposed method. The developed method’s performance is evaluated in the presence of

background noise and reverberation in Chapter 4.

Chapter 5 presents a convolutional neural network based single microphone speaker

distance estimation method. The proposed method aims to estimate the talker distance

in three/four predefined distances, which starts from 75 cm up to 300 cm with a 75 cm
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increase. The data generation, training, and testing processes for the proposed method

are given in Chapter 5. The proposed method performance is evaluated with Image source

modeling (ISM) generated room impulse responses (RIRs) and measured RIRs. The real-

time implementation details are also presented in Chapter 5.
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