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With the deployment of the fifth generation (5G) wireless communications systems, research 

and practical implementation work on millimeter wave (mm-wave) technology has gained 

tremendous momentum. With the evident advantages and obstacles with employing higher 

frequency signals, there is a demand for technological advancements required for the 

implementation of the millimeter wave systems in indoor communication settings. The 

wavelength of the mm-wave at 60 GHz is 5 mm, due to which the reception of mm-wave suffers 

from the propagation loss which is around 50 dB for a distance of 1 meter. Further, the small 

wavelength also leads to substantial losses by objects present inside a building. To gain further 

insight on this, wooden walls and doors lead to an attenuation loss of 20 dB, concrete walls 

would cause 40 dB, glass door would lead to an attenuation of around 16 dB and lastly human 

body accounts for an attenuation of 35 dB.  

 

Hence, the wireless mm-wave channels with substantial path and multipath propagation losses 

turn out to be the biggest hurdles in the implementation of the mm-wave wireless systems. In 
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order to circumvent this limitation, in this study, we propose the use of heating, ventilation and 

air conditioning (HVAC) ducts for the transmission of mm-wave signals. These ducts act as 

waveguides, providing an electrically insulated, linear channels which are already present in 

most indoor constructions.  

 

To establish the viability of HVAC duct mm-wave channels, we conduct experiments using the 

WiGig compliant transceiver chipsets as the transmitter and receiver. The experiments involve 

measuring the various RF parameters, such as signal-to-noise ratio (SNR), error vector 

magnitude (EVM), received signal strength indicator (RSSI), received signal power indicator 

(RSPI), packet transmission and reception percentage, and bit rate. Initial experimentation 

involves comparison of the results between a straight HVAC duct and free space for various 

transmitter-receiver separation, alignment of the transmitter and receiver, and variation in the 

height of the transmitter/receiver from the ground. Subsequent experiments are performed 

considering the different bend angles, such as 45°, 90°, 180° (U shape), and S shape of the 

HVAC duct, resulting in results which are similar to that of a straight duct.  

 

The dissertation provides theoretical calculation of the duct channel frequency response for the 

overall duct system using transfer matrix theory and calculation of the power delay profile. 

Different dispersion phenomena are also explored. To further substantiate the results, image-

theory based ray-tracing algorithms using MATLAB are developed. The experimental, 

theoretical, and simulation results are shown to correlate favorably, thereby allowing the 

extension of the results in this study to transmission scenarios of mm-waves for larger distances 
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in indoor environment. We also propose and study a mm-wave microstrip patch antenna, which 

forms an important sub-component of the mm-wave systems. The proposed antenna is a low-

profile, circularly polarized patch antenna that uses two substrate layers and provides high gain 

for a broad bandwidth.  The results obtained in this dissertation, in terms of the RSSI and 

throughput, establish the viability of the HVAC duct channel for the transmission of 60 GHz 

mm-wave wireless signals in indoor environments. 
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CHAPTER 1  

 

INTRODUCTION 

 

 

1.1 Problem Statement  

 

 

The global proliferation of high-speed mobile device, including smartphones, laptops, and 

other multi-media applications are creating unparalleled challenges for wireless communication 

industry which has to address this demand while dealing with the limited available spectrum. 

Due to the large demand for spectrum, currently available radio frequency (RF) bands have 

become quite crowded. As today's cellular providers attempt to deliver high quality, low latency 

video and multimedia applications for wireless devices, they are limited to a carrier frequency 

spectrum ranging between 700 MHz and 6 GHz. Servicing legacy users with older inefficient 

cellphones as well as customers with newer smartphones requires simultaneous management of 

multiple technologies in the same band-limited spectrum. Currently, allotted spectrum for 

operators is divided into disjoint frequency bands, each of which is utilized by technologies 

which require unique radio network infrastructure that must deal with varying propagation 

characteristics and building penetration losses. In USA, five generations of wireless 

communication systems have been implemented, with a progression of one generation to 

another in every decade, starting from 1980s.  
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Table 1.1. Brief description of different wireless communication generations 

First Generation Basic analog FM cellular systems for voice communication 

Second Generation Digital modulation, Time division, code division multiple access 

(CDMA), data and voice services. 

Third Generation Wideband-CDMA and high-speed packet access (HSPA) providing 

high speed internet access, improved video and audio capabilities. Later 

Evolved HSPA was also released. 

Fourth Generation International Mobile Telecommunications-Advanced (IMT-Advanced) 

standard, LTE advanced technology as a part supporting orthogonal 

frequency division multiplexing (OFDM), Multiple-Input Multiple-

Output (MIMO), providing multi-stream transmission, improved 

spectrum efficiency and link quality, interference mitigation via 

adaptive beamforming using antenna arrays.  

Fifth Generation New spectrum allocation including 24 GHz, 28 GHz and millimeter 

wave (mm-wave) band 60/70/80/90 GHz. The new spectrum will lead 

to lower latency, faster data rates along with the use of massive MIMO, 

mm-wave and phased array antennas.  

 

However, in order to further enhance the quality of services and support the load of users, 

more spectrum (larger bandwidth) to accommodate higher data rates for various multi-media 

applications is required. With the growing number of users, the required aggregate network 
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capacity will be higher. Therefore, one possibility is to increase the bandwidth, which is a 

crucial part of 5G through the use of millimeter waves (mm-waves) [1], [2]. It is noteworthy 

that, in order to distribute mm-wave, a line-of-sight (LOS) link is needed. Although LOS links 

can be accommodated in outdoor environment when propagation distances are small, the 

distribution of mm-wave signals in an indoor environment is an issue as mm-wave signals suffer 

substantial losses due to any physical obstruction of the LOS links. Hence, this is a major 

challenge to overcome toward utilizing mm-wave spectrum in an efficient manner for 5G 

systems and beyond.  

 

1.2 Introduction to mm-wave  

 

In current wireless communication technologies, several different frequency bands are 

used for the different services. Microwave signals are electromagnetic waves that lie in 

frequency band of 300 MHz (100 cm) and 300 GHz (0.1 cm) correspondingly have a 

wavelength ranging from a few cm to a minimum wavelength of 1 mm. Further, International 

Telecommunications Union (ITU) has divided the microwave band into four 4 sub-bands as 

shown in Table 1.2 [153][153]. These bands due to their unique properties support different and 

specific applications. However, unlike low frequencies, these waves do not reflect through the 

ionosphere and therefore are limited to line-of-sight (LOS) communication only.  
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Table 1.2. ITU designation of microwave spectrum 

Band Name Frequency Wavelength 

Ultra-high frequency 300 MHz – 3 GHz 1 m – 100 mm 

Super high frequency 3 GHz – 30 GHz 100 mm – 10 mm 

Extremely high frequency 30 GHz – 300 GHz  10 mm – 1 mm 

Tera Hertz high frequency 300 GHz – 3 THz 1 mm – 100 𝜇m 

 

Table 1.3. IEEE designation of microwave spectrum 

Band Name Frequency (GHz) 

L 1 - 2 

S 2 – 4 

X 8 – 12 

Ku 12 – 18 

K 18 – 27 

Ka 27 – 40 

Q 30 – 50 

U 40 – 60 

V 60 - 75 

W 75 – 110 

Mm or G 110 - 330 
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The International Telecommunication Union categorizes mm-wave band in the range of 

30 to 300 GHz as extremely high frequency. In 1895, J.C. Bose developed the first mm-wave 

communication system which consisted of Spark transmitter, polarizer, coherer, horn antenna, 

dielectric lens and cylindrical diffraction grafting [153]. In his experiments, he considered a 

distance of 23 m between the transmitter and the receiver, and the line of sight was also 

obstructed by two intervening walls. The experiment showed that communication was possible 

at such high frequencies supporting a very high data rate due to the availability of large 

bandwidth. Recently, there has been an interest in mm-wave bands (including 60 GHz band), 

leading to the development of WiGig standard, which allows for 5 GHz unlicensed spectrum 

[3]. Several papers have been published in the last few years suggesting that mm-wave 

frequencies can alleviate the burden from the currently saturated 700 MHz to 2.6 GHz radio 

spectrum bands for wireless communications. The initial allocation of 60 GHz (57–59 GHZ) 

spectrum for commercial consumers was made by Federal Communications Commission (FCC) 

in 1995 and it was proposed to be used for unlicensed purposes. It was noted that the spectrum 

would be optimum for short-range, high data rate, broadband applications [4]. Due to the limited 

short-range considered for the transmission, interference was minimal and could be further 

decreased by the use of narrow beamwidth antennas operating in the direct line-of-sight range 

[5], [6]. FCC expanded the mm-wave band in the next decade to include frequency range from 

57 GHz to 64 GHz. The large bandwidth available at this band increases the chances for a more 

versatile, high bandwidth and extremely high data rate providing spectrum throughout the world 

which can be used for WiFi and other license-free data communication applications.  
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Therefore, mm-wave systems, including the 60 GHz frequency systems, are promising 

candidates for the next generation short-range, high date rate wireless services allocated in 

United States, Canada, Japan, Europe, Australia, and Korea. This band is expected to support up 

to a 1 giga bits-per-second (Gb/s) throughput for low mobility wireless local area networks. The 

effort is aiming at multigigabit multimedia applications [7]-[15].  

 

1.3 Indoor mm-wave  

 

Communication channels using mm-wave signals have become the natural choice for 

high-speed applications due to their large bandwidths and data rates. Some of the earliest works 

related to mm-wave envisioned providing multi-Gbps data rate over indoor communication 

systems. These works were published as early as late 1990s. With the deployment of the fifth 

generation (5G) wireless networks, the importance of mm-wave systems has increased. The 

mm-wave frequency range proposed for WiGig has four channels, ranging from 52 GHz to 71 

GHz. Particularly the spectrum from 58 GHz to 62 GHz is very attractive as it is unlicensed and 

has been accepted in several different countries around the globe. As part of 5G initiative, the 3rd 

generation project partnership (3GPP) has defined the enhanced mobile broadband (eMBB) 

Indoor Hotspot scenario as a natural case study for indoor mm-wave mobile networks [16]-[18]. 

The main motive of this study is to provision small-cell coverage of high data rates to a user 

population within a confined area. Typical examples for this type of scenario include an office, 

airport, or shopping complexes [19]. Several research works are dedicated towards 
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understanding the number of required access points, deployment locations, and effective 

network settings with system-level evaluation of the mm-wave channel [20]-[28].  

 

1.4 Advantages of using mm-wave  

 

There are several obvious advantages of using mm-wave channels. The large bandwidth 

available at this band provides the user extremely high data rates and makes multi-Gbps, short-

range wireless communications possible. Further, due to the small wavelength, the radio 

hardware and the antennas required are smaller in size as compared to the previous generations. 

This further enables in the efficient generation of small antenna arrays required by various 

multiple-input–multiple output systems for portable devices like laptops, mobile phones, etc. 

Recently, there have been significant advances in the development of technologies related to 60-

GHz circuits, enabling the development of low-cost radio devices. Furthermore, the small 

beamwidth of the transmitting/receiving antennas due to large operating frequency enables one 

to achieve large link budgets for LOS communications. Link budget which is defined as the total 

received power and is given in terms of the total transmitted power, antenna gain and losses in 

the system. Due to the small beamwidth of the antenna, the overall gain of the antenna will be 

higher, and losses will be lower, resulting in a larger link budget. This also reduces interference 

from adjacent antennas and communication links due to receiver’s small beamwidth, leading to 

a smaller co-channel interference. Several studies have been conducted for understanding the 

60-GHz propagation channel in the last few decades [29]-[38]. However, previous studies 

related to indoor propagation at 60 GHz [29]-[32] are mainly focused on the statistical 
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parameters and models. Several research studies have also been performed to understand the 

influence of system parameters [39], [40] human activity [19], [28], [41] and materials [42], [43] 

on channel properties and transmission losses. Furthermore, we can find studies comparing the 

60-GHz channel characteristics with lower bands [29], [44]. Researchers in [44]-[46] have also 

studied the application of the Saleh–Valenzuela model in the 60-GHz frequency band. However, 

similar to the previous mobile communication channels, the 60-GHz indoor radio channel is also 

a multipath propagation channel [29], [47]. The systems being designed to operate into the mm-

wave frequency bands consist of a combination of cost-effective CMOS technology, high-gain, 

steerable antennas at the mobile and base station [25], [26]. The increase in the RF channel 

bandwidth directly translates into an increase in the data rate and a decrease in the transmission 

latency, thus making possible the applications which require high data speed and minimal 

latency. Also, due to the small wavelength of the mm-wave frequencies, several new 

polarization and spatial process techniques such as massive MIMO, cooperative MIMO, relays, 

adaptive beamforming and interference mitigation between base stations become more feasible 

[27]. The implementation of these techniques also leads to a reduction in the cost per base 

station and will make easier implementation of wireless backhaul for flexibility. Finally, the 

current spectrum employed by the cellular operators is very disjointed, expanding over 

frequencies between 700 MHz and 2.6 GHz, which leads to a wide variation in the coverage 

distance of cell sites. The mm-wave spectrum occupies a large band of frequencies ranging from 

52 GHz to 71 GHz, which consists of channels that are placed close to each other (33%), 

making the propagations characteristics in different channels comparable and homogenous. 
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Further, the 28 GHz and 38 GHz bands are also being reviewed for spectrum allocations which 

increases the range of the mm-wave channels [29].  

 

1.5 Limitations of mm-wave  

 

The major concern of the wireless community regarding the implementation of mm-wave 

is the attenuation due to rain and atmosphere which the signal at high frequencies faces. 

However, work done by many researchers has confirmed that, for small distances (less than 1 

km), rain attenuation will present a minimal effect on the propagation of mm-waves at 28 GHz 

to 38 GHz for small cells [29], [41], [48]. But as the frequency increases (at 60 GHz) the rain 

attenuation also increases. However, it is still possible to overcome the attenuation with the 

implementation of smaller cells, and, therefore, mm-wave communications will definitely be an 

essential part of 5G and other future cellular generations [1]-[7].  

 

The transmission of mm-wave signals poses certain other challenges as well for wireless 

communications. Signals at lower frequencies can easily pass-through wooden objects such as 

walls and furniture and, therefore, can cover indoor environment. However, mm-waves can only 

travel for short line-of-sight distances due to the path-loss and can easily get obstructed from the 

wooden/concrete/glass buildings and other constructions. These seemingly apparent limitations 

can be utilized to limit their transmission, thereby resulting in a reliable and secure 

communication system, which will be more protected from the network security intrusions. 

Another advantage to come out of the mm-wave limitations is their utilization in facilitating 
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small-cell networks, increasing frequency reuse, therefore leading to efficient spectrum 

utilization. The principal factors which contribute to the limitations of mm-waves can be 

characterized as (a) free space path loss, (b) propagation loss factors such as reflection, 

diffraction, scattering, atmospheric gaseous losses, precipitation attenuation due to rain, and 

lastly foliage losses.  

 

1.6 Limitations of Indoor use of mm-wave 

 

There have been several studies conducted in the recent past and several new 

measurement campaigns going on with the aim of characterizing and modeling the mm-wave 

propagation channel (see [1]-[15], [20]-[27], [49], [50]). Most of these measurements being 

done are constricted by the different experimental factors governed by the modeling technique 

used and system-level evaluations performed. For example, in an indoor environment, the main 

factor limiting the signal propagation can be obstruction due to physical wooden or metallic 

objects, presence of the humans causing extra attenuations, also the movement of humans or 

objects with respect to both the user device and the access point [16]-[19],  [28]-[47], [51], [52].  

 

In indoor propagation, the total signal attenuation comprises of path loss, static fading and 

multipath fading. Path loss takes place due to the decrease in the signal level as it travels a 

certain distance for both line-of-sight (LoS) and non-line-of-sight (NLoS) configurations. Static 

fading happens on account of partial or complete obstruction of the signal due to static (furniture 

or construction), multipath fading takes place due to the mobile objects (human movement) 
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present in the signal path which lead to spatial and temporal fading effects. However, the 

biggest hurdle in implementation of indoor mm-wave systems is the obstruction of line-of-sight 

signal. Due to the quasi-optical nature of the mm-wave signals, it results in minimal 

transmission and diffraction of the signal. However, the benefit is a fraction of the shortcoming 

posed by the obstruction of mm-wave signals by the different obstructions usually present in the 

indoor environment. To give an account, the wooden walls and doors pose an attenuation of 20 

dB, glass leads to an attenuation of 15 dB, human bodies account for insurmountable 35 dB of 

attenuation [41]. The typical values of path loss exponents (PLEs) in indoor line-of-sight (LOS) 

environments vary by the structure of the construction, such that for symmetrical hallways, it is 

1.3, for a medium size room, PLE is 1.7 and for a larger office room, PLE is recorded to be 2.2.  

For non-line-of-sight (NLOS) environments, larger PLEs were reported, that vary between 3.0 

to 3.8 in a typical office space. There is some difference between the average RMS delay 

spreads recorded for LOS and NLOS environments which is 12.3 ns and 14.6 ns at 60 GHz, 

respectively [21].  

 

The main concern about mm-wave frequency bands is that the signals at such high 

frequencies undergo a greater propagation loss (e.g., for a distance of 5 m at 2.45 GHz, the 

propagation loss is 40.20 dB, considering similar antenna gain, at 60 GHz, the propagation loss 

is 68 dB), and thus cannot be transmitted over large distances. However, even in indoor 

communication setting, mm-wave encounters several problems. Unlike lower frequency signals, 

mm-wave signals have extremely small wavelength and can be severely attenuated by physical 

barriers, such as walls, doors, and other commonly used objects in an indoor environment. This 
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implies that mm-wave communications might be limited to an area where direct line of sight is 

present, such as a single room in the house. Subsequently, in order to provide coverage for an 

entire building, each room must be equipped with a wireless router. This is an expensive 

proposition as compared to below 6 GHz ISM band devices, which require a single router for a 

typical home or office.  

 

With the rapid growth in technology, the demand for high data rates has increased 

exponentially which paved the way for an increased interest in millimeter-wave (mm-wave) 

bands, including 60 GHz band. However, there are several issues with the use of mm-wave 

signals, which should be addressed in order to make the optimum use of the available bandwidth 

in the mm-wave channels. The most concerning issue is the large propagation loss which the 

signals suffer and get severely attenuated by physical barriers, such as walls, doors, etc. in the 

indoor environment at mm-wave frequencies. Therefore, the transmission of mm-wave signals 

is limited to line-of-sight (LOS) communication scenario due to the barriers present in an indoor 

communication, essentially even restricting the coverage to within a room in the house.  

 

1.7 Proposed system to distribute mm-wave in indoor scenario 

 

There are several ways in which internet can be made accessible inside an indoor 

communication scenario. Using the current technologies high-data rate connection can be 

provided by Ethernet lines, fiber optics and Wifi. However, with the increase in demand of 

higher data rate and a greater number of users sharing the services, the mm-wave option is being 
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considered. Use of the mm-wave signals in case of indoor communication would result in 

replacement of all the currently deployed connecting technologies, which may be a costly 

option. Further it’s also not feasible given the small wavelength of mm-wave signals. Therefore, 

even though the wireless communication has been the standard mode of transmission using the 

latest technologies but the design of a wireless network in large buildings with the expected data 

rate through the use of mm-wave is still a complicated task due to the nature of indoor 

propagation [53], [54]. Therefore, there is a need to find alternate solutions possibly in form of 

the existing infrastructures that can be utilized for data communications.  

 

To utilize the millimeter wave frequency band, the fundamental knowledge of the mm-

wave channel propagation characteristics, including accurate and reliable channel models, is of 

vital importance for developing indoor 5G wireless communication systems. Several researchers 

(for example, see [3]-[6], [14]-[28], [47], [50]) have extensively studied the characteristics of a 

traditional indoor radio propagation channel and the use of optical fibers. Indoor channel 

performance strongly depends on the specifics of the environment such as the number of 

obstructions and static/mobile objects in the environment. In a typical office environment, the 

signal level decays (in dB) as the product of distance and power loss factor whose value depends 

on the environment (typically, this value is between two and four). Therefore, the delay spread 

increases with the distance from the transmitter and can vary between a few tens to a few 

hundreds of nanoseconds as shown in [36] and [55]. In mm-wave systems operating indoors, 

even though the signal’s beam is somewhat narrow, the presence of multipath is unavoidable. 

The use of multiple directional antennas configurations has been discussed in [36], [56] in order 
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to mitigate the effects of multipath in indoor communication using mm-wave. Other approaches 

have demonstrated high speed mm-wave over short ranges [55]. In [57], authors use the concept 

of relay nodes to mitigate the free-space path loss (FSPL) and multipath in order to provide 

indoor communications using mm-wave. Furthermore, the 60 GHz channel has been studied 

extensively in literature, for example see [11]-[56]. The use of relay nodes and directional 

antennas provides reliable communication for a wider coverage area but determining the exact 

position of the relay nodes based on the transmitter and receiver location and the extra 

installation cost is the drawback of the above-mentioned techniques.  

 

This implies that mm-wave communication will be limited to an area where direct line of 

sight or significant multipath link can be supported (a room in the house). Subsequently, in 

order to provide coverage for the entire building, each room must be equipped with a router. 

This is an expensive proposition as compared to below 6 GHz ISM band devices, which require 

a single router for a typical home or office. One solution that can be considered is to distribute 

mm-wave signals around the building using waveguides. However, given that coaxial cables 

must be replaced with mm-wave waveguides at 60 GHz (often quite expensive) this solution 

becomes impractical and costly. Hence, to leverage the presence of a proven RF waveguide in 

homes and offices becomes of some interest. One communication channel that is already present 

in most structures is the HVAC duct system.   

 

This chapter describes a new methodology for transmission of mm-wave signals to the 

users inside a residential or commercial building through the use of heating, ventilation, and air 
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conditioning (HVAC) duct system. The system includes a transceiver device for introducing 

electromagnetic radiation into the duct system such that the HVAC duct acts as a waveguide for 

the mm-wave signals in form of electromagnetic radiation. The system also includes devices 

such as antennas, reflectors, power amplifiers and relays in order to transmit the signal from the 

duct system to the receiver. The heating, ventilation, and air conditioning (HVAC) duct system 

consists of rectangular or cylindrical metal pipes which are interconnected to each other in order 

to provide the heating and cooling services inside any residential and commercial building in 

most parts of the world. However, due to their metallic and symmetrical construction, these 

ducts act as waveguides when used as a channel for the transmission of mm-wave signals. The 

HVAC system in itself is a complex network of different subsections which all act as a complex 

mesh of waveguides, through which multiple electromagnetic modes can propagate depending 

on the frequency of operation, the dimension and structure of the HVAC duct and the various 

nonuniformities (bends, tapers, T-junctions, etc.) present as a part of the HVAC duct system. 

This waveguide channel can therefore be considered as a potential reliable communication 

medium through which extremely high-data rate communication is possible [58]. 

 

The use of HVAC ducts as a communication channel has already been studied in the past, 

as can be seen in [56], [59]-[71] and the references in [59], for RF signal distribution for 

frequencies below 6 GHz. Unlike such previous work, where the input dimensions of HVAC 

ducts are comparable with the wavelength of the signal in a lower frequency ISM band, the 

same HVAC ducts will be considered significantly large in dimension as compared to the signal 

wavelength at 60 GHz. Furthermore, most RF signals can penetrate residential structure, 
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whereas at mm-wave frequencies, the signal is severely attenuated by physical barriers. Hence, 

it is of interest to investigate this mode of communication for the distribution of mm-wave 

signals. HVAC ducts are hollow cylindrical or square metal pipes that penetrate all building 

floors and present a reliable channel whose performance is not impacted by time-varying factors 

such as movement of people or arrangement of furniture. These ducts can act as large 

waveguides for mm-wave signals, as the signals will be travelling along the length of the duct 

(waveguide) suffering no attenuation from the physical barriers and minimal loss at the bends, 

leading to many folds increase in the coverage area and providing non-line of sight 

communications. Hence, HVAC has the potential to allow one to harness the advantages of 

using mm-wave communications, such as large bandwidths and higher data rates in sizeable 

infrastructures.  

 

1.8 Advantages of HVAC Ducts 

 

The HVAC duct systems consist of metal pipes of rectangular or circular cross-section 

through which the air with temperature and moisture is flowing through it and these systems 

penetrate all the building floors. It presents as a reliable time-invariant channel whose 

performance is not impacted by time-varying factors such as movement of people or 

arrangement of furniture. This is due to large free-space path loss as well as oxygen loss at this 

band. However, when used with HVAC ducts, mm-wave signals will be travelling along the 

length of the duct (waveguide), suffering no attenuation from the physical barriers and minimal 

loss at the bends. This will result in small path-loss, leading to many folds increase in the 
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coverage area and providing non-line of sight communications. As the ducts are already present 

in most residential and commercial buildings, it saves expense incurred in laying the extensive 

fiber network. Also, the metal waveguides are very well shielded from any external electrical 

disruptions in the indoor environment. Therefore, the mm-waves can easily propagate through 

the HVAC duct without any significant path loss and provide extremely high data rate. Another 

great advantage of the HVAC duct is that they continue to carry the mm-wave signals even 

though the duct system suffers damage in certain parts, therefore they are robust to damage. 

Finally, considering the different emittance and interference regulations (base station transmitted 

power level should be limited to 75 dBm/100 MHz and for a mobile phone, transmitted power 

should be limited to 43 dBm) , different mm-wave channels consisting of different frequencies 

and powers can simultaneously be transmitted through the HVAC duct channel without violating 

any of the regulations. Hence, HVAC has the potential to serve as an independent transmission 

medium, allowing one to harness the advantages of using mm-wave communications, such as 

large bandwidths and higher data rates (up to 2 Gbps) in sizeable infrastructures. 
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CHAPTER 2  

 

HVAC DUCT SYSTEM 

 

 

2.1 Why HVAC Duct? 

 

The ubiquitous presence of HVAC ducts in the residential and the commercial buildings, 

makes it logical to utilize the HVAC ducts as the new transmission channel in the indoor 

wireless communication scenario. In order to alleviate the use of wires, cables and routers to 

carry the various signals, HVAC ducts make an extremely promising case for their use. 

Installation, replacement and upgradation of the fibers and coaxial cables prove to be an 

expensive alternative compared to the already present HVAC ducts inside a building. Further, 

with the upgradation of the technology (moving from one generation to another i.e., 5G to 6G 

etc.), irrespective of the frequency and the power of the signal, HVAC ducts can always be used 

to transmit the signal as they are made up of metals and thereby behave as huge waveguides.  

 

In case of indoor wireless communication, the signals are transmitted and received 

through a multitude of transceivers and antennas. These devices are placed at locations which 

are easily intercepted in order for the signal to reach the different user equipment. However, 

finding the optimum location for the transceivers so that the signal is received by the 

transceivers, or the signal strength is not diminished beyond reception can be a challenging task 

with mm-wave signals.  Finding the optimum position of the transceivers becomes more 

complex when mobile receivers, such as mobile phones, laptops, and the movement of humans 

is integrated into the communication systems.  
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In scenarios where experiments fail, we resort to methods such as ray-tracing which uses 

geometrical optics in order to predict the location of the transceivers and thereby indoor radio 

coverage. Other methods such as statistical channel modeling can also be used to characterize 

the general indoor channel by determining a fixed set of channel parameters. As these methods 

take only general geometrical aspect into consideration, the results are sub-optimum and 

inefficient communication systems are implemented. However, these methods still worked in 

past with the large wavelength of ISM band. However, as the mm-wave can get obstructed 

much more easily, it will be impossible to predict the optimum location of the transceivers for a 

wider indoor coverage. Moreover, the propagation of the signals can be affected due to the 

change in the position of a metallic or wooden object present in that room. Hence, in order to 

efficiently transmit and receive the mm-wave signals, we need a method and system that will 

prevent the obstruction of the signals from the object without having to design an elaborate 

system or incurring a large installation or re-installation cost.  

 

2.2 Introduction to HVAC Duct System 

 

In this chapter, we introduce the HVAC ducts system model that can be used as a potential 

communication channel for transmitting mm-wave signals to the users inside residential and 

commercial buildings. The HVAC duct system consists of hollow metal pipes which have 

rectangular or circular cross-section and are interconnected to form a multimode waveguide for 

the RF signals passing through them. The number of modes which will propagate through these 

multimode waveguides will eventually be determined by the dimension of the HVAC ducts, and 
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by the various other nonuniformities such as bends, tapers, T-junctions, etc. The standard duct 

used in the U.S. is of cylindrical cross-section with a diameter of 5 inches or 12 inches and a 

cutoff frequency of 1.38 GHz and 577 MHz respectively as shown in Figure 2.1. Currently, the 

mm-wave/WiGig standard comprises of frequencies which are allocated for unlicensed use and 

the spectrum ranges from 52 GHz to 71 GHz, clearly the frequency range is above the 

aforementioned cutoff.  The HVAC system relies on the key observation that they are present in 

most parts of the USA and are made up of metal which makes them behave as waveguides 

suitable for all forms of wireless transmission.  

 

 
Figure 2.1. Typical HVAC duct used in the United States 

 

The HVAC duct system, like any other typical communication system includes a 

transceiver device which will introduce the mm-wave signals into the HVAC duct which acts as 

a waveguide for electromagnetic signals due to its metallic construction. The system also 

includes devices such as antennas, relays, power amplifiers which introduce and facilitate the 
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propagation of the electromagnetic signals through the entire length of the duct, and further 

distributed to the users.   

 

For the downlink, mm-wave signal is sent from a base station [72]. The signal propagates 

through the HVAC duct which behaves as the propagation channel and is captured by the 

antenna present near the HVAC duct opening in different rooms. This antenna then transmits the 

signal to the different users present in each room, reducing the amount of obstruction of the 

signal and the path loss suffered by it. A channel access algorithm can be used to distribute the 

downlink signal among multiple receiving users [51], [73], [74]. In the uplink, the mm-wave 

signal is transmitted by a laptop, handset, or other end-user’s transceivers to the passive antenna 

present in each room. The signal is then sent through the HVAC for reception by the base 

station.  

 

An example of an HVAC system used for signal distribution is shown in Figure 2.2. The 

antenna present on the mm-wave access point excites the electromagnetic modes in the 

waveguide duct system. These modes which have different group velocities and attenuation 

constants, take different paths while traversing through the duct system, experiencing multiple 

reflections from the non-smooth edges and other non-uniformities before reception by the 

antenna present in the room where the intended users are present [39], [75]. Users can access the 

system directly from the antenna. In order to maintain the power level through the duct system, 

a relay can be used. Amplify and forward relays amplify the signal and retransmit it on a symbol 

or packet basis [12], [48], [50]. Furthermore, after reaching different rooms the signal can be 
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distributed between the users via passive repeaters such as reflect arrays, transmit arrays [40], 

[52]. 

 

The HVAC channel also behaves like a linear channel and therefore can be defined in 

terms of its impulse response (or transfer function).  

 
Figure 2.2. An example of proposed HVAC duct system 

 

 

2.3 Example of an Application of HVAC Duct System 

 

 
Figure 2.3. High level architecture of Wifi system propagation through HVAC duct 
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CHAPTER 3 

 

HVAC MODES AND THEIR POWER 

 

 

3.1 Waveguides  

 

For the transmission of electromagnetic signals efficiently, the transmission and reception 

terminal can be connected through a waveguide, especially where direct line of sight 

communication is not possible. Some common types of guiding structures are coaxial cable, 

microstrip transmission lines, hollow conducting waveguides, and optical fibers as described in 

Table 3.1. Depending upon the frequency of operation, the amount of power that is being 

transferred and the permissible losses, the appropriate waveguide structure is selected. 

 

Table 3.1. Common guiding structures for communication systems 

Coaxial cables • Used at frequency < 3 GHz. 

• High losses. 

• Low power rating with increased frequency. 

• Heating of the conductor and dielectric. 

Two wire lines • Used at microwave frequencies. 

• Not shielded and can radiate. 

Microstrip lines • Used at microwave frequencies. 

Rectangular waveguides • Used at frequencies > 3 GHz. 

Optical Fiber • Used at optical and infrared frequencies. 

• Provide wider bandwidth. 

• Lead to low losses. 
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3.2 Solution of Maxwell’s Equations for Waveguides 

 

For a waveguide system, Maxwell’s equations are used to find the solution of 

electromagnetic fields that will be propagating along the length (the z direction) of the 

waveguide. Therefore, the electric and magnetic fields can be defined as [76]: 

 

 𝐸(𝑥, 𝑦, 𝑧, 𝑡) = 𝐸(𝑥, 𝑦)𝑒𝑗𝜔𝑡−𝑗𝛽𝑧 

𝐻(𝑥, 𝑦, 𝑧, 𝑡) = 𝐻(𝑥, 𝑦)𝑒𝑗𝜔𝑡−𝑗𝛽𝑧 

     

(3.1) 

 

where 𝛽 is the propagation wavenumber. Due to the waveguide structure, the signal travelling 

through it will have a different wavelength than the free space. This wavelength is known as the 

guide wavelength 𝜆𝑔 = 2𝜋/𝛽. The waveguide dimensions and its cross-section (cylindrical or 

rectangular) will also determine the relationship between 𝜔 and 𝛽 and the modes which will be 

allowed to propagate. These fields vary in the transverse directions (the 𝑥, 𝑦 directions,) and 

therefore, can be decomposed into transverse (𝑥, 𝑦) and longitudinal 𝑧-directions. Thus, we 

decompose: 

 

 𝐸(𝑥, 𝑦) = 𝑥̂𝐸𝑥(𝑥, 𝑦) + 𝑦̂𝐸𝑦(𝑥, 𝑦) + 𝑧̂𝐸𝑧(𝑥, 𝑦)

= 𝐸𝑇(𝑥, 𝑦) + 𝑧̂𝐸𝑧(𝑥, 𝑦)                 

     (3.2) 

 

Using the vectoral identities, the source-free Maxwell’s equations can be written as [76]: 
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 ∇𝑇𝐸𝑧 × 𝑧̂ − 𝑗𝛽𝑧̂ × 𝐸𝑇 = −𝑗𝜔𝜇𝐻𝑇 

∇𝑇𝐻𝑧 × 𝑧̂ − 𝑗𝛽𝑧̂ × 𝐻𝑇 = 𝑗𝜔𝜖𝐸𝑇 

∇𝑇 × 𝐸𝑇 + 𝑗𝜔𝜇𝑧̂𝐻𝑧 = 0 

∇𝑇 × 𝐻𝑇 − 𝑗𝜔𝜖𝑧̂𝐸𝑧 = 0 

∇𝑇 . 𝐸𝑇 − 𝑗𝛽𝐸𝑧 = 0 

𝛻𝑇 . 𝐻𝑇 − 𝑗𝛽𝐻𝑧 = 0 

 

 

     

(3.3) 

 

Based on the value of the longitudinal components, we can classify the solutions as transverse 

electric and magnetic (TEM), transverse electric (TE), transverse magnetic (TM), or hybrid: 

 

𝐸𝑧 = 0,𝐻𝑧 = 0, TEM Modes 

𝐸𝑧 = 0,𝐻𝑧 ≠ 0, TE Modes 

𝐸𝑧 ≠ 0,𝐻𝑧 = 0, TM Modes 

𝐸𝑧 ≠ 0,𝐻𝑧 ≠ 0, hybrid or HE or EH Modes 

 

The first two equations form a linear system in the two unknowns 𝑧̂ × 𝐸𝑇 and 𝐻𝑇, and their 

solution is [76]: 

 
𝑧̂ × 𝐸𝑇 = −

𝑗𝛽

𝑘𝑐2
𝑧̂ × ∇𝑇𝐸𝑧 −

𝑗𝜔𝜇

𝑘𝑐2
∇𝑇𝐻𝑧 

 𝐻𝑇 = −
𝑗𝜔𝜖

𝑘𝑐2
𝑧̂ × 𝛻𝑇𝐸𝑧 −

𝑗𝛽

𝑘𝑐2
𝛻𝑇𝐻𝑧 

 

(3.4) 

 

where the cutoff wavenumber 𝑘𝑐 is given by:  
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𝑘𝑐
2 = 𝜔2𝜖𝜇 − 𝛽2 =

𝜔2

𝑐2
− 𝛽2 = 𝑘2 − 𝛽2                   

(3.5) 

 

The quantity 𝑘 = 𝜔/𝑐 = 𝜔√𝜖𝜇 is the wavenumber for a uniform plane wave travelling in a 

medium with relative permittivity 𝜖 and permeability 𝜇. Using above definitions, we can also 

define the cutoff frequency as: 𝜔𝑐 = 𝑐𝑘𝑐. Considering the wavelength: 𝜆 = 2𝜋/𝑘 = 2𝜋𝑐/𝜔, 

𝜆𝑐 = 2𝜋/𝑘𝑐, and 𝜆𝑔 = 2𝜋/𝛽. It follows from 𝑘2 = 𝑘𝑐
2 + 𝛽2 that  

 

 1

𝜆2
=
1

𝜆𝑐2
+
1

𝜆𝑔2
→ 𝜆𝑔 =

𝜆

√1 − 𝜆2/𝜆𝑐2
                    

(3.6) 

 

Also, the free space wavelength is given as 𝜆0 = 2𝜋𝑐/𝜔 = 𝑐/𝑓 and the wavelength in a 

dielectric material of refractive index 𝑛 is given by 𝜆 = 𝜆0/𝑛.  

The transverse impedances for the TE and TM modes can be defined by the definitions [64]:  

 

 𝜂𝑇𝐸 =
𝜔𝜇

𝛽
= 𝜂

𝜔

𝛽𝑐
=

𝜂

√1 −
𝜔𝑐2

𝜔2

, 

 𝜂𝑇𝑀 =
𝛽

𝜔𝜖
= 𝜂

𝛽𝑐

𝜔
= 𝜂√1 − 𝜔𝑐2/𝜔2 

 

(3.7) 

 

where 𝛽𝑐/𝜔 = √1 − 𝜔𝑐2/𝜔2 and the medium impedance is 𝜂 = √𝜇/𝜖, so that 𝜂/𝑐 = 𝜇 and 

𝜂𝑐 = 1/𝜖. With these definitions, we may rewrite the Maxwell’s equations as follows [76]:  
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𝐻𝑇 −

1

𝜂𝑇𝑀
𝑧̂ × 𝐸𝑇 =

𝑗

𝛽
∇𝑇𝐻𝑧 

𝐸𝑇 − 𝜂𝑇𝐸𝐻𝑇 × 𝑧̂ =
𝑗

𝛽
∇𝑇𝐸𝑧 

∇𝑇 × 𝐸𝑇 + 𝑗𝜔𝜇𝑧̂𝐻𝑧 =
𝑗𝜔𝜇

𝑘𝑐2
𝑧̂(∇𝑇

2𝐻𝑧 + 𝑘𝑐
2𝐻𝑧) 

∇𝑇 × 𝐻𝑇 + 𝑗𝜔𝜖𝑧̂𝐸𝑧 = −
𝑗𝜔𝜖

𝑘𝑐2
𝑧̂(∇𝑇

2𝐸𝑧 + 𝑘𝑐
2𝐸𝑧) 

∇𝑇 . 𝐸𝑇 − 𝑗𝛽𝐸𝑧 = −
𝑗𝛽

𝑘𝑐2
(∇𝑇

2𝐸𝑧 + 𝑘𝑐
2𝐸𝑧) 

∇𝑇 . 𝐻𝑇 − 𝑗𝛽𝐻𝑧 = −
𝑗𝛽

𝑘𝑐2
(∇𝑇

2𝐻𝑧 + 𝑘𝑐
2𝐻𝑧) 

 

 

 

 

 

 

 

(3.8) 

Where ∇𝑇
2  is the two-dimensional Laplacian operator. The right-hand side of the last four 

equations in (3.8) require the equivalence of the Helmholtz equations by the longitudinal fields 

𝐸𝑧(𝑥, 𝑦), 𝐻𝑧(𝑥, 𝑦) as follows:   

 

 ∇𝑇
2𝐸𝑧 + 𝑘𝑐

2𝐸𝑧 = 0 

∇𝑇
2𝐻𝑧 + 𝑘𝑐

2𝐻𝑧 = 0 

(3.9) 

 

Further the boundary conditions depending on the waveguide type must also be satisfied. 

After calculating the fields 𝐸𝑧 , 𝐻𝑧, the transverse fields 𝐸𝑇 , 𝐻𝑇 can be computed. Result of all 

the six equations in (3.8) represent the maxwell’s equation solution for the waveguide structure.  
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Cartesian coordinates 

 

Using the identity 𝑧̂ × ∇𝑇𝐻𝑧 = 𝑦̂𝜕𝑥𝐻𝑧 − 𝑥̂𝜕𝑦𝐻𝑧, we obtain the longitudinal components [76]:  

 

 (𝜕𝑥
2 + 𝜕𝑦

2)𝐸𝑧 + 𝑘𝑐
2𝐸𝑧 = 0 

(𝜕𝑥
2 + 𝜕𝑦

2)𝐻𝑧 + 𝑘𝑐
2𝐻𝑧 = 0 

(3.10) 

 

and resulting transverse components: 

 

 
𝐸𝑥 = −

𝑗𝛽

𝑘𝑐2
(𝜕𝑥𝐸𝑧 + 𝜂𝑇𝐸𝜕𝑦𝐻𝑧)    

𝐸𝑦 = −
𝑗𝛽

𝑘𝑐
2
(𝜕𝑦𝐸𝑧 + 𝜂𝑇𝐸𝜕𝑥𝐻𝑧) 

𝐻𝑥 = −
𝑗𝛽

𝑘𝑐
2 (𝜕𝑥𝐻𝑧 −

1

𝜂𝑇𝑀
𝜕𝑦𝐸𝑧)    

𝐻𝑦 = −
𝑗𝛽

𝑘𝑐2
(𝜕𝑦𝐻𝑧 +

1

𝜂𝑇𝑀
𝜕𝑥𝐸𝑧) 

 

 

 

(3.11) 

 

3.2.1 Overview of TEM, TE, and TM mode 

 

The general solution will have nonzero 𝐸𝑧 and 𝐻𝑧 components representing a hybrid 

combination of electrical and magnetics components. However, the transverse fields 𝐸𝑇 , 𝐻𝑇 are 

always perpendicular to each other and satisfy: 𝐻𝑇 =
1

𝜂𝑇
𝑧̂ × 𝐸𝑇 where the transverse impedance 
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𝜂𝑇 varies according to the different mode types such as 𝜂 for TEM, 𝜂𝑇𝐸  and  𝜂𝑇𝑀 for TE and 

TM cases respectively. The Poynting vector 𝑃𝑧 described in terms of the mode transverse 

impedance shows the total power through a unit cross-sectional area and is given by:  

 

 
𝑃𝑧 =

1

2
𝑅𝑒(𝐸𝑇 × 𝐻𝑇

∗). 𝑧̂ =
1

2𝜂𝑇
|𝐸𝑇|

2 =
1

2
𝜂𝑇|𝐻𝑇|

2 
(3.12) 

 

3.2.2 TEM mode 

 

In TEM modes, 𝐸𝑧 = 𝐻𝑧 = 0 and the fields are fully transverse, therefore, 𝑘𝑐
2 = 0, 𝑜𝑟 𝜔 =

𝛽𝑐, which further implies 𝜂𝑇𝐸 = 𝜂𝑇𝑀 = 𝜂. The electric field 𝐸𝑇 is determined as: ∇𝑇 × 𝐸𝑇 = 0 

and ∇𝑇 . 𝐸𝑇 = 0.  

 

3.2.3 TE mode 

 

For the TE mode, only the transverse electric field will be equal to zero, therefore,  𝐸𝑧 = 0 

and 𝐻𝑧 ≠ 0. From Maxwell’s equations, 𝐸𝑇 = 𝜂𝑇𝐸𝐻𝑇 × 𝑧̂. The wave impedance is now 𝜂𝑇𝐸 . 

The field components and Poynting vector for TE mode are given as follows [76]: 

 

 ∇𝑇
2𝐻𝑧 + 𝑘𝑐

2𝐻𝑧 = 0 

𝐻𝑇 = −
𝑗𝛽

𝑘𝑐2
∇𝑇𝐻𝑧 

𝐸𝑇 = 𝜂𝑇𝐸 𝑧̂ × 𝐻𝑇 

 

 

(3.13) 
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𝑃𝑧 =
1

2
𝑅𝑒(𝐸𝑇 × 𝐻𝑇

∗). 𝑧̂ =
1

2𝜂𝑇𝐸
|𝐸𝑇|

2 =
1

2
𝜂𝑇𝐸|𝐻𝑇|

2 =
1

2
𝜂𝑇𝐸

𝛽2

𝑘𝑐4
|∇𝑇𝐻𝑧|

2 

 

The cartesian coordinate version is:  

 

 (𝜕𝑥
2 + 𝜕𝑦

2)𝐻𝑧 + 𝑘𝑐
2𝐻𝑧 = 0 

𝐻𝑥 = −
𝑗𝛽

𝑘𝑐2
𝜕𝑥𝐻𝑧, 𝐻𝑦 = −

𝑗𝛽

𝑘𝑐2
𝜕𝑦𝐻𝑧 

𝐸𝑥 = 𝜂𝑇𝐸𝐻𝑦, 𝐸𝑦 = −𝜂𝑇𝐸𝐻𝑥 

 

(3.14) 

 

3.2.4 TM mode 

 

TM modes have 𝐻𝑧 = 0 and 𝐸𝑧 ≠ 0. From the Maxwell’s equations, 𝐻𝑇 = 𝜂𝑇𝑀
−1 𝑧̂ × 𝐸𝑇. 

The wave impedance is now 𝜂𝑇𝑀. The field components and the pointing vector equations for 

the TM mode are similar to the TE mode equations and are given as [76]: 

 

 ∇𝑇
2𝐸𝑧 + 𝑘𝑐

2𝐸𝑧 = 0 

𝐸𝑇 = −
𝑗𝛽

𝑘𝑐2
∇𝑇𝐸𝑧 

𝐻𝑇 =
1

𝜂𝑇𝑀
𝑧̂ × 𝐸𝑇 

𝑃𝑧 =
1

2
𝑅𝑒(𝐸𝑇 × 𝐻𝑇

∗). 𝑧̂ =
1

2𝜂𝑇𝑀
|𝐸𝑇|

2 =
1

2𝜂𝑇𝑀

𝛽2

𝑘𝑐4
|∇𝑇𝐸𝑧|

2 

 

 

 

(3.15) 
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From the above discussion, we can infer that for the transmission of the electromagnetic 

energy, waveguides can be carefully designed to support the selected number of modes 

propagating through them. However, with the advent of technology, structures like tunnels [77] 

and underground mines, and lift shafts, radio frequency identification (RFID) systems operating 

inside marine structures and HVAC ducts are considered as waveguiding structures and used as 

propagation communication medium. In contrast with the carefully designed waveguides, these 

structures, which are not designed to be RF waveguides in practice, behave as highly over-

moded waveguides. Therefore, in order to model the HVAC duct channel, it is useful to know 

the number of propagating modes.  

 

3.3 Comparison between HVAC Duct and Free Space 

 

 
Figure 3.1. Comparison of radiation by dipole antenna in free space and HVAC 
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There are significant differences between the mm-wave signal radiated in free-space 

through an antenna and the signal being transmitted through the HVAC duct serving as the 

waveguide communication channel [62]. The main differences between this environment and 

free-space are as given in Fig 3.1 and Table 3.2.  

 

Table 3.2. Comparison between free-space and HVAC duct channel 

Free Space HVAC Duct 

Waves can propagate in any direction.  Waves propagate only along the length. 

Continuous mode distribution. 𝑁 discrete modes. 

The propagating field is a sum of rays 

transmitted through the free space. 

The propagating field is a sum of all the 

normal modes. 

Can be analyzed using geometrical optics such 

as ray-tracing. 

Can be analyzed using modal theory. 

Antennas used can be characterized by their 

directive gain.  

HVAC duct as a waveguide can be 

characterized by its mode sensitivity gain. 

Directivity 𝐷 ≤ ∞. Sensitivity 𝑆 ≤ 𝑁 (number of modes). 

 

 

3.4 Rectangular Waveguide 

 

Consider a rectangular waveguide with length and breadth dimensions as  𝑎 (wide) and 𝑏 

(narrow). For this waveguide, the mode cutoff frequencies can be given as [67]: 
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𝑓𝑐
𝑟𝑒𝑐𝑡 =

𝑐

2
√(
𝑚

𝑎
)
2

+ (
𝑛

𝑏
)
2

 

 

(3.16) 

 

where for TE modes either 𝑚 or 𝑛 must be positive, and for TM modes both 𝑚 and 𝑛 must be 

positive. The modes whose cutoff frequencies are below the operating frequency 𝑓 will be 

excited (𝑓𝑐
𝑟𝑒𝑐𝑡 ≤ 𝑓).  

 

3.5 Circular Waveguide 

 

To calculate the number of modes propagating in an HVAC duct of circular cross-section 

of radius 𝑅, the mode cutoff frequencies for transverse electric (TE) and transverse magnetic 

(TM) modes are given as follows [66]:  

 

 
𝑓𝑐
𝑐𝑖𝑟𝑐 =

𝑐

2𝜋𝑅
{
𝑝𝑚𝑛
′   , 𝑇𝐸
𝑝𝑚𝑛  , 𝑇𝑀

                   
(3.17) 

 

where 𝑝𝑚𝑛
′  𝑎𝑛𝑑 𝑝𝑚𝑛 are the 𝑚𝑡ℎ nulls of 𝐽𝑛

′ (𝑥) 𝑎𝑛𝑑 𝐽𝑛(𝑥), respectively, with 𝐽𝑛(𝑥) denoting the 

Bessel function of the first kind of order 𝑛. Furthermore, 𝑐 denotes the speed of light.  

 

Table 3.3 below gives the number of modes that can propagate in the duct of various 

dimensions at 60 GHz. However, not all the modes are significant in this scenario.  
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Table 3.3. Number of modes propagating in HVAC duct 

Duct Diameter # Modes at 58.5 GHz #Modes at 60 GHz #Modes at 62.5 GHz 

Cylindrical 12.7 cm 1506 1576 1712 

Cylindrical 30.5 cm 8622 9071 9832 

Rectangular 12.7 cm x 6 cm 17936 18858 20466 

Rectangular 30.5 cm x 15 cm 10752 11308 12294 

 

The power carried by each mode is directly proportional to the mode radiation resistance 

and is given as [78]: 

 
𝑝𝑢 =

𝑅𝑢
∑ 𝑅𝑢
𝑁
𝑢=1

                    
(3.18) 

 

where 𝑅𝑢 is the mode radiation resistance [78] and 𝑁 is the total number of propagating modes.  

 

3.6 Sensitivity Gain 

 

The directive gain is equivalent to mode sensitivity gain in case of waveguides, as the 

propagating field can be expressed as a finite sum of normal modes. The electromagnetic 

radiation modes which have the maximum effect on the received signal, determine the mode 

sensitivity for the receiving antenna and directly govern the reception quality of the 

communication system. Sensitivity can be defined as [78]: 
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 𝑆 = max 𝑆(𝑛)                   (3.19) 

 

where mode sensitivity gain is 

 
𝑆(𝑛) =

𝑃(𝑛)

𝑃/𝑁
                   

(3.20) 

 

with 𝑃(𝑛) denoting the power radiated into mode 𝑛, normalized by the total radiated power 𝑃/𝑁, 

and the number of modes 𝑁, respectively. Antennas are used to couple, transmit and receive the 

signal through the HVAC duct waveguide. In free space, an antenna is characterized by the far-

field radiation pattern, however, in waveguides, the mode distribution excited by the antenna is 

used to characterize the antenna. The coupling is determined by the antenna impedance; 

therefore, it is important to determine both antenna impedance and the excited mode distribution.  

 

3.7 Antenna impedance and current distribution 

 

The impedance 𝑍𝑎 of a general antenna is given in terms of its resistance 𝑅𝑎 and its 

reactance 𝑋𝑎, as  𝑍𝑎 = 𝑅𝑎 + 𝑗𝑋𝑎. For a multimode waveguide, the different modes can be 

thought of as being produced due to the interaction of the electromagnetic energy with several 

independent loads. Therefore, the antenna is viewed as a series network of these independent 

loads, with each load resulting in the generation of a specific mode [61].  
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The load impedance results because of the presence of the antenna current and its 

interaction with electric field. Therefore, the total antenna impedance 𝑍𝑎 is a summation of the 

radiation resistance 𝑅𝑢 of mode 𝑢 and the radiation reactance 𝑋𝑢 of the mode 𝑢 for the antenna,  

𝑍𝑎 = ∑ 𝑅𝑢
𝑈
𝑢=1 + 𝑗 ∑ 𝑋𝑢

𝑈
𝑢=1 . The radiation resistance 𝑅𝑢 is calculated in terms of the power 

associated with mode 𝑢. Assuming that the mode 𝑢  carries power 𝑃𝑢 , then the total power 

carried by mode 𝑢 can be expressed as 

 

 1

2
𝐼0
2𝑅𝑢 = 2𝑃𝑢 = 2𝑝𝑢|𝐶𝑢|

2 

 

(3.21) 

The mode radiation resistance 𝑅𝑢 can be defined using the definition of interaction 

integral 𝐼𝑢 and normalized power density 𝑝𝑢 as 𝑅𝑢 = |𝐼𝑢|
2/4𝑝𝑢. As the HVAC duct is a 

practical structure which was not designed specifically for wireless communication purpose, 

therefore, the communication through it can suffer attenuation due to non-ideal conducting 

metal walls. Attenuation due to the metallic wall resistance 𝑅𝑠 can be defined as [63]: 

 

 
𝑅𝑠 = √

𝜔𝜇

2𝜎
 

(3.22) 

 

Where 𝜇 is the magnetic permeability of the waveguide walls, and 𝜎 is the electrical 

conductivity of the walls. The wave number 𝑘 is: 
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 𝛽 = √𝑘2 − 𝑔2 (3.23) 

 

Where 𝑔 is the cutoff wave number and 𝑘 is the free-space wave number. The free-space wave 

number can be expressed as 

 
𝑘 =

𝜔

𝑐
=
2𝜋

𝜆
 

 

(3.24) 

Where 𝑐 is the speed of light and 𝜆 is the free-space wavelength. The mode cutoff frequency 𝜔𝑐 

is given by 

 

 𝜔𝑐 = 𝑐𝑔 (3.25) 

 

3.7.1 Rectangular Waveguide Parameters  

 

The cutoff wave number is given by 

 

                                              𝑔 = √(
𝑚𝜋

𝑎
)
2

+ (
𝑛𝜋

𝑏
)
2

                                                                   (3.26) 

 

The attenuation constant of a mode is [78], [79] 
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     𝛼 =
2𝑅𝑠
𝜂𝑏

𝑘

𝛽
×

{
 
 

 
 (1 +

𝑏

𝑎
)
𝜔𝑐
2

𝜔2
+
𝑏

𝑎
(
𝜒𝑛
2
−
𝜔𝑐
2

𝜔2
)(
𝑚2𝑎𝑏 + 𝑛2𝑎2

𝑚2𝑏2 + 𝑛2𝑎2
)  𝑖𝑓 𝑇𝐸

𝑚2𝑏3 + 𝑛2𝑎3

𝑚2𝑏2𝑎 + 𝑛2𝑎3
                                                       𝑖𝑓 𝑇𝑀

                            (3.27) 

 

Where 𝜒𝑛 is 

 

                              𝜒𝑛 = {
1 𝑛 = 0
2 𝑛 > 0

= 1 + 𝑠𝑖𝑔𝑛(𝑛)                                                                      (3.28) 

 

The normalized mode power averaged over time is the same for TE and TM modes and is given 

by: 

                                            𝑝 =
𝑘𝛽𝑎𝑏

2𝜒𝑚𝜒𝑛𝑔2𝜂
                                                                                   (3.29) 

 

The characteristic wave impedance of a mode is 

 

                             𝑍 = 𝜂
𝐸𝑥
𝐻𝑦

= −𝜂
𝐸𝑦

𝐻𝑥
= 𝜂 ×

{
 

 
𝑘

𝛽
 𝑖𝑓 𝑇𝐸

𝛽

𝑘
 𝑖𝑓 𝑇𝑀

                                                           (3.30) 

 

3.7.2 Cylindrical Waveguide Parameters 

 

For a cylindrical waveguide, the cutoff wave numbers are given by roots of the Bessel function 

of the first kind of order 𝑚 𝐽𝑚(𝑥) and its first derivative 𝐽𝑚
′ (𝑥): 



 

  

39 

 

                                                        𝑔 = {

𝑝𝑚𝑛
′

𝑎
 𝑖𝑓 𝑇𝐸

𝑝𝑚𝑛
𝑎
 𝑖𝑓 𝑇𝑀

                                                                   (3.31) 

 

where 𝑝𝑚𝑛
′  and 𝑝𝑚𝑛 are the 𝑛-th nulls of equations 𝐽𝑚

′ (𝑥) = 0 and 𝐽𝑚(𝑥) = 0. 

 

The attenuation constant of a mode is: 

                                            𝛼 =
𝑅𝑠
𝜂𝑎

𝑘

𝛽
× {

𝜔𝑐
2

𝜔2
+

𝑚2

(𝑝𝑚𝑛′ )2 −𝑚2
 𝑖𝑓 𝑇𝐸

1                                   𝑖𝑓 𝑇𝑀

                                      (3.32) 

The normalized mode power averaged over time is given by: 

 

                                     𝑝 =
𝑘𝛽𝜋

4𝑔4𝜂
× {
𝐽𝑚
2 (𝑝𝑚𝑛

′ )[(𝑝𝑚𝑛
′ )2 −𝑚2]     𝑖𝑓 𝑇𝐸

𝐽𝑚
′2(𝑝𝑚𝑛)𝑝𝑚𝑛

2                         𝑖𝑓 𝑇𝑀
                                 (3.33) 

 

However, unlike rectangular waveguide, the mode power is different for TE and TM modes. 

The characteristic wave impedance of a mode is: 

                                        𝑍 = 𝜂
𝐸𝑟
𝐻𝜙

= −𝜂
𝐸𝜙

𝐻𝑟
= 𝜂 ×

{
 

 
𝑘

𝛽
 𝑖𝑓 𝑇𝐸

𝛽

𝑘
 𝑖𝑓 𝑇𝑀

                                                (3.34) 

 

The above equations show the calculation for normalized power density 𝑝𝑢 for rectangular 

and cylindrical waveguides. To incorporate the specific antenna characteristics, an interaction 
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integral 𝐼𝑢 for the same needs to be calculated. By default, a sinusoidal current distribution can 

be assumed on a PCB antenna: 

 

                                                  𝐽(𝜁) = 𝐼0
sin 𝑘(𝑙 − 𝜁)

sin 𝑘𝑙
𝜁                                                                 (3.35) 

 

Where 𝐼0 is the current amplitude at the feed point of the antenna, 𝑘 = 𝜔/𝑐 is the free space 

wave number, 𝑙 is the antenna length, and 𝜁 is the coordinate along antenna length (0 ≤ 𝜁 ≤ 𝑙).  

 

3.8 Selective mode excitation 

 

The capacity of the HVAC duct channel is severely impacted due to the presence of the 

multimode dispersion as it leads to a significant increase in the inter-symbol interference (ISI). 

With the knowledge of the excited mode distribution, modes with higher power can be 

selectively excited, leading to an effective reduction in the dispersion.  Selective mode 

excitation can be performed using antenna arrays and can mean either a single mode is excited, 

or a preferred mode distribution is excited. In order to design an antenna which excites the 

preferred mode distribution, we need to examine the power radiated in the different excited 

modes. The power carried by mode 𝑢 is proportional to the radiation resistance 𝑅𝑢. Then, the 

mode power coefficient is given in terms of the power carried by the mode that has maximum 

radiation resistance normalized by the power carried by all the modes excited by the antenna: 
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                                                           𝑃 =
max𝑅𝑢
∑ 𝑅𝑢
𝑈
𝑢=1

                                                                          (3.36) 

 

If a very large number of excited modes have similar % of power, then the value of 𝑃 will 

be near to 0, whereas if most of the power is carried by one mode then the value of 𝑃 will be 1. 

An alternative parameter that can be used is called the next mode rejection ratio. The parameter 

is calculated based on sorting the modes in terms of their radiation resistance which relates to 

the times the mode is excited. Assuming the mode that is excited most is modeA and the mode 

that is excited second to modeA is modeB. Then next mode rejection ratio is defined as a ratio 

of the power carried by modeA to the power carried by modeB. In order to deliver the maximum 

power from the transmitter to the antenna, it is importance to have proper impedance matching. 

The impedance mismatch is characterized in terms of the reflection coefficient 𝛤 which is 

defined in terms of the antenna impedance 𝑍𝑎 and the transmitter impedance 𝑍0 as follows: 

 

                                                          𝛤 =
𝑍𝑎 − 𝑍0
𝑍𝑎 + 𝑍0

                                                                          (3.37) 

 

Power transmission coefficient 𝑇 indicates the quality of the impedance match and is defined as 

[78]:                                                            𝑇 = 1 − |𝛤|2                                                                   (3.38) 

 

The parameter 𝑇 varies similar to the parameter 𝑃. In order to achieve optimum performance, 

we want to maximize mode power coefficient as well as transmission coefficient, therefore we 

define a linear cost function 𝐶 [78]: 



 

  

42 

 

                                                             𝐶 = 𝑊𝑃𝑃 +𝑊𝑇𝑇                                                                 (3.39) 

 

where weights 𝑊𝑃 indicates the power delivered to a single mode propagating inside the duct 

and 𝑊𝑇 indicates the sum of the relative power of all the modes . In order to design an optimal 

antenna, we need to maximize the cost function and therefore, choose the weights accordingly.  

 

3.9 Monopole antenna 

 

As we are considering a PCB monopole antenna, the entire transceiver system can be 

assembled on the same PCB. Further the small size of the system due to the small wavelength of 

the mm-wave, makes it possible to implement the entire system on the walls of the HVAC duct. 

In order to provide the least obstruction due to the presence of the antenna in the HVAC duct, a 

PCB antenna will be the best suited. The dimensions of the PCB monopole antenna are same as 

a typical monopole antenna that has the arm length equal to quarter-wavelength. The antenna 

when used for communication in free space has an impedance which can be easily matched to a 

50 Ω load. The current varies in a sinusoidal fashion being zero at the end of the arm of 

monopole and maximum at the connection between the antenna and the source. The metallic 

walls of the HVAC duct act as the ground for the monopole antenna and leads to a change in its 

radiation characteristics. 
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3.9.1 Radiation Resistance due to Monopole in Rectangular Waveguide 

 

Consider a rectangular waveguide with a PCB monopole antenna placed inside it as shown 

in Figure 3.2. The antenna is characterized by its length 𝑙, width 𝑤 and its distance from the 

waveguide wall 𝑑. However, since the current on the PCB monopole antenna varies along its 

length, we can consider that the coordinate 𝜁 along the length of the antenna is 𝜁 = 𝑦. 

Therefore, the interaction integral of interest 𝐼 is: 

 

                                            𝐼 = ∫ 𝜖𝑦(𝑦)|𝑥=𝑑
sin 𝑘(𝑙 − 𝑦)

sin 𝑘𝑙
𝑑𝑦

𝑙

0

                                                    (3.40) 

 

Where 𝑘 is the free space wave number. 

 

 

Figure 3.2. Mm-wave system with a monopole antenna inside a rectangular HVAC duct 
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We calculate an intermediate result in order to compute the mode radiation resistance: 

 

        𝐷 = ∫ cos
𝑚𝜋𝑦

𝑎
sin 𝑘(𝑙 − 𝑦) 𝜕𝑦

𝑙

0

=
1

𝑘
[
cos

𝑚𝜋𝑙
𝑎 − cos 𝑘𝑙

1 − (
𝑚𝜋
𝑘𝑎
)
2 ]                                            (3.41) 

 

Using the interaction integral and the intermediate result, the mode radiation resistance can be 

found as [60] 

                 𝑅 = 𝜂
𝜋2𝐷2𝜒𝑚𝜒𝑛

2𝛽𝑎𝑏𝑔2 sin2 𝑘𝑙
sin2

𝑚𝜋𝑑

𝑎
×

{
 

 
𝑘𝑚2

𝑎2
    𝑖𝑓 𝑇𝐸

𝛽𝑛2

𝑏2
    𝑖𝑓 𝑇𝑀

                                                (3.42) 

 

Where 𝜒𝑚 is given by Equation (3.28).  

 

3.9.2 Radiation Resistance due to Monopole in Cylindrical Waveguide 

 

 
Figure 3.3. Mm-wave system with a monopole antenna inside a circular HVAC duct 
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Figure 3.3 above shows the monopole antenna coupled in a cylindrical waveguide, 

mentioning the duct dimension and the antenna length. Similarly, mode radiation resistance due 

to a monopole antenna for the cylindrical duct can be calculated as [60] 

 

𝑖𝑓 𝑇𝐸, 𝑙 ≤ 𝑎:         𝑅 =
𝜂𝑘𝑚2

𝜋 sin2 𝑘𝑙 𝛽
[∫

𝐽𝑚(𝑔𝑎𝜁) sin 𝑘𝑎 (
𝑙
𝑎 − 1 + 𝜁)

𝐽𝑚2 (𝑔𝑎)(𝑔2𝑎2 −𝑚2)𝜁

1

1−
𝑙
𝑎

𝜕𝜁]

2

                

𝑖𝑓 𝑇𝐸, & 𝑙 > 𝑎: 𝑅

=
𝜂𝑘𝑚2

𝜋 sin2 𝑘𝑙 𝛽𝐽𝑚2 (𝑔𝑎)(𝑔2𝑎2 −𝑚2)

[
 
 
 
 ∫

𝐽𝑚(𝑔𝑎𝜁) sin 𝑘𝑎𝜁

𝜁

1

0

𝜕𝜁

−(−1)𝑛∫
𝐽𝑚(𝑔𝑎𝜁) sin 𝑘𝑎 (

𝑙
𝑎 − 1 + 𝜁)

𝜁
𝜕𝜁

𝑙
𝑎
−1

0 ]
 
 
 
 
2

 

𝑖𝑓 𝑇𝑀, 𝑙 ≤ 𝑎:          𝑅 =
𝜂𝛽

𝜋𝑘𝐽𝑚
′2(𝑔𝑎) sin2 𝑘𝑙

[∫ 𝐽𝑚
′ (𝑔𝑎𝜁) sin 𝑘𝑎 (

𝑙

𝑎
− 1 + 𝜁)

1

1−
𝑙
𝑎

]

2

             

𝑖𝑓 𝑇𝑀, 𝑙 > 𝑎: 𝑅 =
𝜂𝛽

𝜋𝑘𝐽𝑚′2(𝑔𝑎) sin2 𝑘𝑙

[
 
 
 
 ∫ 𝐽𝑚

′ (𝑔𝑎𝜁) sin 𝑘𝑎𝜁
1

0

𝜕𝜁

−(−1)𝑛∫ 𝐽𝑚
′ (𝑔𝑎𝜁) sin 𝑘𝑎 (

𝑙

𝑎
− 1 − 𝜁) 𝜕𝜁

𝑙
𝑎
−1

0 ]
 
 
 
 
2

 

                  (3.43) 

 

As the current on the PCB monopole antenna varies along its length 𝑙, therefore, using the 

antenna inside the HVAC duct gives us two variable parameters: antenna length 𝑙 and its 

distance to the wall 𝑑. We can consider two different dimensions of the rectangular duct (i) 30.5 

cm x 15 cm (ii) 12.7 cm x 6 cm. Further as the monopole length is usually considered to be 𝜆/2 
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and 𝜆/4, therefore we will consider two different antenna lengths to be 2.5 mm and 1.25 mm 

and both these antennas will be used for the two duct dimensions mentioned. Figure 3.4 shows 

the mode distributions excited by monopole antenna in case of a rectangular duct of dimension 

30.5 cm × 15 cm. 3.4a shows the mode distribution when the antenna length 𝑙 = 2.5 mm and as 

the duct is of dimension 30.5 cm × 15 cm, it allows us to vary the position of the antenna inside 

the duct by distance 𝑑 = 15 cm. Figure 3.4b shows the mode distribution when the antenna 

length 𝑙 = 1.25 mm and 𝑑 = 15 cm. Despite the change in the antenna length 𝑙 , the mode 

distribution as well as the power of the mode 𝑇𝐸53,54 remains the same. and 𝑙 = 1.25 mm, 𝑑 =

6 cm is shown in Figure 3.5A and Figure 3.5B, respectively. Compared to the antenna length 

𝑙 = 𝜆/2, the second antenna length 𝑙 = 𝜆/4 which is the more optimized antenna has better 

mode excitation characteristics. Namely, more than 15 percent of total power is now transmitted 

into mode 𝑇𝐸21,22.  

 

 
(a)                                                                   (b) 

Figure 3.4. Modes in rectangular duct by monopole of (a) 𝑙 = 2.5 mm and, (b) 𝑙 = 1.25 mm 

 

Figure 3.5 shows the mode distributions excited by monopole antenna in case of a 

rectangular duct of dimension 12.7 cm × 6 cm. Figure 3.4a and 3.4b show the mode distribution 
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when the antenna length 𝑙 = 2.5 mm and 𝑙 = 1.25 mm respectively, with 𝑑 = 6 cm. Despite the 

change in the antenna length 𝑙, the mode distribution as well as the power of the mode 𝑇𝐸21,22 

remains the same. Compared to the antenna length 𝑙 = 𝜆/2, the second antenna length 𝑙 = 𝜆/4 

which is the more optimized antenna has better mode excitation characteristics. Namely, more 

than 15 percent of total power is now transmitted into mode 𝑇𝐸21,22.  

 

 
(a)       (b) 

Figure 3.5. Modes in rectangular duct by monopole of (a) 𝑙 = 2.5 mm and, (b) 𝑙 = 1.25 mm 

 

Consider a cylindrical waveguide with a PCB monopole antenna placed inside it. In case 

of the cylindrical duct, we can consider the two dimensions for diameter 𝑑 = 30.5 cm and 𝑑 =

12.7 cm. Again, as the monopole length is usually considered to be 𝜆/2 and 𝜆/4, therefore we 

will consider two different antenna lengths to be 2.5 mm and 1.25 mm and both these antennas 

will be used for the two duct dimensions mentioned. Figure 3.6a and 3.6b show the mode 

distribution for a cylindrical duct of diameter 𝑑 = 30.5 cm which is excited by a monopole 

antenna with 𝑙 = 2.5 mm and 𝑙 = 1.25 mm respectively. Compared to the antenna length 𝑙 =

𝜆/2, the second antenna length 𝑙 = 𝜆/4 is the more optimized antenna therefore has better mode 

excitation characteristics as more % of total power is attributed to the four 𝑇𝐸 modes.  
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(a)             (b) 

Figure 3.6. Modes in a cylindrical duct by monopole of (a) 𝑙 = 2.5 mm and, (b) 𝑙 = 1.25 mm 

 

 

Figure 3.7a and 3.7b show the mode distribution for a cylindrical duct of diameter 𝑑 =

12.7 cm which is excited by a monopole antenna with 𝑙 = 2.5 mm and 𝑙 = 1.25 mm 

respectively. Compared to the antenna length 𝑙 = 𝜆/2, the second antenna length 𝑙 = 𝜆/4 is the 

more optimized antenna therefore has better mode excitation characteristics as more % of total 

power is attributed to the two 𝑇𝐸 modes. However, compared to the Fig. 3.6 where the total 

power gets divided between four 𝑇𝐸 modes, in the present case when the duct diameter is 

smaller, the total power gets divided between only two 𝑇𝐸 modes. Similar to the rectangular 

HVAC duct, the antenna length 𝑙 = 𝜆/4  is the more optimized antenna and therefore, more than 

75 percent of total power is now transmitted into two modes 𝑇𝐸75,1 and 𝑇𝐸76,1. However as 

compared to the rectangular duct where only 17% of the total power was going into one mode 

𝑇𝐸21,22, we observe that in case of cylindrical duct, the total power is divided mostly between 

the two modes 𝑇𝐸75,1 and 𝑇𝐸76,1. 
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(a)          (b) 

Figure 3.7. Modes in a cylindrical duct by monopole of (a) 𝑙 = 2.5 mm and, (b) 𝑙 = 1.25 mm 

 

 

3.10 Dipole antenna 

 

As the radiation pattern of a dipole antenna is vertically symmetric compared to a 

monopole antenna, for which the radiation pattern depends on the orientation of the ground 

plane, a PCB dipole antenna will generate more mode distributions thereby increasing mode 

selectivity compared to a monopole antenna. Also, the dipole antenna has a symmetrical 

radiation pattern, which leads to limited current interaction, hence decreasing the number of 

waveguide modes. However, as the two arms of a dipole antenna are out-of-phase from each 

other, a balanced-to-unbalanced (balun) device is required to provide the impedance matching.  

 

3.10.1 Radiation Resistance due to Dipole in Rectangular Waveguide 

 

Similar to the PCB monopole antenna, we will begin with a rectangular waveguide and a 

PCB dipole antenna placed inside it as shown in Figure 3.9. We can adjust the height ℎ, the arm 

length 𝑙, and the position 𝑑 of the dipole antenna from the duct walls. The coordinate 𝜁 along 
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the antenna is 𝜁 = |𝑥 − 𝑑|. The interaction between the current induced on the antenna and the 

electric field generated as a result, is calculated in terms of the interaction integral 𝐼 as follows:  

 

𝐼 =  ∫ 𝜖𝑥(𝑥)|𝑦=ℎ
sin 𝑘(𝑙 + 𝑥 − 𝑑)

sin 𝑘𝑙
𝜕𝑥

𝑑

𝑑−𝑙

+ ∫ 𝜖𝑥(𝑥)|𝑦=ℎ
sin 𝑘(𝑙 − 𝑥 + 𝑑)

sin 𝑘𝑙
𝜕𝑥

𝑑+𝑙

𝑑

            (3.44) 

 

In order to calculate the radiation resistance, we can calculate the intermediate result given as: 

 

 𝐷 = ∫ cos
𝑚𝜋𝑥

𝑎
sin 𝑘(𝑙 + 𝑥 − 𝑑) 𝜕𝑥

𝑑

𝑑−𝑙

+ ∫ cos
𝑚𝜋𝑥

𝑎
sin 𝑘(𝑙 − 𝑥 + 𝑑) 𝜕𝑥

𝑑+𝑙

𝑑

               (3.45) 

 

Similar to a PCB monopole antenna placed inside a rectangular waveguide, a PCB dipole 

antenna design can also be optimized using parameters 𝑃 and 𝑇, calculated using the interaction 

𝐼 between the antenna current and the resultant electric field. The mode radiation resistance for a 

rectangular waveguide can be found as [60]: 

 

                            𝑅 = 𝜂
𝜒𝑚𝜒𝑛𝐷

2𝑘2𝛽𝑎𝑏

𝜋2 sin2
𝑛𝜋ℎ
𝑏

𝑔2 sin2 𝑘𝑙
×

{
 

 
𝑘𝑛2

𝑏2
 𝑖𝑓 𝑇𝐸

𝛽𝑚2

𝑎2
 𝑖𝑓 𝑇𝑀

                                                (3.46) 

 

3.10.2 Radiation Resistance due to Dipole in Cylindrical Waveguide 

As mostly a cylindrical HVAC duct is preferred compared to a rectangular HVAC, we 

should also look at the radiation resistance of a PCB dipole antenna placed inside a cylindrical 
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waveguide. Consider a mm-wave transceiver system with embedded dipole antenna attached 

vertically on the walls of the cylindrical HVAC duct as shown in Figure 3.8.  

 

 
Figure 3.8. Mm-wave system with a dipole antenna inside a circular HVAC duct 

 

Due to the symmetricity of the cylindrical HVAC duct, the dipole placed inside it will 

have the height ℎ and the arm length 𝑙 as the variable parameters. We can also consider 

alternative parameters such as the circumferential dipole radius (arc radius) 𝑟𝑑 = 𝑎 − ℎ and the 

arm angle 𝜙𝑙 = 𝑙/(𝑎 − ℎ). The interaction between the current induced on the dipole antenna 

and the electric field associated with it is defined in terms of the integral as follows: 

 

                                𝐼 = ∫
sin 𝑘(𝑙 − 𝑟𝑑|𝜙|)

sin 𝑘𝑙

𝜙𝑙

−𝜙𝑙

𝜀𝜙(𝜙)|𝑟=𝑟𝑑
𝑟𝑑𝜕𝜙                                                (3.47) 

 

Where the interaction is calculated along the antenna coordinate 𝜁 = 𝑟𝑑|𝜙|. An intermediate 

result needed for computation of radiation resistance is: 
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𝐷 = ∫ sin 𝑘(𝑙 − 𝑟𝑑𝜙) cos 𝑛𝜙 𝜕𝜙
𝜙𝑙

0

         

=
𝑘𝑟𝑑 cos 𝑘𝑙

𝑚2 − 𝑘2𝑟𝑑
2 +

1

2
[
cos 𝑘𝑙 cos𝜙𝑙(𝑚 − 𝑘𝑟𝑑)

𝑚 − 𝑘𝑟𝑑
+
sin 𝑘𝑙 sin 𝜙𝑙(𝑚 − 𝑘𝑟𝑑)

𝑚 − 𝑘𝑟𝑑
+
cos 𝑘𝑙 cos𝜙𝑙(𝑚 + 𝑘𝑟𝑑)

𝑚 + 𝑘𝑟𝑑

+
sin 𝑘𝑙 sin 𝜙𝑙(𝑚 + 𝑘𝑟𝑑)

𝑚 + 𝑘𝑟𝑑
]                                                                                       (3.48) 

 

Using the above two results, the mode radiation resistance for a circular waveguide can be 

found as [60]: 

 

            𝑅 = 𝜂
𝐷2

𝜋 sin2 𝑘𝑙
×

{
 
 

 
 𝑘

𝛽

𝑔2𝑟𝑑
2𝐽𝑚
′2(𝑔𝑟𝑑)

𝐽𝑚2 (𝑔𝑎)[(𝑔𝑎)2 −𝑚2]
 𝑖𝑓 𝑇𝐸

𝛽

𝑘

𝑚2𝐽𝑚
2 (𝑔𝑟𝑑)

𝑔2𝑎2𝐽𝑚′2(𝑔𝑎)
                𝑖𝑓 𝑇𝑀

                                                     (3.49) 
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CHAPTER 4 

 

HVAC CHANNEL FREQUENCY RESPONSE 

 

 

4.1 Introduction to HVAC Duct Channel 

 

For a wireless communication system, the most crucial aspect is to understand the channel 

through which the signal is going to propagate and the same is the case for the HVAC duct 

channel. The overall capacity of the wireless communication system will be determined by the 

HVAC duct channel characteristics. Therefore, it is of foremost importance to have a theoretical 

model for the HVAC duct channel and understand its properties in relation to the various 

wireless communication parameters such as bit-rate, signal to noise ratio, received signal 

strength indicator and bit-error-rate. 

 

In the simplest form, the HVAC duct channel is comprised of large hollow cylindrical or 

rectangular waveguide, with the transmitting and the receiving antennas coupled to it for 

introduction of the electromagnetic signal. As any communication channel is characterized by 

its frequency response, therefore we need to calculate the frequency response of the HVAC duct 

channel. The analytical frequency response must be valid for ducts of different cross-sections 

and should account for different antenna geometries, transmitter-receiver separation distance, 

material of the duct and the temperature and moisture of the air flowing through the HVAC 

duct.  
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Figure 4.1 shows the block diagram of the HVAC duct communication system. At the 

transmitter side, the transmitting antenna which is coupled to the HVAC duct, which excites the 

electromagnetic modes that propagate through the duct. The modes are received by the receiving 

antenna and finally distributed to the users through the receiver.  

 

 
Figure 4.1. Block diagram of a mm-wave communication system using HVAC ducts 
 

 

4.2 Arbitrary duct system 

 

The HVAC duct installed in the different residential and commercial buildings can take 

various shapes and architectures. In order to understand the duct system, we can begin by 

limiting ourselves to a straight section of the duct, which is coupled on the two ends by the 

transmitting and the receiving antenna. The transmitting antenna is inside the HVAC duct and 

therefore excites the electromagnetic modes due to the radiation in the HVAC duct. On the other 

end, the receiving antenna present inside the HVAC duct collects the electromagnetic signal and 

transfers it to the receiver system. Therefore, the transfer matrix for the HVAC duct system 
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describes the transformation of the incoming modes into the outgoing mode distribution due to 

the interaction with the metallic waveguide walls as shown in Figure 4.2.  

 

 
Figure 4.2. Transmitting and receiving antennas in an arbitrary duct system 

 

 

The transfer matrix for the system is represented by 𝑇̂. The total number of modes which 

will be propagating is calculated based on the structure of the waveguide and the frequency of 

operation. The electric field 𝐸⃗⃗ in a waveguide with specific dimensions is calculated as 

summation of the total number of modes 𝑈 propagating through the waveguide as [78] 

 

                                        𝐸⃗⃗ = ∑ 𝐸⃗⃗𝑢

𝑈

𝑢=1

= ∑𝐶𝑢𝜖𝑢⃗⃗⃗⃗⃗𝑒
±𝛾𝑢𝑧

𝑈

𝑢=1

                                                                 (4.1) 

 

Where 𝑢 is representing the mode, 𝐸⃗⃗𝑢 is electric field generated due to mode 𝑢 in the 

waveguide, 𝐶𝑢 is the mode coefficient, 𝜖𝑢⃗⃗⃗⃗⃗ is normalized electric field, 𝛾𝑢 is the propagation 
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constant, and 𝑧 is the waveguide’s coordinate along which propagation takes place. Mode 

coefficient 𝐶𝑢 volts per meter (V/m) is calculated from amplitude of the electric field. To derive 

the response of the HVAC duct channel, we need to have knowledge about the amplitude of all 

the modes which are excited by the antenna at the transmitter. The amplitude of the modes 

excited by an antenna can be calculated in terms of the mode coefficients 𝐶𝑢 which depends on 

the power density flow conservation rule. The rule states that the power present on the 

transmitting antenna will be equal to the mode power in the direction of receiver [78]: 

 

                                         𝑃𝑢 = −
1

2
∫ 𝐸⃗⃗𝑢. 𝐽 𝜕𝑆 = |𝐶𝑢|

2𝑝𝑢                                                              (4.2) 

 

Where 𝑃𝑢 is the mode 𝑢 power averaged over time in one direction, 𝐽 amperes per meter 

(A/m) is the surface current density on the transmitting antenna and we calculate the integration 

over the surface area A of the transmitting antenna. Further, the time average can also be 

represented in terms of 𝑝𝑢 which is the normalized power carried by mode 𝑢. The surface 

current density on the transmitting antenna can be represented as [78] 

 

                                                           𝐽 = 𝐼0𝑗                                                                                        (4.3) 

 

Where 𝐼0 is the amplitude of the current present on the terminals of the antenna and 𝑗 is 

the distribution of the normalized surface current density. The transmitting antenna excites the 

mode coefficients which can be given as [78] 
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                                        𝐶𝑢 = −
𝐼0
4𝑝𝑢

∫𝜖𝑢⃗⃗⃗⃗⃗.  𝑗 𝜕𝑆                                                                             (4.4) 

 

We can write the same equation for the mode coefficient for the receiver due to the time 

reversal [68] and reciprocity principles [56], [69], [70]. 

 

 
Figure 4.3. Circuit model of the HVAC duct communication system 

 

Figure 4.3 shows the circuit model of the HVAC communication system, where 𝑉0 is the 

voltage on the transmitter antenna, 𝑍0 is the internal impedance, 𝑍𝑎 is the transmitting antenna 

impedance, 𝑍𝑎
′  is the receiving antenna impedance, 𝑉𝑎

′ is the voltage on the receiver antenna, 

and 𝑍𝐿 is the internal impedance of the load. The current induced in the HVAC duct through the 

transmitting antenna can be given as 

 

                                                        𝐼0 =
𝑉0

𝑍𝑎+𝑍0
                                                                                 (4.5) 
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Based on our assumption that the total current induced in the HVAC duct is equal to the 

current induced by the independent sources which excite the individual electromagnetic modes 

𝑣 which traverse through the duct. Therefore, the total voltage on the receiving antenna can be 

represented as  

                                                   𝑉𝑎
′ =∑𝑉𝑣

′

𝑉

𝑣=1

                                                                                      (4.6) 

 

Where 𝑉𝑣
′ = 𝐼𝑣

′𝑍𝑣
′  and 𝑉 is the total number of the modes received at the antenna. The sum 

of these voltage follow a linear trend as the waveguide modes are orthogonal. Similar to the 

current induced by the transmitting antenna, the total current delivered to the load at the 

receiving end is given as 

 

                                                   𝐼𝐿 =
𝑉𝑎
′

𝑍𝑎′ + 𝑍𝐿
                                                                                    (4.7) 

 

The channel frequency response should be comparable to a reference system when we 

connect the transmitter and the receiver directly with a cable.  Therefore, we define the channel 

frequency response in terms of the load voltage and the voltage 𝑉𝑅𝐸𝐹 of the reference system 

[78]: 

   𝐻(𝜔) =
𝑉𝐿
𝑉𝑅𝐸𝐹

=
(𝑍0 + 𝑍𝐿)𝑉𝑎

′

(𝑍𝑎′ + 𝑍𝐿)𝑉0
=

𝑍0 + 𝑍𝐿
(𝑍0 + 𝑍𝑎)(𝑍𝑎′ + 𝑍𝐿)

 ∑−
4𝑝𝑣

′𝑍𝑣
′𝐶𝑣

𝐼0 ∫ 𝜖𝑣. 𝑗′⃗⃗⃗𝑑𝑆′

𝑉

𝑣=1

                        (4.8) 

Where 𝑉𝑅𝐸𝐹 = 𝑉0𝑍𝐿/(𝑍0 + 𝑍𝐿) .  
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The amplitude of the mode coefficient which is excited by the transmitter antenna is 

represented by 𝐶 and it is related to the mode coefficient 𝐶′ which is excited by the receiver 

antenna as follows: 

                                                        𝐶′ = 𝑄̂𝐶                                                                                        (4.9) 

 

Where 𝑄̂ is the system transfer matrix, that describes the relationship between the mode 

content at the transmitter and at the receiver. Using the interaction integral equation defined in 

the last chapter, we can describe the frequency response as follows [78] 

 

                  𝐻(𝜔) =
𝑍0 + 𝑍𝐿

(𝑍0 + 𝑍𝑎)(𝑍𝑎′ + 𝑍𝐿)
 ∑

𝑍𝑣
′𝑝𝑣
′

𝐼𝑣′
∑

𝑄𝑣𝑢𝐼𝑢
𝑝𝑢

𝑈

𝑢=1

𝑉

𝑣=1

                                                 (4.10) 

 

Where 𝑄𝑣𝑢 are the elements of the transfer matrix 𝑄̂ 

 

4.3 Straight Duct 

 

Due to the modal nature of the HVAC duct channel, it can be analyzed using the transfer 

matrix theory and can be characterized by its frequency response which presents a clear relation 

between the different duct geometry parameters such as length, radius and conductivity of duct 

material etc., antenna geometry and the mm-wave signal characteristics.  Consider a straight 

HVAC duct of rectangular or circular cross-section, which is made of metal and connected to 

the transmitting and receiving antenna (with antenna impedance 𝑍𝑎) on either end, see Figure 
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4.4. Such a duct acts as a multimode waveguide with the number of propagating modes 𝑁 

depending on the signal frequency and dimensions of the duct. The duct can be terminated by 

metal caps on its end 1 and 2 having respective reflection coefficients 𝐺1 and 𝐺2. The distance 

between the transmitter and the receiver is 𝐿, and the respective distances to the terminated ends 

are 𝐿1 and 𝐿2.  

 

 
Figure 4.4. Transmitting and receiving antenna in a straight HVAC duct 

 

For such a system, the transfer matrix will comprise of following square and diagonal 

matrices: 

𝑃𝑢𝑣 = 𝑒
−𝛾𝑢𝐿1𝛿𝑢𝑣 

𝑄𝑢𝑣 = 𝑒−𝛾𝑢𝐿𝛿𝑢𝑣 

𝑅𝑢𝑣 = 𝑒−𝛾𝑢𝐿2𝛿𝑢𝑣 

𝐹𝑢𝑣 = 𝐺1𝛿𝑢𝑣         

                                                                𝐺𝑢𝑣 = 𝐺2𝛿𝑢𝑣                                                        (4.11) 
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Where 𝛿𝑢𝑣 is the Kronecker delta. Using the above four matrices we can find the complete 

transfer matrix and therefore, the frequency response of a straight HVAC duct is given as 

follows [67], [80] 

 

              𝐻(𝜔) =
2𝑍0

(𝑍0 + 𝑍𝑎)
∑𝑍𝑣𝑒

−𝛾𝑣𝐿
(1 + 𝐺1𝑒

−2𝛾𝑣𝐿1)(1 + 𝐺2𝑒
−2𝛾𝑣𝐿2)

1 − 𝐺1𝐺2𝑒−2𝛾𝑣(𝐿+𝐿1+𝐿2)

𝑉

𝑣=1

                         (4.12) 

 

where 𝑍0 is the internal impedance of the transmitter and the receiver. 𝑍𝑣 is the mode 

impedance and 𝛾𝑣 is the mode propagation constant. 𝐻(𝜔) depends on the type of the antenna 

being used, its geometry, and the antenna placement in the duct through the parameters 𝑍𝑎 and 

𝑍𝑛.  

 

Channel gain (𝐴(𝑓)) defines the drop in the power of the signal propagating through the 

channel and is used to calculate RSSI reported by the receiver. RSSI predicts the overall 

coverage distance and evaluate the signal quality at that distance. The channel attenuation in 

[dB] is:  

                                     𝐴(𝑓) = −10 log|𝐻(𝜔)|                                                                            (4.13) 

 

Using the above equation, we can calculate the channel gain for the two types of HVAC 

ducts: cylindrical and rectangular. Further in order to examine the effect of using the optimized 

antenna which would lead to better coupling with the HVAC duct channel, we look at two 

different antenna lengths: 𝜆/4 and 𝜆/2. Figure 4.5 shows the channel gain (dB) calculated for 
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the cylindrical waveguide with antenna length 𝑙 = 𝜆/2 = 2.5 mm and for four HVAC duct 

length (a) 𝐿 = 1 m, (b) 𝐿 = 2 m, (c) 𝐿 = 4 m and (d) 𝐿 = 8 m. We observe that the channel 

gain changes from an average of −16 dB to −22 dB as the duct length is increased but shows 

almost similar frequency selective fading characteristics.  

 

 
(a)      (b) 

 

 
           (c)                                     (d) 

Figure 4.5. Channel gain due to antenna 𝑙 = 2.5 mm in cylindrical duct length 𝐿 = (a) 1 m, (b) 

2 m, (c) 4 m and (d) 8 m 

 

Figure 4.6 shows the channel gain (dB) calculated for the cylindrical waveguide with 

antenna length 𝑙 = 𝜆/4 = 1.25 mm and for four HVAC duct length (a) 𝐿 = 1 m, (b) 𝐿 = 2 m, 

(c) 𝐿 = 4 m and (d) 𝐿 = 8 m. We observe that the channel gain changes from an average of −8 
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dB to −14 dB, therefore with a better antenna design, the channel attenuation can be reduced 

sufficiently.  

 

 
(a)           (b) 

 

 
   (c)                                                       (d) 

Figure 4.6. Channel gain due to antenna 𝑙 = 1.25 mm in cylindrical duct length 𝐿 = (a) 1 m, (b) 

2 m, (c) 4 m and (d) 8 m 

 

Figure 4.7 shows the channel gain (dB) calculated for the rectangular waveguide with 

dimension 12.7 cm x 6 cm and antenna length 𝑙 = 𝜆/2 = 2.5 mm and for four HVAC duct 

length (a) 𝐿 = 1 m, (b) 𝐿 = 2 m, (c) 𝐿 = 4 m and (d) 𝐿 = 8 m. We observe that the channel 

gain for the rectangular duct is low as compared to the cylindrical duct by around -35 dB. 

However, the channel gain remains almost constant at −53 dB irrespective of the increase in the 

duct length from 𝐿 = 1 m to 8 m.  



 

  

64 

 

 
(a)           (b) 

 

 
   (c)                                                                        (d) 

Figure 4.7. Channel gain due to antenna 𝑙 = 2.5 mm in rectangular duct length 𝐿 = (a)1 m, (b) 

2 m, (c) 4 m and (d) 8 m 

 

Figure 4.8 shows the channel gain (dB) calculated for the rectangular waveguide with 

dimension 12.7 cm x 6 cm and antenna length 𝑙 = 𝜆/4 = 1.25 mm and for four HVAC duct 

length (a) 𝐿 = 1 m, (b) 𝐿 = 2 m, (c) 𝐿 = 4 m and (d) 𝐿 = 8 m. We observe, in contrast to the 

cylindrical duct with a more optimized antenna, the antenna length in the rectangular duct has 

no significant effect in reducing the channel attenuation. However, similar to the rectangular 

duct with antenna length 𝑙 = 𝜆/2, the channel gain remains constant at −61 dB on increasing 

the length of the duct. 
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(a)       (b) 

 

 
   (c)                                                                     (d) 

Figure 4.8. Channel gain due to antenna 𝑙 = 1.25 mm in rectangular duct length 𝐿 = (a) 1 m, 

(b) 2 m, (c) 4 m and (d) 8 m 

 

 

The transmitted signal power is usually referred to as the effective isotropic radiated 

power (EIRP). The RSSI will depend on it according to the link budget expression:  

 

                          𝑅𝑆𝑆𝐼 [𝑑𝐵𝑚] = 𝐸𝐼𝑅𝑃 ± 𝐴(𝑓) + 𝐺𝑅𝑋(𝑓) + 𝐺𝑇𝑋(𝑓)                                      (4.14) 

 

Where 𝐺𝑅𝑋(𝑓) and 𝐺𝑇𝑋(𝑓) is the frequency-dependent gain of the receiver and 

transmitter, respectively. But for now, it is assumed as flat. 
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CHAPTER 5 

 

HVAC DUCT SYSTEM 

 

 

5.1 Introduction to Transfer Matrix Theory 

 

In order to calculate the response of a complex HVAC duct system, we need to calculate 

the frequency response of the end-to-end HVAC duct channel. Since we have framed the 

equation of the channel frequency response in terms of the system transfer matrix, therefore, we 

apply transfer matrix theory to calculate the overall response of the HVAC duct system. We can 

consider the HVAC duct system as a two-port network, for which the propagation path is from 

the transmitter to the receiver. Other than the transfer matrix parameters, other equivalent 

parameters such as impedance matrix 𝑍, admittance matrix 𝑌, hybrid matrix ℎ, chain matrix 

𝐴𝐵𝐶𝐷, scattering matrix 𝑆, can be used to describe an arbitrary two-port network. For a 

multimode device, the elements of the aforementioned matrices are sub-matrices [81], [82]. In 

case of HVAC duct element, the transfer matrix for the individual elements needs to be 

calculated only once and can be used for subsequent propagation computations. In this Chapter, 

we will analyze the various shapes and components of the HVAC duct which includes straight 

sections, bends, tapers, and T-junctions. In order to calculate the frequency response of the 

entire HVAC system, we will derive the analytical transfer matrices which when used 

collectively form the transfer matrix of the system. We will analytically derive transfer matrices 

for straight sections, bends, and tapers. We will also give the experimental results obtained for 

the different duct components. Rectangular components can be analyzed similarly. 
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5.2 General Transfer Matrix 

 

The HVAC duct system is a complex network of interconnected individual ducts that have 

rectangular or circular cross-sections, and these hollow metal pipes act as waveguides. This 

complex waveguide network contains various inconsistencies due to differences in the shapes of 

individual ducts, such as bends, tapers and T-junctions, as seen in the example of Figure 5.1. 

The HVAC duct system in a building is a multimode waveguide structure. Efficient modelling 

of propagation in such a complicated network is a challenging task. From the point of view of 

radio propagation, this system consists of multiple cascaded elements, where each element can 

be considered as a mm-wave device with one physical input and one physical output. This 

system can be characterized by its transfer matrix, which can provide a good frequency-domain 

description of wave propagation in a cascaded system.  

 

 

 
Figure 5.1. HVAC duct of diameter 12.7 cm having straight and bent sections 
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The matrix 𝑄̂ is a function of the element geometry and is given as [68] 

 

                                     𝑄̂ = [

𝑄11   𝑄12   …    𝑄1𝑈
𝑄21   𝑄22   …    𝑄2𝑈
.         .     …        .

𝑄𝑉1   𝑄𝑉2   …    𝑄𝑉𝑈

]                                                                        (5.1) 

 

where 𝑈 and 𝑉 represent the total modes entering port 1 and exiting port 2 respectively. 

Based on the matrix 𝑄̂, we can deduce that the HVAC duct structure is a linear system.  

 

5.3 Cascaded system 

 

A transfer matrix method helps us in determining the response of an entire system 

consisting of several cascaded components, provided that we know the transfer matrices of the 

individual components. Consider an arbitrary HVAC duct system shown in Fig. 5.2. The HVAC 

duct system is made up of different sections of individual ducts (straight and a  45° bend, as 

shown in Fig. 5.2) and each individual duct element 𝑘 can be characterized by its transfer matrix 

𝑄̂𝑘. As the individual duct elements are connected to each other linearly, using the superposition 

principle of linear systems, the end-to-end transfer matrix of the HVAC duct system present 

between transmitter and receiver can be written as the products of the individual duct transfer 

matrices [68] 

                                              𝑄̂ = 𝑄̂𝑘𝑄̂𝑘−1… 𝑄̂1                                                                            (5.2)        
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The shapes of the ducts have distinct impacts on the signal transmission. The general 

transfer matrix for a section of a duct is given by 

 

                                               𝑄𝑚𝑛 = √
𝛽𝑎
𝛽𝑎
𝑒−𝛾𝑖𝐿𝑖𝛿𝑚𝑛                                                                   (5.3) 

 

where 𝛽𝑎 and 𝛽𝑏 are the phase constants of sections with radii 𝑎 and 𝑏 respectively. 𝛾𝑖 and 

𝐿𝑖 are the complex propagation constants and length of the 𝑖𝑡ℎ section of the duct.  𝛿𝑚𝑛 is the 

Kronecker delta function. In case of a duct with tapers, the radii 𝑎 and 𝑏 are different, and the 

length 𝐿𝑖 refers to the length of the straight section in between the two tapered ends. The order 

of multiplication of the transfer matrices is important and non-diagonal elements of each matrix 

represent coupling between different modes.  

 

 
Figure 5.2. HVAC duct system made up of different duct sections 
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Straight Sections 

 

Figure 5.3 shows a straight cylindrical section which forms one of the HVAC duct 

elements. The section can be described by the length of the straight duct 𝐿𝑠 and the radius of the 

cylindrical section 𝑎.  

 

 
Figure 5.3. Straight HVAC duct section of diameter 2a and length 𝐿𝑠 
 

Modes propagating through a straight HVAC duct do not interact with each other as they 

travel in a straight line, therefore the transfer matrix for such a section can be described as [68] 

 

                          𝑄̂𝑆 = [

𝑒−𝛾1𝐿𝑆 0 … 0
0 𝑒−𝛾2𝐿𝑆 … 0
. . … .
0 0 … 𝑒−𝛾𝑈𝐿𝑆

]                                                                (5.4) 

 

Where 𝛾𝑢 is the complex propagation constant of mode 𝑢 and 𝑈 is the total number of modes. 
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In the case of straight sections, the radii 𝑎 and 𝑏 are equal and 𝐿𝑖 is the length of the duct. 

Straight sections of ducts do not cause any coupling between the propagating modes and the 

complex propagation constant is given as 𝛾𝑖 = 𝛼𝑖 + 𝑗𝛽𝑖.   

 

Bends 

 

Figure 5.4 shows the cylindrical HVAC duct with a bend in it and the parameters used to 

define it are the curvature radius 𝑅, the inner radius of the cylindrical duct 𝑎 and the angle of the 

bend 𝜙𝐵.  

 

 
Figure 5.4. Cylindrical HVAC duct with a bend section 

 

Propagation in bends can be modelled using the method of moments [83], dyadic Green’s 

functions [84], or numerical techniques [85]. A circular bend can be treated as a section of 

toroid, however due to the bend, the electromagnetic fields will be distorted if the bend is too 

sharp. In case of HVAC duct, the bend is very gentle as 𝑎/𝑅 < 1, therefore it simplifies the 
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consideration of the geometry as a toroid, as the cutoff wave number for each mode in case of 

bend duct is only slightly different from the wave number in a straight duct. The cutoff wave 

number 𝑔𝐵 of a toroidal mode in a bend is given by [78]: 

 

                                               𝑔𝐵 = 𝑔√1 +
3

4𝑔2𝑅2
                                                                          (5.5) 

 

Where 𝑔 is the cutoff wave number of an equivalent 𝑇𝐸 or 𝑇𝑀 mode in a cylindrical 

waveguide. The mode propagation constant 𝛾𝐵 in a bend is a function of the cutoff wave 

number and can be computed directly as  

 

Using the above value of 𝛾𝐵, the approximate transfer matrix of a bend can be computed 

as follows: 

 

                         𝑄̂𝐵 =

[
 
 
 𝑒
−𝛾1

𝐵𝑅𝜙𝐵 0 … 0

0 𝑒−𝛾2
𝐵𝑅𝜙𝐵 … 0

. . … .

0 0 … 𝑒−𝛾𝑈
𝐵𝑅𝜙𝐵]

 
 
 

                                             (5.6) 

 

Where 𝑈 is the maximum number of propagating modes. Through the propagation 

constant, characteristic impedance of the modes can be calculated which reflects the amount of 

reflection that mode will suffer.  
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A duct with a bend of angle 𝜙 can be considered as a section of a toroid. Therefore, the 

complex propagation constant in a bend 𝛾𝑛
𝐵 can be expressed via cutoff wavenumbers of toroid 

eigenmodes. As the ratio of waveguide radius and the bend radius will always be less than one, 

the bend can be considered as a gentle bend and the mode conversion effects can be neglected. 

Again, the radii 𝑎 and 𝑏 are equal, but the length 𝐿𝑖 is now replaced by 𝐿𝑖 = 𝑅𝜙 where 𝜙 is the 

angle of the bend and 𝑅 is its center radius. The duct of shape U can be considered as a special 

case of a duct with an angle 𝜙 where 𝜙 = 180°.  

 

Tapers 

 

Figure 5.5 shows the cylindrical HVAC duct with a tapered element. The parameters of 

the taper are length 𝐿𝑇𝑝 and the two end radii: 𝑎 and 𝑏.  

 

 
Figure 5.5. Cylindrical duct with a tapered duct element in between two straight duct sections 
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A gentle taper can be considered as cylindrical waveguide with a changing radius. Due to 

the change in the radius, the fields might gradually change, however due to the gentle taper, no 

mode coupling takes place.  

 

If the diameter changes gradually in comparison to the guide wavelength 𝜆𝑔 of the mode, 

then the taper will be considered as a gentle taper. Consider that the signal is introduced in the 

duct from the side where the radius 𝑎 is smaller, then the number of modes that travel towards 

the section with the larger radius 𝑏 is the same as the number of modes entering through radius 

𝑎. Using the power conservation rule, the total power flowing into the smaller radius must be 

equal to the total power coming out through the larger radius:  

 

                                     𝑝𝑢
𝑎|𝐶𝑢

𝑎|2 = 𝑝𝑢
𝑏|𝐶𝑢

𝑏|2                                                                              (5.7) 

 

It follows that: 

                                   𝑎4𝛽𝑢
𝑎|𝐶𝑢

𝑎|2 = 𝑏4𝛽𝑢
𝑏|𝐶𝑢

𝑏|2                                                                       (5.8) 

 

Where 𝛽𝑢
𝑎 and 𝛽𝑢

𝑏 are the phase propagation constants for mode 𝑢 propagating through a 

waveguide of radii 𝑎 and 𝑏, respectively. Using the above equation, we can calculate the change 

in the amplitude of the mode coefficient when the mode is propagating through the taper: 

 

                                     |𝐶𝑢
𝑏| =

𝑎2

𝑏2
√
𝛽𝑢
𝑎

𝛽𝑢
𝑏
|𝐶𝑢
𝑎|                                                                           (5.9) 
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Further, each mode also suffers the amplitude and phase attenuation while going through 

the waveguide. The propagation constant 𝛽𝑢 for mode 𝑢 is a function of the radius 𝑟, 0 ≤ 𝑟 ≤ 𝑎,  

of a cylindrical waveguide as  

 

                                        𝛽𝑢(𝑟) = 𝑘√1 −
𝑔2𝑎2

𝑘2𝑟2
                                                                   (5.10) 

 

Where 𝑔 is the mode cutofff wave number. The attenuation constant 𝛼𝑢 of mode 𝑢 

depends on the radius 𝑟 of a cylindrical waveguide as [68] 

 

                     𝛼𝑢(𝑟) =
𝑅𝑠
𝜂𝑎

𝑘

𝛽𝑢(𝑟)
× {

𝑐2𝑔2𝑎2

𝜔2𝑟2
+

𝑛2

𝑔2𝑎2 − 𝑛2
 𝑖𝑓 𝑇𝐸

1                                       𝑖𝑓 𝑇𝑀

                                 (5.11) 

 

The radius of the taper varies linearly with respect to the position 𝑧 (0 ≤ 𝑧 ≤ 𝐿𝑇𝑃) of the taper 

in the duct: 

                                              𝑟(𝑧) = 𝑎 + (𝑏 − 𝑎)
𝑧

𝐿𝑇𝑃
                                                         (5.12) 

 

The total complex propagation constant for each mode 𝑢 can be found by integrating the 

complex sum of the attenuation and phase constant calculated over the length of the taper as: 
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                          𝛾𝑢
𝑇 =

1

𝐿𝑇𝑃
∫ 𝛾𝑢(𝑧)𝜕𝑧
𝐿𝑇𝑃

0

=
1

𝑏 − 𝑎
∫ 𝛾𝑢(𝑟)𝜕𝑟
𝑏

𝑎

                                         (5.13) 

Where 𝛾𝑢 = 𝛼𝑢 + 𝑗𝛽𝑢 is the propagation constant for a mode 𝑢 in a cylindrical duct. 

Using the definitions mentioned above, we can define the transfer matrix of a taper as [68] 

 

          𝑄̂𝑇𝑃 =
𝑎2

𝑏2
 

[
 
 
 
 
 
 
 
 
 
√
𝛽1
𝑎

𝛽1
𝑏 𝑒

−𝛾1
𝑇𝐿𝑇𝑃 0 … 0

0 √
𝛽2
𝑎

𝛽2
𝑏 𝑒

−𝛾2
𝑇𝐿𝑇𝑃 … 0

. . … .

0 0 … √
𝛽𝑈
𝑎

𝛽𝑈
𝑏 𝑒

−𝛾𝑈
𝑇𝐿𝑇𝑃

]
 
 
 
 
 
 
 
 
 

                       (5.14) 

Where 𝑈 is the maximum number of propagating modes. 

 

 
Figure 5.6. HVAC Duct (a) straight (b) with bend angle 𝜙 (c) shape U (d) with taper ends 
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In order to characterize the HVAC duct channel, it is important to know its frequency 

response and the received signal associated with it. Figure 5.7 and Figure 5.8 depict the 

theoretical RSSI values obtained using (5.1) and (5.3) for ducts of lengths 4 m and 8 m 

respectively with bend angles 0° (straight),45°,90°,180° (U shape) and with matched loads on 

both ends (Γ=0), a diameter of 12.7 cm, and when the duct is excited by an antenna of 

dimension 𝑙≈ 1mm (𝜆/4). 

 

In Figure 5.7 we can see that the RSSI varies with the shape of the ducts and is maximum 

(around -32 dBm) for a straight duct and subsequently decreases for the different bend angle. 

However, the loss in the received signal strength due to the severe bends as in the U shape is 

also around -40 dBm. 

 

 
Figure 5.7. Theoretical RSSI for cylindrical HVAC duct of diameter 12.7 cm and length 4 m 
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Figure 5.8. Theoretical RSSI for cylindrical HVAC duct of diameter 12.7 cm and length 8 m 

 

 

In Figure 5.8 we can see a slight decrease in the RSSI values for all the duct shapes. 

However, when comparing these results to the free space path loss (72 dB), we observe that the 

results are around 30 dB higher for the maximum bend angle 180° (U shape). The drastic 

change in the theoretical RSSI values for the bent HVAC ducts of different shapes, is due to the 

effect of the bend angle on the propagation constant at the cut-off frequency.  
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CHAPTER 6 

 

IMPULSE RESPONSE AND POWER DELAY PROFILE 
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6.1 Introduction to Dispersion in HVAC 

 

As the HVAC duct channel’s propagation characteristics depend on the duct dimensions, 

duct material, antenna parameters, coupling of the antenna, and the propagation frequency. 

Therefore, these parameters also affect the channel’s transfer function and impulse response. 

These fundamental parameters can be grouped as coupling, dispersion and attenuation present in 

the HVAC duct. As the different dimensions of the antenna and the HVAC duct leads to the 

difference in the excited mode distribution and in the reception of the excited modes, which 

affect the impulse response. The attenuation results due to the finite conductivity of the duct 

walls and losses due to each reflection from the non-uniformities in the duct system. Also, since 

the different components of the electromagnetic radiation signal travel different paths therefore 

reach at the receiver at different times, which results in dispersion. There are three different 

types of dispersion in the HVAC duct system: intramodal, intermodal, and multipath dispersion. 

As the impulse response for a free space mm-wave channel has been studied, in this chapter we 

want to look at the impulse response of the HVAC duct channel and compare it to that of the 

free space channel’s impulse response and the power delay profile. The chapter also includes the 

details on the other physical mechanisms that affect the impulse response of an arbitrary HVAC 

duct system. 
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6.2 Impulse Response of HVAC Channel 

 

Once the channel frequency response 𝐻(𝑓) is obtained, we can get the channel impulse 

response (CIR), ℎ(𝜏), by using the inverse discrete Fourier transform, as ℎ(𝜏) =

𝐼𝐹𝐹𝑇(𝐻(𝑓),𝑁) where 𝜏 is the delay of the received signal, and 𝑁 is the number of the measured 

frequency points [69]. For a time-invariant channel, such as the HVAC duct channel, the 

bandlimited channel impulse response can be obtained using [36], [56], [71] 

 

                                 ℎ(𝜏) = ∑𝐴𝑛𝛿(𝜏 − 𝜏𝑛) exp(−𝑗𝜓𝑛)

𝑁

𝑛=1

                                                  (6.1) 

 

where 𝛿(. ) is the Dirac-delta function. Furthermore, 𝐴𝑛,  𝜓𝑛 and 𝜏𝑛 denote the amplitude, 

phase, and delay of the 𝑛𝑡ℎ path, respectively. 

 

6.3 Power Delay Profile 

 

A multipath channel can be characterized by power delay profile which relates the power 

strength of the different multipath signals along with their arrival times. Detecting the different 

multipath signals and recording their exact arrival times in time domain will require 60 GHz 

mm-wave devices of very high sampling frequency and are very expensive. An alternative way 

is to transform the channel frequency response to the impulse response using inverse fast 

Fourier transform (IFFT) and calculate the power delay profile through the impulse response.  
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Power delay profile 𝑝(𝜏) is related to the channel impulse response ℎ(𝜏) as [56], [70],  [71], 

[86]:   

 

                                             𝑝(𝜏) = |ℎ(𝜏)|2                                                                      (6.2) 

 

The power delay profile can be described in terms of the frequency-dependent radiation 

resistance and the mode attenuation constants due to the geometry of the antenna and the 

dimension of the HVAC duct. The attenuation constants for the waveguide modes are calculated 

based on the attenuation due to the duct walls, therefore, mode attenuation constants depend on 

the mode type (𝑇𝐸 or 𝑇𝑀), mode indices (𝑛 and 𝑚), and frequency. Further, attenuation defines 

the rate at which the modes decay during the propagation. In a straight duct, the mode power 

reduces exponentially with the distance that the mode travels. Therefore, the path length can be 

related to the time via mode velocity and obtain an upper bound of the power delay profile 

shape for mode 𝑛 as [59] 

 

    𝑝𝑛(𝑡) = 𝑝𝑛(𝑡0)𝑒
−2𝛼𝑛𝑣𝑛(𝑡−𝑡0)                                               (6.3) 

 

Where 𝑡0 is the time of the first arrival and 𝑣𝑛 is the group velocity of mode 𝑛 in the 

HVAC duct.  
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6.4 RMS Delay Spread 

 

We can determine RMS delay spread from the power delay profile, which is one of the 

important parameters to characterize the temporal dispersive properties of multipath channels. 

The RMS delay spread is the power weighted standard deviation of the mean excess delays and 

is given by the square root of the second central moment of the power delay profile. RMS delay 

spread is a representative parameter for the analysis of time dispersion and provides a measure 

of the variability of the mean delay. It can be computed as [56], [57] 

 

                                                                 𝜏𝑅𝑀𝑆 = √𝜏2̅̅ ̅ − 𝜏̅2                                                               (6.4)  

 

Where 𝜏̅ is the mean excess delay and is given as 𝜏̅ =
∑ 𝜏𝑖 .𝑝(𝜏𝑖)𝑖

∑ 𝑝(𝜏𝑖)𝑖
, and  𝜏2̅̅ ̅ =

∑ 𝜏𝑖
2 .𝑝(𝜏𝑖)𝑖

∑ 𝑝(𝜏𝑖)𝑖
,  𝜏𝑖 

and 𝑝(𝜏𝑖) are the delay and power of the 𝑖𝑡ℎ path respectively. RMS delay spread is typically 

computed using only values above a certain threshold with respect to the maximum signal level 

in the impulse response. In our analysis, we use a threshold of -20 dB, which is typically used in 

the literature. It is important to understand the relation between the HVAC duct parameters, 

such as (𝐿, 𝐿1, 𝐿2, Γ), on the RMS delay spread, especially for long HVAC ducts. However, 

given the size of commercial HVAC ducts, collecting experimental data for long distances is 

difficult. The impulse response model, however, allows prediction of the RMS delay spread 

behavior for any distance.  Usually in indoor communication, the RMS delay spread increases 

linearly with the distance and is further impacted by the presence of the multipath. However, in 
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the case of HVAC ducts, the specific slope of the RMS delay spread curve strongly depends on 

the modes travelling through the duct. 

 

6.5 Dispersion 

 

Dispersion is one of the important mechanisms that affect the HVAC duct channel 

impulse response. The amount of dispersion encountered depends on the number and relative 

amplitudes of propagating modes and usually is nonlinear with respect to frequency. Dispersion 

in single mode waveguides is called intramodal dispersion, which arises because the phase 

velocity of the mode travelling through the waveguide varies nonlinearly with the wavelength. 

The mode group velocity is given by [71] 

                                                                   𝑣𝑛 = 𝑐√1 − (
𝜔𝑐
𝜔
)
2

                                                     (6.5)  

 

The arrival time delay for distance 𝐿 can be calculated as 𝑡𝑎 = 𝐿/𝑣𝑛. To analyze the 

intramodal dispersion, we have assumed that only one mode, i.e., TM3,17, is propagating through 

the HVAC duct. We have chosen this mode as it has the maximum percentage of total power of 

all the modes travelling through the duct. We have also assumed that there are no multipath 

reflections from the terminated loads while calculating intramodal dispersion. 

 

The dispersion in multimode waveguides is called intermodal dispersion. It arises due to 

the fact that the different modes in the waveguide are frequency dependent, and, therefore, 
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travel with different velocities. To analyze the intermodal dispersion, we assume that all the 

modes present in the waveguide at 60 GHz are travelling through the HVAC duct and that there 

are no multipath reflections from the terminated ends. 

 

Multipath dispersion is because the signal gets reflected several times from the 

nonuniformities on the duct surface. In presence of strong multipath reflections, there will be 

distinct periodic peaks in the power delay profile. Further the intramodal dispersion will lead to 

spreading of these peaks. Therefore, at a short distance, multipath dispersion contributes most to 

the RMS delay spread. RMS delay spread decreases on decreasing the reflection coefficients of 

the ends. On the other hand, on increasing the distance, intermodal dispersion becomes the 

dominant contributor.  

 

Figure 6.1 shows the calculated power delay profile using (6.2) in case of a single mode 

TM3,17 being transmitted through the HVAC duct. Therefore, the power delay profile in Figure 

6.1 accounts for intramodal dispersion present in the HVAC duct of the length 5 m and diameter 

12.7 cm. We have used TM3,17 mode as it consists of 80% of the total power present in all the 

modes, and, therefore, the dispersion suffered by this mode will be the largest. From Figure 6.1, 

we can see that the RMS delay spread when only one mode is travelling through the HVAC duct 

is 4.56 ns, which is considerably small for a distance of 5 m at 60 GHz.  
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Figure 6.1. Theoretical PDF for cylindrical HVAC duct of length 5 m 

 

 
Figure 6.2. PDF for straight HVAC of length 5 m with no end reflections, i.e., Γ1 = 𝛤2 = 0 
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Figure 6.2 shows the calculated power delay profile (PDF) using (6.2) and considering 

that all the modes present in the waveguide are transmitted through the HVAC duct. Figure 6.2 

shows the intermodal and intramodal dispersions which arise due to the difference in the 

velocities of all the modes present in the HVAC duct of length 5 m and diameter 12.7 cm. The 

RMS delay spread for this case is around 9 ns. As compared to the RMS delay spread values, 

i.e., 20 ns obtained in similar dimension  [55]-[57] these results show that HVAC ducts have 

50% less delay spread, as there are absolutely no obstructions in the signal path when travelling 

through the ducts. 

 

Figure 6.3 shows the power delay profile calculated using (6.2) and shows the combined 

effects of the intermodal, intramodal and multipath dispersion present in the HVAC duct of the 

length 5 m and diameter 12.7 cm. The results are obtained by considering that all the modes are 

travelling through the duct and that heavy reflections (𝛤1 = 𝛤2 = −0.9) is present due to the 

loads. The RMS delay spread for this case is around 240 ns. The results show that due to the 

reflections, the number of paths increases leading to a large delay spread. Since the end loads 

present such high reflection coefficients, the results shown here depict the worst-case scenario. 
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Figure 6.3. PDF for straight HVAC of length 5 m with end loads, i.e., Γ1 = 𝛤2 = −0.9 

 

 

Figure 6.4 shows the variation of RMS delay spread calculated using (6.4) with the length 

of the HVAC duct. The RMS delay spread increases linearly for short distances but then 

becomes flat as the distance increases. At distances less than 35 m, a large number of modes 

travel through the HVAC duct, which leads to increased intramodal and intermodal dispersions. 

Subsequently, we get a large delay spread. Between 35 m to 55 m, very few modes travel 

through the duct (channel attenuation is around 35 dB), which leads to a decrease in the 

intermodal dispersion (hence, smaller delay spread increase). However, a further increase in the 

distance leads to a channel attenuation of 45 dB. The intramodal dispersion in the modes and 

intermodal dispersion between the remaining modes increases, thereby leading to an increase in 

the delay spread. 
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Figure 6.4. RMS delay spread of HVAC duct with no end reflections, i.e., Γ1 = 𝛤2 = 0 

 

 

6.6 Coherence Bandwidth 

 

Coherence bandwidth 𝐵𝑐 can be estimated from the RMS delay spread with 50% signal 

correlation as: 

                                                 𝐵𝑐 =
1

5𝜎𝜏
                                                                                 (6.6) 

6.7 Discussion  

 

A simple mechanism for the distribution of mm-wave signals using HVAC ducts in an 

indoor environment was proposed. It was shown that high data rates were possible using the 

mm-wave signals that are typically severely attenuated due to physical barriers. Channel 
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frequency responses for the duct system with duct bend angles of 0°,45°,90° and 180° and 

lengths of 4 m and 8 m were obtained, and the results show RSSI values ranging from -30 dBm 

to -50 dBm, which are above the receiver’s sensitivity (-70 dBm) and are considerably high as 

compared to the free space path loss for the same distances. We calculated the dispersion 

encountered by the duct system and observed RMS delay spreads on the order of 9 ns for a 

distance of 5 m, which is very low compared to the data (20 ns) in the available literature. 

Further, the presence of HVAC ducts in every building lead to a low-cost installation of the 

proposed system, making the presented study viable for many residential and office 

environments. 
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7.1 Background of Ray-Tracing Techniques 

 

Authors in [88] present a comprehensive review on ray-tracing (RT) techniques, focusing 

on the fundamental concepts and practical ray tracing algorithms. The paper describes the ray 

concept, ray propagation phenomenon such as line-of-sight, reflection, transmission, diffusion, 

and scattering. Different ray-tracing algorithms, such as Fermat’s principle, image-method, 

shooting and bouncing rays and hybrid methods are discussed as part of this review paper. 

Authors also present the different categories of accelerator algorithms for the ray-tracing, such 

as space-division, 2-dimensional simplification, and graphic process unit (GPU) acceleration. In 

[87], researchers used RT simulation to find the channel properties for indoor communications. 

Authors used the results of RT to define a deterministic channel impulse response. The authors 

in [90] defined the channel propagation for a tunnel using an RT algorithm and calculated the 

path-loss (PL) for different shapes of tunnels based on the ray-tracing technique. Due to the 

similarities in the tunnel and the HVAC duct environment, the results of this paper are used here 

to analyze an HVAC channel.  Channel propagation for a tunnel was also explored by authors in 

[89] using the Scattering and Bouncing Ray (SBR) algorithm and calculations for 

electromagnetic loss based on the Fresnel’s law and UTD (Uniform Theory of Diffraction) were 

also performed. The authors described a novel 3D simulator called RayLA using JAVA library 

and Java open graphics library (JOGL) for the SBR algorithm. The study compares the 

experimental results to the ray-tracing simulations performed for the tunnel at 2.4 GHz. 
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The study in [51] evaluated the performance of beamforming techniques in multi-user 

indoor environment at the mm-wave frequency band using both measurements and RT 

simulations. Channel impulse response was measured and subsequently power level for the 

received signals was calculated for different locations of the receiver in a 21 m × 21 m room. 

Based on these measurement results, various beam forming schemes were adopted, resulting in 

a beam search algorithm. Further, results of the experiment were compared to the results of a 

custom 3D ray-tracing simulator. Authors proved that ray-tracing is a reliable directional 

channel model for beamforming assessment and for real-time assistance in the beam-searching 

phase.  

 

The paper in [41] investigated the system level performance of mm-wave 60 GHz 

channels by simulating a realistic living room scenario considering the effects of human 

shadowing and three different types of antennas. Authors measured the channel impulse 

response (CIR) using a 3-dimensional (3D) RT method. The results were then fed to a channel 

simulator to generate the performance figures. Authors showed that it becomes eminently 

challenging to maintain the communication link due to the obstruction of the LOS or due to the 

presence of multiple strong reflection paths using an omnidirectional antenna. It was suggested 

to incorporate directional antenna with high gain capable of performing beamforming for the 60 

GHz indoor communication systems. In [23], a millimeter wave quasi-deterministic (Q-D) 

channel model for an in-room access scenarios was developed with double-directional channel 

measurements using a custom developed channel sounder at 58.5 GHz. From the measured data, 

the multi-path components were extracted, and an intra-cluster model was developed based on 
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the actual physical propagation paths to identify the scattering processes explicitly on the rough 

surfaces. Ray-tracing simulations were performed and compared to the experimental results and 

authors found them to be similar.  

 

Several other authors [22], [24]-[27], [37], [44], [58], [91]-[93] performed extensive 

channel sounding experiments for millimeter wave channels in case of indoor communication 

environments, calculated the channel impulse response, and characterized the path loss for the 

different transmitter and receiver separations, human blockage, obstructions in the form of 

walls, cabinets, and furniture. Authors in [44] also considered polarimetric diffuse scattering 

channel model and recorded the channel measurements at 26 GHz and 60 GHz. As the indoor 

environment can have several rough surfaces and edges, and when the signal impinges on these 

surfaces scattering will take place, the authors explored the polarimetric diffuse scattering 

channel measurements. Phased arrays were utilized by the authors in [25] to estimate the ray 

paths with the knowledge of beam patterns of the phased arrays. Authors also performed ray-

tracing simulation to verify the results at mm-wave frequencies.  

 

Since experimental measurements are not always feasible due to the high cost of mm-

wave transceivers, authors in [36], [57], [94]-[102] have also described various ray-tracing 

simulations based on SBR/IM. Ref. [95] presents the propagation characteristics of mm-wave 

signals in the indoor radio channel based on the method of shooting and bouncing ray 

tracing/image method and analyzed the path-loss models, received power and the root-mean-

square delay spread. The paper also considers the line-of-sight and non-line-of-sight (NLOS) 
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scenarios and observes a path-loss exponent of 3.87 for NLOS scenario. Authors in [96] 

performed a research on the transmission coverage area using ray-tracing simulations for a train 

compartment and an indoor conference room. The transmitter was mounted on the ceiling and 

the maximum transmitter-receiver separation distance considered was 8 m for which the 

received signal is recorded to be -100 dBm.  

 

To validate the viability of HVAC duct as a communication channel, a precise study of the 

radio propagation channel should be performed. One way to evaluate the HVAC duct channel 

characteristic is to measure the CIR for various duct shapes and lengths. However, the ability to 

obtain the CIR is limited because these measurements will be specific to the duct structure. 

Also, measurements can be expensive in the mm-wave band as compared to the electromagnetic 

simulation approaches, such as RT. RT simulations are widely adopted to estimate radio 

channels for tunnels, trains, and other indoor environments, alleviating the burden of extensive 

field measurements. Through the application of a reliable 3D RT approach, we can obtain many 

useful physical parameters such as the angle of arrival, angle of departure, complex amplitude 

and delay of each multipath component. Acquiring such parameters through experimental 

measurements are generally tedious. Moreover, the antenna pattern and mutual coupling effects 

can be easily incorporated in the RT simulation. These capabilities make the RT approach a 

powerful tool to predict channel path-loss and to calculate parameters such as SNR, EVM, and 

BER. Two major methods of implementing 3D RT are image theory and SBR. For uniform 

structures such as HVAC ducts, RT via image theory will be easier to implement, and will lead 

to a reduction in the simulation time.  
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In this study, we developed a RT simulator based on image theory using MATLAB to 

study the mm-wave HVAC duct communication channel. Our simulator incorporates antenna 

beam-width to estimate the accurate number of rays being launched. We also include an 

attenuation component to represent atmospheric losses due to the temperature and moisture 

present in the air flowing through the HVAC ducts. The consideration of the printed half-wave 

dipole antenna is motivated by the fact that such antennas provide large gain over a wide 

bandwidth and lend themselves to easy system integration. The simulation accuracy is verified 

with the comparison between simulated and measured experiment data using the Tensorcom 

WiGig compliant chipsets. The simulator is designed to specifically work only for mm-wave 

frequencies and for symmetrical structures to reduce the simulation time considerably.  

 

7.2 Ray-Tracing using Image Method 

 

The RT method adopted in this paper is based on the ray optics which aim at solving 

Maxwell’s equations with the assumption of operation limited to the mm-wave frequency band. 

This assumption has a crucial effect due to the large dimension of the HVAC duct compared to 

the wavelength of the mm-wave band. The RT image theory method uses less computer 

memory due to the symmetrical structure of the HVAC duct. We note that the number of 

incident rays and the angle of incidence depends on the beam-width of the printed dipole 

antenna. We consider the transmitter with a printed half-wave dipole antenna with a beam-width 

of ±30°. The circular opening of the HVAC duct is divided into a 2D mesh with equidistant 

points and the distance of the transmitter from the duct opening is fixed as 𝛿𝑇𝑥 as this distance is 
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going to be very small compared to the length of the HVAC duct (𝛿𝑇𝑥 ≅ 0). Assume that a cone 

of angle 60° is drawn with the transmitter at the vertex of the cone and the vertex is a distance 

of 𝛿𝑇𝑥 from the base (see Figure 7.1). Then, the points on the mesh which lie inside the cone 

base will be individual ray points.   

 

 
Figure 7.1. Mesh and ray points on HVAC duct with transmitter antenna beamwidth 

 

For the MATLAB program, we draw a mesh on the circular opening of the HVAC duct and 

assign angles to each mesh point as (−30°: 1°: 30°). Each mesh point is also associated with the 

vertical distance from the HVAC duct walls. Using the angle 𝑎𝑖 and the distance 𝑑𝑖 (the vertical 

distance between the mesh point 𝑖 and the HVAC duct wall), the reflection point 𝑅𝑖 on the HVAC 

duct walls is calculated as 𝑅𝑖 = 𝑑𝑖 tan(𝑎𝑖). As the beamwidth of the antenna and the distance of 

the transmitter from the HVAC duct is fixed, we form a look-up-table for the individual rays 

consisting of the ray’s incident angle and the distance of the ray’s first reflection point from the 

transmitter. Making use of the symmetry of the HVAC duct, we can say that the incident and the 

reflected angles made by any ray will always be same. 
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The trajectory of the reflected rays is determined through the image method and Fermat’s 

principle of the least time.  The Fermat’s principle states that a ray will travel from the 

transmitter to the receiver through a path, which will require the least possible time. Further 

using image method, we consider that a ray launched by the transmitter 𝑇𝑥 will reach the 

receiver 𝑅𝑥 after reflection from the duct boundary if the image of the transmitter 𝑇𝑥
𝑖 

(superscript “𝑖” represents the transmitter image outside the HVAC duct) can be connected to 

the receiver through a straight line, as shown in Figure 7.2. In this case, the image 𝑇𝑥
𝑖 is 

considered as a new transmitter. The same process can be applied to find the ray path with 

multiple reflections. The recursive procedure is implemented efficiently using MATLAB. All 

the rays launched by the transmitter will always reach the receiver due to the symmetrical 

structure of the HVAC duct. However, the rays will have different path lengths, phase angles, 

and delays. Moreover, the electric field strength is reduced due to the reflection from the HVAC 

duct walls as the ray progresses. Therefore, the magnitude of the reflected field is determined by 

Fresnel’s equation whereas the propagation direction is determined by the law of reflection. 

Unlike theoretical and empirical models, the RT method does not provide simple formulas for 

the calculation of path loss. Hence, one has to resort to theoretical calculation of path loss based 

on the value of the average pointing vector obtained from ray-tracing simulation and the 

effective area of the transmitting and receiving antenna.  
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Figure 7.2. Ray tracing with image method for HVAC duct 

 

7.3 Implementation of Ray-Tracing Algorithm 

 

We consider a HVAC duct of diameter 𝑑 (radius 𝑟 = 𝑑/2) and the length 𝐿 for the 

implementation of ray tracing. Let the coordinates of 𝑇𝑥 and 𝑅𝑥 be (𝑥𝑇 , 𝑦𝑇 , 𝑧𝑇) and (𝑥𝑅 , 𝑦𝑅 , 𝑧𝑅), 

respectively. In order to calculate the distance of the subsequent reflection points (reflections 

made by the rays after the first reflection) from the transmitter and the angles which will be made 

at these reflection points, we designed the following process. The projection of the direct path 

from the transmitter to the receiver on the upper duct wall is represented by 𝑝𝑢 and on the lower 

duct wall is represented by 𝑝𝑙. In the case of a straight HVAC duct, 𝑝𝑢 = 𝑝𝑙. Consider a ray which 

has one reflection point 𝑅1 between the transmitter 𝑇𝑥 and the receiver 𝑅𝑥. The distance between 

the transmitter image 𝑇𝑥
𝑖 and 𝑅1 is assumed to be 𝑝𝑢1 and the distance between 𝑅1 and the receiver 

𝑅𝑥 is assumed to be 𝑝𝑢2. Therefore, 𝑝𝑢 = 𝑝𝑢1 + 𝑝𝑢2. The incident and reflected angles which the 

ray makes with the upper duct wall will be the same and is given as 
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 𝜃𝑢1 = arctan (
𝑝𝑢1
𝑑 − 𝑧𝑇

) = arctan (
𝑝𝑢2
𝑑 − 𝑧𝑅

) (7.1) 

From (7.1), we get,  

 tan(𝜃𝑢1) =
𝑝𝑢

2𝑑 − 𝑧𝑇 − 𝑧𝑅
≈

𝑝𝑢
2𝑑 − 2𝑧𝑇

(7.2) 

 

The circular dimension of the HVAC duct will be very small compared to the length of the 

duct. However, the wavelength of the mm-wave is even smaller when compared to the circular 

dimension of the HVAC duct. Therefore, the difference between the height of the transmitter 

and the receiver inside the duct will be fairly small, i.e., 𝑧𝑇 − 𝑧𝑅 = 𝛿 can be ignored1. 

 

If a ray is reflected twice, once from the upper wall at 𝑅1 and then from the lower wall at 

𝑅2, then 𝑝𝑢 can be divided into three parts as 𝑝𝑢 = 𝑝𝑢1 + 𝑝𝑢𝑚 + 𝑝𝑢2 (following the same 

approach as one reflection case, see Figure 7.3). 

 

 

 

 

 

Figure 7.3. Ray tracing with two reflections inside the HVAC duct 

 

 
1 Here, the distance of the point 𝑅1 from the transmitter is given by the denominator as 𝑟1 = 2𝑑 − 2𝑧𝑇. 
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The angle which the transmitted wave makes with the normal to the upper duct wall is 

represented as 𝜃𝑢2. Further this angle will be the same as the angle which the reflected wave 

will make with the normal to the lower duct wall and so on. Therefore, the tangent of the angle 

𝜃𝑢2 for the distance 𝑝𝑢1 between the transmitter 𝑇𝑥 and the reflection point 𝑅1 is given by  

 

 tan(𝜃𝑢2) =
𝑝𝑢1
𝑑 − 𝑧𝑇

=
𝑝𝑢𝑚

[𝑑 − 𝑧𝑅 + 𝑧𝑅]
 =

𝑝𝑢2
𝑧𝑅
 (7.3) 

From (7.3), we get,  

 tan(𝜃𝑢2) =
𝑝𝑢

2𝑑 − 𝑧𝑇 + 𝑧𝑅
≈
𝑝𝑢
2𝑑

(7.4) 

 

The last part of (7.4) is calculated using 𝑧𝑇 − 𝑧𝑅 = 𝛿 ≪ 𝑑. Following the above approach, 

we calculate the incident angle for a ray that gets reflected 𝑛 times. We consider that an upward-

directed ray makes an angle 𝜃𝑢𝑛 and a downward-directed ray makes an angle 𝜃𝑙𝑛 at each 

reflection point. Then, the tangent of these angles is given, respectively, as  

 

𝑡𝑎𝑛(𝜃𝑢𝑛) =
𝑝𝑢

𝑟[1 + 2𝑛 − (−1)𝑛] + z[(−1)𝑛 − 1]
       

                        𝑡𝑎𝑛(𝜃𝑙𝑛) =
𝑝𝑙

𝑟[−1 + 2𝑛 + (−1)𝑛] + z[(−1)𝑛+1 + 1]
                                     (7.5) 

                      

The distance of the 𝑛𝑡ℎ order reflection point from the transmitter is given by the 

denominator of (7.5).  Similar calculations have been done earlier in case of the tunnels, but 

there are several differences between these two studies. The frequency considered in [5] is 1 
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MHz which presents a completely different situation than the frequencies in the mm-wave band. 

Secondly, the materials used in the construction of the tunnel have a relative permittivity which 

is not encountered in the case of HVAC duct as these are made up of galvanized steel in general. 

Thirdly, the distance between the transmitter and the receiver considered in the case of tunnels is 

in kilometers, whereas the work in this paper is particularly targeting indoor communication 

restricting the distance to a few meters. Lastly, HVAC ducts will always have smooth wall 

surface and symmetric shapes compared to the tunnels, which justifies the use of geometric 

optics to calculate the angles made by the different incident rays. Note – due to the smooth and 

polished interior surface of the HVAC duct, the propagation-mechanism scattering will be 

limited and therefore, is not considered as a crucial hindrance in this study. 

 

Another important parameter is the loss in the electric field energy due to the reflection at 

the duct walls. In general, Fresnel law defines the reduction in the EM wave’s energy after every 

reflection in terms of the Fresnel reflection coefficients. However, since the HVAC ducts are 

made using galvanized steel, so the reflection coefficient simplifies to −1. Consider a total of 𝑀 

rays with each ray getting reflected 𝑁 times. The 𝜃 component of the radiated electric field 

amplitude in the spherical coordinate system from a half-wave dipole antenna can be written as  

 

                                             𝐸θ(𝑟, 𝜃) =
𝑗𝜂𝐼

2𝜋𝑟

cos(
𝑘𝑙

2
cos(𝜃))

sin(𝜃)
𝑒−𝑗𝑘𝑟                                              (7.6)          

where 𝐼 is the input current in the antenna, 𝜂 = √𝜇0/𝜖0 is intrinsic impedance of the 

vacuum with 𝜇0 and 𝜖0 denoting the permeability and permittivity of free space, respectively,  
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𝑘 = 2𝜋/𝜆  is the wavenumber, 𝑙 is the length of the antenna, which is approximately 𝜆/2 for a 

half-wave dipole, and 𝑟 is the distance between the transmitter and the point of observation in 

the far-field zone. 𝑟 will be very small (4 cm) and close to the transmitting antenna because of 

the antenna size and the frequency of operation. For a half-wave dipole, the electric field in the 

𝑟 and 𝜙 directions in the spherical coordinate system are zero. Hence, we focus on the electric-

field in the 𝜃 direction.  The electric field will be the same at every point at a distance 𝑟 and at 

an angle 𝜃 from the antenna. The radiation intensity 𝑈(𝜃, 𝜙) can be calculated as 

 

  𝑈(𝜃, 𝜙) =
𝑟2

2𝜂
|𝐸θ(𝑟, 𝜃)|

2 =
𝜂𝐼2

8𝜋2

cos2(
𝜋

2
cos(𝜃))

sin2(𝜃)
≈

𝜂𝐼2

8𝜋2
sin3(𝜃)                             (7.7)                

           

The above approximation is considered for 𝜃 ∈ [0, 𝜋], which is the range of interest. The 

average Poynting vector 𝑊𝑇 can be calculated from the radiation intensity as 

 

𝑊𝑇 =
𝑈

𝑟2
=

1

2𝜂
|𝐸θ(𝑟, 𝜃)|

2 ≈
𝜂𝐼2

8𝜋2𝑟2
sin3(𝜃) (7.8)                 

 

The total radiated power is 

 

 𝑃𝑇 = ∫ ∫ 𝑟2𝑊𝑇 sin(𝜃) 𝑑𝜃𝑑𝜙
𝜋

0
 

2𝜋

0
= ∫ ∫ 𝑈(𝜃, 𝜙) sin(𝜃)𝑑𝜃𝑑𝜙

𝜋

0

2𝜋

0
=

2.43𝜂|𝐼|2

8𝜋
             (7.9)  

 

From (7.8) and (7.9), we can see the directivity 𝐷𝑇 of the half-wave dipole antenna is 

given by 𝐷𝑇 = 4𝜋max(𝑈) /𝑃𝑇 = 4𝜋𝜂|𝐼|
2/8𝜋2𝑃𝑇 ≈ 1.65.  Further, for the transmitting 
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antenna, 𝐷𝑇 = 𝐺𝑇/𝜍𝑇 , where 𝐺𝑇 is the antenna gain  and 𝜍𝑇 is the radiation efficiency. Hence, 

we have    

𝑊𝑇 =
𝑃𝑇 sin

3(𝜃)

2.435𝜋r2
=

𝑃𝑖𝑛𝜁𝑇 sin
3(𝜃)

2.435𝜋r2
=

𝑃𝑖𝑛𝐺𝑇

4𝜋𝑟2
(7.10)              

 

Where 𝜃 = 90°is assumed due to the antenna’s orientation. When the antenna introduces 

the electric field in the HVAC duct, the field rays either reach the receiver directly or by 

reflection from the HVAC duct walls. The number of rays which will contribute to the received 

electric field depend on the type of the antenna and its beamwidth. For a ray 𝑟𝑑 which reaches 

the receiver directly, the radiated electric field will be given as 𝐸𝑑(𝑟𝑑, 𝜃) = 𝐸θ𝑒
−𝑗𝑘𝐿/𝐿 The 

average Poynting vector for this component of the field is, 

     

𝑊𝑑 =
1

2𝜂
|𝐸𝑑|

2 =
1

2𝜂
|
𝐸θ

𝐿
𝑒−𝑗𝑘𝐿|

2
(7.11)      

 

The distance 𝑟𝑑 will be equal to the length of the HVAC duct, i.e., 𝑟𝑑 = 𝐿. For the rays 

which suffer one reflection before reaching the receiver, the radiated electric field can be given 

as 𝐸1(𝑟1, 𝜃) =
−𝐸θ

𝑟1
𝑒−𝑗𝑘𝑟1 Hence,  

                                       𝑊1 =
1

2𝜂
|𝐸1|

2 =
1

2𝜂
|
𝐸θ

𝑟1
𝑒−𝑗𝑘𝑟1|

2

                                  (7.12)       

In (7.5), we substitute 𝑛 = 1 to get the distance 𝑟1 as 𝑟1 = 𝑟[1 + 2 − (−1)] +

z[(−1) − 1]. Similarly, for the 𝑚𝑡ℎ ray which suffers 𝑛 reflections, the radiated electric field is 

given as  𝐸𝑚(𝑟𝑛, 𝜃) = (−1)
𝑛 𝐸θ

𝑟𝑛
𝑒−𝑗𝑘𝑟𝑛. Furthermore,  
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𝑊𝑚 =
1

2𝜂
|𝐸𝑚|

2 =
1

2𝜂
|
𝐸θ

𝑟𝑛
𝑒−𝑗𝑘𝑟𝑛|

2
(7.13)      

 

where 𝑟𝑛 = 𝑟[1 + 2𝑛 − (−1)
n] + z[(−1)n − 1]. The total electric field received at the 

receiver from all the 𝑀 rays can be given as  

 

                         𝐸𝑟 = 𝐸𝑑 + ∑ 𝐸𝑚
𝑀
𝑚=1 =

𝐸θ

𝐿
𝑒−𝑗𝑘𝐿 + ∑ (−1)𝑚

𝐸θ

𝑟𝑚
𝑒−𝑗𝑘𝑟𝑚 𝑀

𝑚=1                         (7.14)  

 

𝑀 is calculated by assuming a ray point at each angle of the beamwidth of the antenna. 

For this work, we consider the mesh size in the Cartesian coordinates to be 60×60 as   𝑀=60×60 

is the maximum number of rays for the beamwidth considered here. Consequently, the 

maximum power 𝑃𝑅 received at the receiver is given in terms of the average Poynting vector 

and the maximum effective area of the receiving antenna 𝐴𝑅,𝑒 as  

 

                                     𝑃𝑅 =
|𝐸𝑟|

2

2𝜂
𝐴𝑅,𝑒 =

𝐸θ
2

2𝜂
|
𝑒−𝑗𝑘𝐿

𝐿
+ ∑

𝑒−𝑗𝑘𝑟𝑚

𝑟𝑚

𝑀
𝑚=1 |

2

𝐴𝑅,𝑒                                  (7.15) 

                 

In general, the different rays arrive at different angles, resulting in the effective receiving 

area that is depending on the angle of arrival of each multipath. In this paper, however, we 

consider the maximum possible effective area. As will be shown in the Results sections, for the 

practical parameters, the above approximation yields fairly accurate results. From (7.8) and 

(7.10), we can substitute 𝑊𝑇 = |𝐸θ|
2/2𝜂   in (7.15), which results in, 
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 𝑃𝑅 = 𝑊𝑇 |
𝑒−𝑗𝑘𝐿

𝐿
+ ∑

𝑒−𝑗𝑘𝑟𝑚

𝑟𝑚

𝑀
𝑚=1 |

2

𝐴𝑅,𝑒  =
𝑃𝑖𝑛GT

4𝜋r2
|
𝑒−𝑗𝑘(𝐿+𝑟)

𝐿
+ ∑

𝑒−𝑗𝑘(𝑟𝑚+𝑟)

𝑟𝑚

𝑀
𝑚=1 |

2

𝐴𝑅,𝑒               (7.16)        

 

The effective area of the receiving antenna is given as 𝐴𝑅,𝑒 = 𝜆
2𝐷𝑅/4𝜋 where 𝜆 is the 

wavelength and 𝐷𝑅 denotes the directivity of the receiving antenna. For the receiving antenna 

when radiation efficiency 𝜍𝑅 ≈ 1 is considered and the receiving antenna has the gain 𝐺𝑅, we 

have, 𝐴𝑅,𝑒 = 𝜆
2𝐺𝑅/4𝜋. Therefore, using the value of 𝐴𝑅,𝑒 in (16), the maximum total received 

power 𝑃𝑅 can be written as  

 

                              𝑃𝑅 =
𝜆2𝑃𝑖𝑛𝐺𝑇𝐺𝑅

16π2
|
𝑒−𝑗𝑘(𝐿+𝑟)

𝐿
+ ∑

𝑒−𝑗𝑘(𝑟𝑚+𝑟)

𝑟𝑚

𝑀
𝑚=1 |

2

                                                   (7.17)                                                           

 

Moreover, an important factor while characterizing the HVAC duct as a viable 

communication link is the consideration of the temperature and the density of the moisture 

vapor present in the air flowing through the duct. The attenuation due to the atmospheric gases 

flowing inside the HVAC duct is given by 𝜙𝑔 = 𝜙𝑑 + 𝜙𝑚 , where 𝜙𝑑 and 𝜙𝑚 represent the 

attenuation caused due to the dry air and the moisture vapor, respectively. The attenuation 

caused by dry air is due to its pressure and the atmospheric temperature. For,  57 GHz ≤ 𝑓 ≤

63 GHz, this parameter is given by [5] 

 

𝜙𝑑 = 𝛾57
(𝑓 − 60)(𝑓 − 63)

18
− 1.66𝑟𝑝

2𝑟𝑡
8.5(𝑓 − 57)(𝑓 − 63) +  𝛾63

(𝑓 − 57)(𝑓 − 60)

18
 

                        (7.18) 
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where  𝛾57 and 𝛾63 are zero for 57 GHz ≤ 𝑓 ≤ 63 GHz. However, for  𝑓 ≤ 57 GHz, 

   

              𝛾57 =
0.0073𝑓2𝑟𝑝

2𝑟𝑡
3

𝑓2+0.351𝑟𝑝
2𝑟𝑡
2 +

0.0075𝑓2𝑟𝑝
2𝑟𝑡
2

(𝑓−57)2+2.44𝑟𝑝
2𝑟𝑡
5                                                                    (7.19)  

 

while  𝛾63 = 0. For 63 GHz ≤ 𝑓 ≤ 350 GHz, and 𝛾57 = 0 

 

𝛾63 =
𝑓2𝑟𝑡

3.5𝑟𝑝
2

5 × 106
−
𝑟𝑡
3.5𝑓3.5𝑟𝑝

2

4.2 × 1015
+

0.004𝑓2𝑟𝑡
2𝑟𝑝

2

(𝑓 − 63)2 + 1.5𝑟𝑝2𝑟𝑡
5 +

0.00028𝑓2𝑟𝑡
4𝑟𝑝

2

(𝑓 − 118.75)2 + 2.84𝑟𝑝2𝑟𝑡
2          (7.20) 

 

In the above, 𝑓 [GHz] is the frequency, 𝑟𝑝 = 𝑝/1013, 𝑟𝑡 = 288/𝑇, 𝑝 [hPa] is dry 

atmospheric pressure, and 𝑇 is the atmospheric temperature in Kelvin. The attenuation 

coefficient of moisture vapor depends on the density of moisture vapor 𝜌 𝑖𝑛 𝑔/𝑚3 and is given 

by [5] 

 

𝜙𝑚 =
𝑟𝑡
2𝑟𝑝𝑓

2𝜌

3×105
+
𝜌2𝑟𝑡

8𝑓2

6×106
+
𝑟𝑡𝑟𝑝𝑓

2.5𝜌

1.3×107
+

0.0004𝑟𝑡𝑟𝑝𝑓
2𝜌

(𝑓−22.235)2+9.81𝑟𝑝
2𝑟𝑡
+

0.001𝑟𝑡
2𝑟𝑝𝑓

2𝜌

(𝑓−183.31)2+11.85𝑟𝑝
2𝑟𝑡
+

4.01×10−4𝑟𝑡
2𝑟𝑝

(𝑓−325.153)2+10.44𝑟𝑝
2𝑟𝑡

                      (7.21) 

 

The received power 𝑃𝑅 at the receiving antenna incorporating the attenuation due to the 

temperature, pressure, and the moisture content of the gases flowing through the HVAC duct is 

given by, 
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                          𝑃𝑅 =
𝜆2𝑃𝑇𝐺𝑇𝐺𝑅

16𝜋2𝜙𝑔
|
𝑒−𝑗𝑘(𝐿+𝑟)

𝐿
+ ∑

𝑒−𝑗𝑘(𝑟𝑚+𝑟)

𝑟𝑚

𝑀
𝑚=1 |

2

                                                     (7.22)                                                    

 

The path loss is defined as 𝑃𝐿(𝑑𝐵) =  10 log10(𝑃𝑇/𝑃𝑅). The received signal strength 

indicator (RSSI dBm) takes into account the path loss suffered by the rays while traveling 

through the HVAC duct and is given as [54] 

 

       𝑅𝑆𝑆𝐼 = 𝐸𝐼𝑅𝑃 − 𝑃𝐿(𝑑𝐵)  (7.23) 

 

where 𝐸𝐼𝑅𝑃 is the effective isotropic radiated power from the transmitter and measured in 

dBm. 

 

7.4 Ray-Tracing applied to HVAC Duct  

 

We consider a rectangular HVAC duct for the 3D ray-tracing simulation, as the ray-tracing 

effects for the cylindrical and the rectangular HVAC duct will be similar due to the dimension of 

the HVAC duct compared to the wavelength of the mm-wave traveling through it. The dimension 

of the HVAC duct considered for the simulation is 9 cm × 9 cm. Figure 7.4 shows the HVAC 

duct with the transmitter and the receiver at the two ends of the duct. As the receiver can be placed 

anywhere in the duct to capture the signal, a section in the center of the HVAC duct is considered 

as the receiver. We can observe the different LOS rays as well as rays experiencing multiple 
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reflections from the duct walls traveling between the transmitter and the receiver. The beamwidth 

of the transmitter antenna decides the number and the incident angle of the rays. 

 

 
Figure 7.4. 3D RT inside HVAC duct with transmitter and receiver 

 

Figure 7.5 shows the variation of received signal strength indicator (RSSI) for HVAC duct 

of length 1 m. In Figure 7.5a, RSSI due to the LOS rays is considered. As the HVAC duct 

considered for the 3D RT simulation is straight, most of the incident rays reach the receiver 

without suffering any reflection. The RSSI level for the LOS case is around -23 dBm. Figure 7.5b 

and 7.5c show the resulting RSSI due to the rays suffering one and two reflections before reaching 

the receiver present on the other end of the HVAC duct. The rays are launched at an angle that is 

confined to ±30° around the transmitter antenna. Therefore, the rays will have different incident 

angles and will follow the path accordingly. The RSSI level for the one reflection case is around -

24 dBm and for the two-reflection case is around -25.5 dBm. We assume that the transmitter 

effective isotropic radiated power (EIRP) is 7 dBm. 
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(a)     (b)    (c) 

Figure 7.5. RSSI for HVAC duct 𝐿 =1 m (a) LOS (b) First reflection, (c) Second reflection 

 

Figure 7.6 shows the comparison between the RSSI obtained through the experiment (Exp) 

and the ray-tracing simulation (RT Sim) as described in this dissertation. In [53], we performed 

the experiments with a circular HVAC duct of diameter 12.7 cm and made of galvanized steel. For 

the experiment we used the Tensorcom chipsets TC60G-USB3-EVB as the transmitter and 

receiver with the 𝜋/2-BPSK and 1/2 coding rate with a bandwidth of 2.16 GHz. The chipsets 

come with a Linux based speed test application which we used to evaluate the RF performance of 

HVAC ducts as well as free space. Using the 3D ray-tracing simulations and calculating RSSI, we 

have verified the theoretical and experimental results [53], [54]. We obtain RSSI values of -27 

dBm, -30 dBm, -35 dBm and -40 dBm for a straight HVAC duct of length 1 m, 2 m, 4 m, and 8 

m, respectively. We note that the 3D ray-tracing and the equations presented in the previous 

section are for the maximum possible received power. Hence, the observed RSSI over the 

frequency range remains below the simulation results. The difference proves to be only a few dB 

for most frequencies considered. In general, the results prove the validity and efficacy of the 3D 

ray-tracing method described in calculating the value of RSSI. 
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Figure 7.6. Comparison of experimental and RT RSSI results for HVAC duct  

 

As the total number of rays launched in the HVAC duct for the 3D ray-tracing simulation 

depend on the beam-width of the antenna used. On varying the antenna beamwidth, the total 

number of rays launched will vary and will lead to different values of RSSI obtained. However, in 

most practical antenna designs, the goal is to find a balance between the beamwidth and the 

directivity of the antenna because as the beamwidth increases, the directivity of the antenna 

decreases. The antenna used in the experimental work [53], [54] has a beamwidth of ±30°. 

However, to show the effect of the beamwidth or the total number of rays launched, we compare 

the RSSI values obtained by ray-tracing simulation for three different beamwidths of  ±30°, ±60° 

and ±90° for HVAC duct of length 1 m in Figure 7.7. We observe that, in this case, as we 

consider the broader beamwidth, a larger number of rays reach the receiver and thereby we 

observe an increased RSSI.  
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(a)                        (b)                                                (c) 

Figure 7.7. First reflection RSSI with antenna beamwidth (a) ±30°, (b) ±60° and (c) ±90° 
 

The experiment is done using HVAC ducts which are not installed in the buildings, due to 

which the RSSI results do not account for the temperature and moisture content of the air flowing 

through the HVAC duct. In Figure 7.8, we present a comparison of the ray-tracing results in terms 

of RSSI values computed with the assumption of no air flowing through the HVAC duct (without 

T) and the RSSI obtained using (7.23) which incorporates temperature and pressure of the air 

flowing the HVAC duct through the parameter 𝜙𝑔. Air pressure is calculated based on the 

standards for the air flowing through the HVAC ducts for a given temperature. RSSI values 

obtained for a temperature range of T = 288.15 K to T = 303.15 K are shown in Figure 7.8 and 

compared with the RSSI values obtained without considering any temperature or pressure of the 

air flowing through the HVAC duct. Further, the results are also compared to the free space path 

loss (FSPL), which takes place at 60 GHz for different path lengths.  
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Figure 7.8. RSSI obtained with and without atmospheric temperature and pressure  

 

We can see from the Figure 7.8 that the RSSI values for the different values of temperature 

are almost similar, concluding that the variation in temperature does not have a significant effect 

on RSSI. However, on comparing the RSSI results obtained by considering the temperature 

effects to the case when we ignore the effect of temperature and pressure of the air flowing 

through the duct, we observe that the latter is decreased by around 3 dBm for distances of up to 4 

m and 6 dBm for 8 m. It can also be concluded from Figure 7.8 that the RSSI values obtained for 

the HVAC duct are much higher than those obtained through free space, thereby justifying the use 

of the HVAC ducts to distribute mm-wave signals.  

 

Figure 7.9 shows the ray-tracing results in terms of comparison of the RSSI values obtained 

by considering the moisture vapor density (𝑔/𝑚3) of the air flowing through the HVAC duct 

using (7.23) and the RSSI values computed with the assumption of no air flowing through the 

HVAC duct (without moisture). The moisture vapor density is varied between Density = 1140 
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𝑔/𝑚3 to Density = 1200 𝑔/𝑚3 and the RSSI values are calculated for different duct length 

varying between 1 m to 8 m. Contrary to Figure 7.8 where temperature had minimal effect on the 

RSSI values, moisture vapor density shows significant effect on the values of RSSI obtained for 

different lengths of HVAC duct. On comparing the RSSI results obtained by considering the 

moisture vapor density to the case where we ignore the presence of the moisture vapor, we 

observe that the RSSI is decreased by 11 dBm for distances of up to 4 m and 14 dBm for 8 m in 

the presence of moisture. However, the results obtained are around 10 dBm above those obtained 

when considering free space propagation. The point to note in Figure 7.9 is that, while we did the 

theoretical analysis of RSSI values obtained while considering the air with moisture vapors 

present in it, in most practical scenarios, HVAC ducts will not be carrying the air with moisture 

vapor. So, it suffices to say that HVAC duct outperforms the free space propagation in every 

situation.  

 

 
Figure 7.9. RSSI obtained by considering air with moisture vapor  
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Table 7.1. Comparison of performance of HVAC duct with other methodologies 

   

Ref. Dist. Freq. 

(GHz) 

 

Technique Used Measurement Ray-Tracing RSSI 

(dBm) 

[51] 2 m 70  Beam-forming Custom mm-wave 

CS 

Custom 3D  -91  

[41] 5 m 60  Directional high gain 

antenna with max. 

ray beamforming 

- Ray 

launching 

RT 

-80 

[23] 6 m 58.5  Q-D channel with 

fading 

Custom channel 

sounder 

Clustering 

and diffuse 

scattering 

model 

-70 

[22] 4.5 m 60  Biconical 

omnidirectional 

antennas 

Custom channel 

sounding system 

- -85 

[44] 4 m 60  Polarimetric diffuse 

scattering channel 

model 

Custom channel 

sounding system 

- -85 

[25] 4 m 60  Ray path inference 

by beam pattern of 

phased array 

SiBeam Phased 

array 

Scenargie 

RT simulator 

-50 

[91] 5.4 m 60  Beam-forming Custom mm-wave 

CS 

- -90 

[24] 10 m 60  - Hittite 

HMC6000LP711E 

- -100 

[92] 6 m 60  Omnidirectional antenna SAGE 

5836230230-15-S1 

Custom 3D 

in MATLAB 

-85 

FSPL 8 m 60  - - - -68 

HVAC 8 m 60  Without air Custom mm-wave 

CS 

Custom 3D 

IM in 

MATLAB 

-47 

HVAC 8 m 60  Air at a temp. of 

288.15 K 

Custom mm-wave 

CS 

Custom 3D 

IM in 

MATLAB 

-47 

HVAC 8 m 60  Air with moisture of 

density 1200𝑔/𝑚3 

Custom mm-wave 

CS 

Custom 3D 

IM in 

MATLAB 

-57 
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Table 7.1 gives an overview of the performance comparison of HVAC ducts with some of 

the other recent methodologies and studies done for millimeter wave communication. 

 

7.5 Discussion 

 

A 3-dimensional (3D) ray-tracing tool to justify the use of HVAC ducts for the distribution 

of mm-wave signals was proposed. The 3D ray tracing tool is subjected to the condition of 

operation in mm-wave frequency band and for symmetrical structures, which lead to the reduction 

in the time and memory required to run the simulation. We incorporated the attenuation 

parameters due to the dry air and moisture vapor flowing through the HVAC duct. The results 

obtained from the ray-tracing were further utilized to calculate RSSI. With transmitter EIRP of 7 

dBm, we obtain RSSI which varies between -24 dBm to -38 dBm for dry atmospheric pressure 

and temperature of 1013.25 hPa and 294.26 K, respectively, and duct lengths of up to 8 m at 60 

GHz. The results were compared with the experimental results and we observe that the 3D ray 

tracing results match closely the experimental results, which further justifies the use of HVAC 

ducts for the distribution of mm-wave signals in an indoor environment. Future work will include 

extending the 3D ray tracing simulation for the HVAC ducts with different shapes and bends. 

 

In order to arrive at the general expression of the angle of incident, we consider a situation 

where three reflections has occurred. For a ray which undergoes three reflections, 𝑝𝑢 can be 

divided into six parts as 𝑝𝑢 = 𝑝𝑢1 + 𝑝𝑢2 + 𝑝𝑢3 + 𝑝𝑢4 + 𝑝𝑢5 + 𝑝𝑢6 as shown in Figure 7.10. The 

angle which the transmitted wave makes with the normal to the upper duct wall is represented as 
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𝜃𝑢3. Therefore, the distances between the transmitter 𝑇𝑥, different reflection points and the 

receiver 𝑅𝑥, the tangent of the angle 𝜃𝑢3 can be represented as 

 

tan(𝜃𝑢3) =
𝑝𝑢1
𝑑 − 𝑧𝑇

=
𝑝𝑢2
𝑑 − 𝑧𝑅

=
𝑝𝑢3
𝑧𝑅

=
𝑝𝑢4
𝑧𝑅

=
𝑝𝑢5
𝑑 − 𝑧𝑅

=
𝑝𝑢6
𝑑 − 𝑧𝑅

=
𝑝𝑢

𝑑 − 𝑧𝑇 + 3𝑑 − 𝑧𝑅

≅
𝑝𝑢

4𝑑 − 2𝑧
                                                                                                                  (7.24) 

 

 

 

 

 

 

Figure 7.10.  Ray tracing with three reflections inside the HVAC duct 

 

The last part of (7.24) is calculated using 𝑧𝑇 ≅ 𝑧𝑅. Also, using the process described 

above, we can calculate the perpendicular distance between the reflection points and the 

projections for a ray that undergoes 𝑛 odd or even number of reflections. For a ray that makes 

odd number of reflections, the total perpendicular distance will be equal to 

 

           (𝑑 − 𝑧𝑇) + 𝑛(𝑑 − 𝑧𝑅) + (𝑛 − 1)𝑧𝑅 (7.25) 

Similarly, for a ray that makes even number of reflections, the total perpendicular distance will 

be equal to 
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         (𝑑 − 𝑧𝑇) + (𝑛 − 1)(𝑑 − 𝑧𝑅) + 𝑛𝑧𝑅 (7.26) 

 

Using (7.25), (7.26), and assuming that 𝑧𝑇 ≅ 𝑧𝑅, we arrive at the denominator in (7.9).  

 

     
Figure 7.11. Ray tracing with one reflection inside the HVAC duct 

 

 

For the rays which are directed in the downward direction, we perform similar steps as 

that for the upward directed rays to arrive at (7.10). For a ray which has one reflection point 𝑅1 

on the lower duct wall, 𝑝𝑙 = 𝑝𝑙1 + 𝑝𝑙2. The tangent of the angle which the ray makes with the 

lower duct wall is given in terms of 𝑝𝑙 as 

 

                                                    tan(𝜃𝑙1) =
𝑝𝑙1
𝑧𝑇

=
𝑝𝑙2
𝑧𝑅

=
𝑝𝑙

𝑧𝑇 + 𝑧𝑅
≈
𝑝𝑙
2𝑧𝑇

                                (7.27)  

 

If a ray is reflected twice (Figure 7.12), once from the lower wall 𝑅1 and then from the 

upper wall 𝑅2, then 𝑝𝑙 can be divided into four parts as 𝑝𝑙 = 𝑝𝑙1 + 𝑝𝑙2 + 𝑝𝑙3 + 𝑝𝑙4. The angle 

which the transmitted wave makes with the normal to the lower duct wall is represented as 𝜃𝑙2. 
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Figure 7.12. Ray tracing with two reflections inside the HVAC duct 

 

Therefore, the tangent of the angle 𝜃𝑙2 can be represented as 

 

       tan(𝜃𝑙2) =
𝑝𝑙1

𝑧𝑇
=

𝑝𝑙4

𝑑−𝑧𝑅
=

𝑝𝑙3

𝑑−𝑧𝑅
=

𝑝𝑙2

𝑧𝑅
 =

𝑝𝑙

𝑧𝑇+2(𝑑−𝑧𝑅)+𝑧𝑅
≈

𝑝𝑙

2𝑑
                          (7.28)  

   
Figure 7.13. Ray tracing with three reflections inside the HVAC duct 

 

If a ray is reflected three times (Figure 7.13), twice from the lower wall 𝑅1 and 𝑅3 and 

once from the upper wall 𝑅2, then 𝑝𝑙 can be divided into six parts as 𝑝𝑙 = 𝑝𝑙1 + 𝑝𝑙2 + 𝑝𝑙3 +

 𝑝𝑙4 + 𝑝𝑙5 + 𝑝𝑙6. The angle which the transmitted wave makes with the normal to the lower duct 

wall is represented as 𝜃𝑙3. Therefore, the tangent of the angle 𝜃𝑙3 can be represented as 
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tan(𝜃𝑙3) =
𝑝𝑙1
𝑧𝑇

=
𝑝𝑙2
𝑧𝑅

=
𝑝𝑙3

𝑑 − 𝑧𝑅
=

𝑝𝑙4
𝑑 − 𝑧𝑅

=
𝑝𝑙5
𝑧𝑅

=
𝑝𝑙6
𝑧𝑅

=
𝑝𝑙

𝑧𝑇 + 2(𝑑 − 𝑧𝑅) + 3𝑧𝑅
                         

                =
𝑝𝑙

2𝑑 + 𝑧𝑇 + 𝑧𝑅
≈

𝑝𝑙
2𝑑 + 2𝑧

                                                                                                (7.29)
 

                    

The last part of (7.29) is calculated using 𝑧𝑇 ≅ 𝑧𝑅. For a ray that makes odd number of 

reflections, the total perpendicular distance will be equal to 

 

 𝑧𝑇 + (𝑛 − 1)(𝑑 − 𝑧𝑅) + 𝑛𝑧𝑅 (7.30) 

 

Similarly, for a ray that makes even number of reflections, the total perpendicular distance 

will be equal to 

                  𝑧𝑇 + 𝑛(𝑑 − 𝑧𝑅) + (𝑛 − 1)𝑧𝑅  (7.31) 

 

Using (7.30), (7.31), and assuming 𝑧𝑇 ≅ 𝑧𝑅 , we arrive at (7.10).  
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CHAPTER 8 

 

PATCH ANTENNA 

 

 

8.1 Background for Patch Antenna 

 

The emerging high-data-rate wireless mobile services, such as wireless high-definition 

transmissions, wireless personal area networks, and the 5th-generation technology, require high-

capacity wireless communication media to operate. One such medium is millimeter wave (mm-

wave) channels, which also enable WiGig systems. Frequency bands of particular interest in the 

mm-wave spectrum are the unlicensed bands at 60 GHz (57 GHz-66 GHz) and 70 GHz (71 

GHz-76 GHz), which can be exploited for short-range wireless communications and close-

range automotive radar sensor applications. Antennas are one of the major components of the 

transceiver systems used for the deployment of these applications. As the various technologies 

are moving towards the micro-size dimensions, the service providers and the application users 

demand wireless units with antennas that are compact, cost-effective, and low profile. In 

addition, to compensate for the large path-loss at mm-wave frequencies, antennas with high 

gain and wide bandwidth are needed to provide reliable communication.  

 

There are several single element antennas and antenna arrays with different technologies 

to enhance the bandwidth and gain at 60 GHz [113]-[148]. Microstrip patch antenna on a 

printed circuit board (PCB) substrate is widely used at low frequencies because it can be 

implemented with low profile, low weight, and low cost [131]. But at mm-wave frequencies, it 

shows poor performance due to high substrate losses and low radiation efficiency [131]. 
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Researchers have proposed several patch antennas and patch array antennas for use in the mm-

wave frequencies. In order to achieve better antenna performance in terms of gain, bandwidth, 

radiation efficiency, antenna dimensions, and complexity of the design further research in the 

field is justified. In [148], a circularly polarized antenna with a single layer structure is 

proposed. The asymmetric inset technique is utilized to increase the bandwidth of the antenna. 

However, the feeding technique increases the complexity of the design and the bandwidth of 

the antenna is comparatively smaller than some other recent patch antenna designs. The authors 

in [131] describe an antenna design in which the patch is suspended in air through supporting 

and feeding posts and is fed using a coplanar waveguide feed. In spite of using a glass substrate 

and increasing the height of the antenna by suspension in air, the authors report only 6.67% of 

bandwidth for the single element patch antenna. A multilayer structure with a complicated 

feeding technique was proposed by the authors in [132]. Due to the several layers of substrate 

and radiating elements and the drilling of the vias, the fabrication of the design will be a tedious 

process. Moreover, for the single element, the maximum gain achieved is only 6 dBi with a 

bandwidth of 11%. A very interesting design with 4 × 1 parasitic patch antenna array in shape 

of letter ‘E’ was proposed in [134]. The shape of the element antenna and the array pattern 

resulted in a large antenna size but managed to provide a satisfactory 21% bandwidth and 14 

dBi total gain. In [135], the authors compromised the size in order to get more bandwidth and to 

increase the gain. However, with the recessed ground technique, which increased the height of 

the antenna, the bandwidth reported for 2 × 1 patch antenna array was only 10.2% whereas the 

gain was 7 dBi.  
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In this chapter, we optimize the performance of the microstrip patch antenna by utilizing 

several crucial factors. We use LTCC dielectric with high dielectric constant, as the first layer 

of the substrate, to reduce the dielectric losses. We utilize Styrofoam dielectric to form the 

second layer of the substrate, which adds to the height of the antenna, thereby increasing the 

bandwidth and gain of the antenna. Moreover, we also use asymmetric inset microstrip feed 

line which produces two resonance frequencies, thereby increasing the bandwidth further. The 

proposed patch antenna is also circularly polarized with axial ratio (AR) of less than 3 dB and 

a bandwidth of 4.9 GHz or 8.2%. With the utilization of these techniques, we propose a simple 

design with varying dimensions, which provide high gain and wide bandwidth at mm-wave 

frequencies. The performance of the proposed antenna is compared with other microstrip patch 

antennas and arrays at 60 GHz in terms of bandwidth, return loss, efficiency, gain, and design 

complexity. The remainder of this paper is organized as follows. The proposed antenna 

structure is described in Section II. The simulation results are presented in Section III. Finally, 

conclusions regarding the proposed structure are presented in Section IV. 

 

8.2 Proposed Antenna Structure 

 

The basic configuration of the proposed multilayer substrate 60 GHz patch antenna is 

shown in Figure 8.1. A single patch antenna is directly connected to an asymmetric inset 

microstrip feed line. Therefore, the proposed antenna has a compact size and low cost and can 

easily be integrated with monolithic microwave integrated circuits (MMIC), such as voltage-

controlled oscillators (VCO) and power amplifiers. To increase a high bandwidth and to 
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reduce the dielectric losses, the multilayer substrate technique is used. The first layer of the 

substrate above the ground plane is made up of Ferro A6M with a dielectric constant of 5.9 

and a loss tangent of 0.002 and a thickness of 0.16 mm. Styrofoam 103P7 with a dielectric 

constant of 1.03 and a loss tangent of 0.0001 is used as the second dielectric material. The two 

designs that are shown in this letter differ only in the patch and substrate dimensions but are 

designed based on the same basic configuration of the proposed patch antenna. We note that 

the bandwidth of the antenna is determined by the antenna height, the dielectric constant of the 

substrate, and the feeding mechanism. Due to the extremely low dielectric constant of the 

Styrofoam dielectric, which behaves as an insulator, the bandwidth of the antenna is 

significantly broadened. The proposed antenna is designed and optimized with a three–

dimensional (3-D) Altair CAD Feko software. 

 

         
Figure 8.1. (a) The top view (b) The side view of the proposed antenna 

 

As shown in Figure 8.1, the antenna is also comprised of an asymmetric inset microstrip 

feed line. The asymmetric inset microstrip feed performs better than the general microstrip line 

at mm-wave frequencies. The dimension of the inset feed line can be optimized for better 

impedance matching of the patch. Furthermore, the asymmetric structure helps in producing 
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two resonance frequencies at 60 GHz and 67 GHz leading to an increase in the bandwidth. Due 

to the extremely low dielectric constant of the Styrofoam, the geometry of the microstrip 

transmission line can be easily modified, leading to a variable characteristic impedance and 

better impedance matching. Also, the proposed antenna is implemented on a Styrofoam, and, 

thus, the alignment of the two layers of the substrate will be very convenient. Therefore, it can 

easily become a better candidate in the manufacturing of mm-wave antennas for different 

applications. All the design parameters for the two designed of the proposed patch antenna are 

given in Table 8.1. 

 

Table 8.1. Design parameters of the multilayer substrate microstrip patch antenna 

Parameter Design I – Value (mm) Design II – Value (mm) 

LTCC thickness ℎ1 0.16 0.16 

Styrofoam thickness ℎ2 0.2 0.32 

LTCC dielectric const 𝜖𝑟1, Loss 

tangent 𝛿1 

5.99, 0.005 5.99, 0.005 

Styrofoam dielectric const 𝜖𝑟2, Loss 

tangent 𝛿2 

1.03, 0.0001 1.03, 0.0001 

Patch size (𝐿𝑝 ×𝑊𝑝) 2 x 2.48  2.145 x 2.48  

Microstrip (𝐿𝑚 ×𝑊𝑚) 1 x 0.56  1.0725 x 0.58  

Left Inset (𝐿𝑙𝑖 ×𝑊𝑙𝑖) 0.35 x 0.18  0.48 x 0.15 

Right Inset (𝐿𝑟𝑖 ×𝑊𝑟𝑖) 1.3 x 0.18 1.1 x 0.15  

Ground plane (𝐿𝑔 ×𝑊𝑔) 4 x 4.96 4.29 x 4.96 

Total Antenna (𝐿 ×𝑊 × ℎ) 4 x 4.96 x 0.36 4.29 x 4.96 x 0.48 
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8.3 Simulation Results 

 

We performed the simulation of the proposed antenna using Altair CAD Feko 

commercial software program. Figure 8.2 shows the simulated |𝑆11| result for the proposed 

antenna for design I (DI). The figure depicts that |𝑆11| is less than -10 dB for the frequency 

range of 56.7 GHz and 68.66 GHz resulting in a bandwidth of 11.96 GHz or 19.93%. The 

simulated antenna gain and radiation efficiency of the proposed patch antenna for design I are 

9 dBi and 97% at 60 GHz, respectively.  

 

  
Figure 8.2. (a) The gain and the radiation pattern of design I (DI) (b) Return loss  
 

Figure 8.3 shows the RHC (right-handed circular-polarization) and LHC (left-handed 

circular-polarization) gain for the proposed antenna design I (DI). We can observe that the 

antenna has RHC with a half power beamwidth (HPBW) of 57° and 67° for 𝜙 = 0° and 90°, 

respectively. Also, the antenna has LHC with a HPBW of 61° and 74° for 𝜙 = 0° and 90°, 

respectively. 
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Figure 8.3. The RHC and LHC gains for design I (DI) (a) for 𝜙 = 0° (b) for 𝜙 = 90°  
 

 

Figure 8.4 shows the simulated |𝑆11| result for the proposed antenna for design II (DI). 

The |𝑆11| for design II is less than -10 dB for the frequency range of 54.91 GHz and 67.83 GHz, 

resulting in a bandwidth of 12.92 GHz or 21.53%. The simulated antenna gain and the radiation 

efficiency of the proposed patch antenna for design II are 8 dBi and 96% at 60 GHz, 

respectively. Both Figure 8.3 and Figure 8.5 also demonstrate that the proposed antennas are 

characterized by omnidirectional radiation pattern.  

 

Figure 8.5 shows the RHC and LHC gains for the proposed antenna design II (DII). We 

can observe that the antenna has RHC with a half power beamwidth of 55° and 66° for 𝜙 = 0° 

and 90°, respectively. Also, the antenna has an LHC with a half power beamwidth of 60° and 

75° for 𝜙 = 0° and 90° , respectively. 
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Figure 8.4. (a) The gain and the radiation pattern of design II (DII). (b) Return loss 

 

            
Figure 8.5. The RHC and LHC gains for design II (DII) (a) for 𝜙 = 0° (b) for 𝜙 = 90°  
 

We present the comparison results of the performance of the proposed antenna to other 

patch antenna designs. In order to provide a fair comparison, we have only considered the single 

element antennas. The comparison was made on the basis of gain (dBi), bandwidth BW (%), 

return loss RL (dB), the dielectric material used for substrate, feeding technique, and the total 

dimension of the antenna. The results of the comparison are given in Table 8.2. As can be seen, 

the proposed antenna design offers a superior gain and a larger bandwidth while achieving 

similar RL when compared with the prior designs. 
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Table 8.2. Comparison of the proposed antenna to other patch antenna designs  

 

 

8.4 Summary and Conclusions 

 

In this chapter, we have presented a multilayer substrate (LTCC and Styrofoam) 

asymmetric inset fed microstrip patch antenna for broadband, high-data rate wireless 

applications at millimeter wave frequencies (specifically 60 GHz). The antenna configuration is 

designed and analyzed by using Altair Feko commercial software. The dimensions of the 

substrate, radiating patch and feed line were optimized to enhance the antenna performance 

parameters. The LTCC layer of the substrate with its high dielectric constant led to an extremely 

low dielectric loss. Meanwhile, the second layer of substrate (Styrofoam) on which the antenna 

is supported, due to its low dielectric constant, led to the broadband characteristics of the 

antenna. Further, the design consisted of a simple microstrip feed network, which allowed for its 

integration with MMICs and system on a chip (SOC) at mm-wave frequencies. The asymmetric 

Ref. Gain 

(dB) 

BW 

(GHz) 

RL 

(dB) 

Substrate Feeding Technique Total Size (mm) 

[148] 7.4 17 -12 Teflon 2.2 GSG (ground 

signal ground) 

5.5 x 3 x 0.25 

[131] 8.7 6.67 -30 Corning 7740 

glass 4.6 

CPW (coplanar 

waveguide) 

2.2 x 2.2 x 0.2 

[132] 6 11.6 -30 Ferro A6M 

5.99 

SIW (substrate 

integrated) 

2.5 x 2.5 x 0.384 

D1 9 19.9 -16 Multilayer  Microstrip 4 x 4.96 x 0.36 

D2 8 21.5 -24 Multilayer  Microstrip 4.29 x 4.96 x 0.48 
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inset feed led to the generation of two resonance frequencies, thereby increasing the bandwidth 

and making the antenna circularly polarized. From the simulation results, it was concluded that 

the proposed single element antenna provides a high gain and a broad bandwidth in spite of its 

simple design.   
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CHAPTER 9 

 

COMPARISON WITH EXPERIMENT AND CONCLUSION 

 

 

9.1 Experimental Set-Up 

 

To compare the theoretical results, we performed various experiments with the HVAC 

ducts. The duct used in the experiments is of diameter 12.7 cm and is made up of galvanized 

steel as shown in Figure 9.1.  

 

 

Figure 9.1. HVAC duct of diameter 12.7 cm and made up of galvanized steel 
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9.2 Transceiver Chipset 

 

In order to characterize the 60 GHz system, we used the Tensorcom chipsets TC60G-

USB3-EVB as the transmitter and receiver for the experiment as shown in Figure 9.2. The EVB 

is an 802.11ad/WiGig USB 3.0 dongle solution that includes a low-profile system in package 

having an IEEE 802.11ad/WiGig compliant PHY layer that supports the seven single-carrier 

(SC) PHY modes i.e., Modulation and Coding rates with a top end PHY rate of 1.9 Gbps. The 2 

× 2 patch antenna excites waveguide modes in the duct system. The mm-wave signal propagates 

through the HVAC duct and is captured by the receiver EVB. Modes propagate with different 

group velocities and attenuation constants, experiencing multiple reflections from terminations 

and non-uniformities. The center frequency of the chipset is 59.40 GHz, and it supports a 

bandwidth of 2.16 GHz. Few other parameters for the EVB are transmitter EIRP = 14 dBm, the 

received signal tolerable EVM= -14 dB and the receiver sensitivity: -65 dBm. For the 

experiments in this work, we have used MCS_2 i.e., 𝜋/2-BPSK with a coding rate of 1/2. 

Modulation bandwidth for the transmitted signal is 1760 MHz.  

 

 
Figure 9.2. Tensorcom EVB used as the transceiver in the HVAC duct experiments 
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The Tensorcom's chipsets come with a Linux based front end application (Speed Test). 

The Speed Test application provided with the chipset is used to evaluate the RF performance of 

Tensorcom's EVBs. We can select the beamforming sectors and the MCS for the transmitted 

data. The front-end application (shown in Figure 9.3) displays the signal to noise ratio, error 

vector magnitude, RSSI and the bit rate for the transmitted as well as the received data.  

 

 
Figure 9.3. Speed-test GUI application for Tensorcom chipsets 

 

 

The experimental setup is shown in Figure 9.4. The transmitter and receiver chipsets are 

connected to different laptops using USB dongles.  
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Figure 9.4. Tensorcom transceiver systems communicating through free space channel 
 

 

9.3 Transceiver Antenna Simulation 

 

Based on the antenna details provided with the chipset, we simulated the antenna radiation 

pattern. The design for the antenna which consists of 2x2 patch array (2 antennas for transmitter 

and 2 for receiver) is shown in Figure 9.5.  

 

 
Figure 9.5. HFSS design of the dipole array antenna used in the experiments 
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The three-dimension (3D) gain and radiation pattern are around 8 dB in the vertical or 𝜃 

direction relative to the axis of the antenna as shown in Figure 9.6. 

 

 
Figure 9.6. 3D radiation pattern and gain of the dipole array antenna using HFSS 

 

 

Figure 9.7 shows the plot for the return loss for the dipole array antenna and we can see 

that the return loss in dBm goes up to −35 dBm at 61 GHz and the figure also shows that the 

bandwidth is around 2.16 GHz.  

 

 
Figure 9.7. Return loss for simulated dipole array antenna using HFSS 
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We considered that the chipsets are inserted in a straight HVAC duct made up of 

galvanized steel and of diameter 12.7 cm with open ends as shown in Figure 9.8.  

 

 
Figure 9.8. Tensorcom chipsets for mm-wave communication  

 

 

9.4 Results for a Straight HVAC Duct 

 

The analytical and experimental RSSI values for a straight waveguide of diameter 12.5 cm 

and length of 1 m, 2 m, 4 m and 8 m are shown in Figure 9.9. 
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Figure 9.9. Theoretical and experimental RSSI values for a straight cylindrical duct  
 

 

As the analytical and experimental results agree for a duct of length 8 m, analytical RSSI 

values are calculated for longer HVAC ducts. For a distance of 20 m and 50 m, the RSSI values 

are -59.3 dBm and -70 dBm, respectively.  

 

In Table 9.1 we present different experimental parameters obtained using the speed-test 

application. We can see from the values, that a SNR of 5 dB and a bit rate of 630 Mbps is 

achieved for a distance of 8 m using HVAC ducts at 60 GHz. 
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Table 9.1. Experimental results obtained for various duct lengths 

Duct Length (m) RSSI (dBm) SNR (dB) EVM (dB) Bit Rate (Mbps) 

1 -36 12 -9 649 

2 -39 12 -9 640 

4 -45 8 -8 637 

8 -50 5 -5 630 

 

 

Table 9.2. Experimental results considering the alignment of transmitter 

Length EVM (dB) SNR (dB) RSSI (dBm) RCPI (dBm) Throughput 

(Mbps) 

 
Tx 0 Tx 45 Tx 0 Tx 45 Tx 0 Tx 45 Tx 0 Tx 45 Tx 0 Tx 45 

1.06 -9.1 -9.5 11.6 13 -36.6 -36 -37.5 -34.3 640.7 640.7 

2.03 -8.4 -5 11.6 9.5 -36 -37 -33 -37 641 640.6 

3.17 -5 -5.5 6.8 9 -39.8 -39.2 -41.5 -40.2 641 640.2 

4.04 -6.2 -4.2 7.5 5.5 -38.9 -45 -40.2 -46.9 640.2 640.0 

4.85 -4.8 -4.6 6.3 6.4 -40.1 -43.2 -41.3 -43 641.3 640.2 

 

 

To understand the effect of the alignment of the transmitter and the receiver inside the 

HVAC duct, we performed experiments, by changing the orientation of either the transmitter or 

the receiver and recording the different physical parameters. EVM increases as we increase the 

length of the duct. SNR decreases as we increase the length of the duct. RSSI increases as we 

increase the length of the duct. RCPI increases as we increase the length of the duct. Throughput 
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remains almost constant as we increase the length of the duct. However small decrease in 

throughput for transmitter launch angle 45 as compared to transmitter launch angle 0. 

 

Further we looked at the different RF parameters when both the transmitter and receiver 

are at 90° orientation. In this particular scenario, the maximum amount of radiation will be 

towards the HVAC duct walls. However, the radiation pattern of the transmitter and receiver 

pattern used in this experiment is of very wide beam-width covering upto ±60°. Therefore, we 

observed that in this case the results were exactly same as the case when the transmitter and the 

receiver were aligned and kept at 0°. The other observation is about the relative alignment of the 

transmitter and the receiver. If the transmitter and the receiver are aligned in the same direction, 

then their alignment with respect to the HVAC duct does not have any effect on the signal 

transmission or reception.  

 

Finally, to compare the results for the HVAC duct to the free space, we compare the 

analytical and simulation throughput (bits per second in GHz) results for a 16 QAM modulation. 

The length of the duct considered is 4.6 m which is same as the distance between the transmitter 

and the receiver in free space. The analytical and simulation results are very close for the HVAC 

duct. For the analytical values, we take an average of the parameter values obtained over the 

different frequency points. Further, as compared to the free space simulation, we can see that the 

bit rate achieved for the HVAC duct is almost double than that of the free space for the various 

SNR values. 
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Table 9.3. Comparison of analytical and simulated throughput for HVAC and 

free-space 

SNR (dB) HVAC Duct Free-Space 

 Analytical Simulation Analytical  Simulation 

5 5.15 5.1 2.06 2.12 

10 9.08 8.98 3.24 3.31 

15 13.5 13.02 4.35 4.43 

20 21.6 20.4 6.39 6.46 

25 29.12 27.08 7.96 8.05 

30 35.7 32.77 9.19 9.20 

 

 

Discussion 

 

A simple mechanism for the distribution of mm-wave signals at extremely high data rates 

(630 Mbps for a distance of 8 m) using HVAC ducts in an indoor environment was proposed. 

Channel frequency response for the duct system was obtained and the results showed an 

attenuation of -30 dB, which is very low compared to that of the free space path loss. 

Calculation of other channel parameters and experiments for different MCS and larger distances 

are in progress. However, it suffices to say that the HVAC ducts can serve as a reliable means to 

provide indoor communication at a very high data rate. 

 



 

  

141 

 

9.5 Results for HVAC Duct with a Bend 

 

To validate the model, we performed experiments with a circular HVAC duct of diameter 

12.7 cm made of galvanized steel. For the experiment we used the Tensorcom chipsets TC60G-

USB3-EVB as the transmitter and receiver. The TC60G-USB3-EVB evaluation system includes 

a low-profile SiP having an IEEE 802.11ad/WiGig compliant PHY layer that supports the seven 

single-carrier (SC) PHY modes (MCS_1 through MCS_7) with a top end PHY rate of 1.9 Gbps. 

For the experiments in this work, we have used MCS_2 i.e., 𝜋/2-BPSK with a coding rate of 

1/2. Modulation bandwidth for the transmitted signal is 1760 MHz. The Speed Test application 

provided with the chipset is used to evaluate the RF performance of Tensorcom's EVBs. 

 

Figure 9.10 shows the HVAC duct section bent at angles (a) 45°, (b) 90° and (c) 180°. 

The data recorded using the speed test application generates the experimental RSSI values for 

ducts of length 4 m and 8 m and bend angles 0°(straight), 45°, 90° and 180° (U shape) and 

diameter 12.7 cm with open ends. These values are compared against the theoretical RSSI 

values obtained using (1) and (3) (we consider all the relevant modes) in Table 9.4. Other 

system parameters used are as follows: 𝑅 = 20 𝑐𝑚, 𝜙 = 0°, 45°, 90° and 180°.  
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    (a) 

 
    (b) 

 
    (c) 

Figure 9.10. HVAC duct section bent at angles (a) 45°, (b) 90° and (c) 180° 
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Table 9.4. Comparison of analytical and experimental RSSI for HVAC duct 

Duct Length  

(m) 

Bend Angle  

(degrees) 

Analytical RSSI  

(dBm) 

Experimental RSSI 

(dBm) 

Experimental 

Throughput (Mbps) 

4 0 -32.77 -37 543.70 

4 45 -40.08 -40 542.40 

4 90 -45.22 -44 544.93 

4 180 -41.04 -42 542.63 

8 0 -37.50 -38 543.20 

8 45 -43.91 -44 543.90 

8 90 -48.65 -48 543.50 

8 180 -46.47 -48 542.20 

 

 

To understand the effect of the alignment of the transmitter and the receiver inside the 

HVAC duct which has bends, we performed experiments, by changing the orientation of either 

the transmitter or the receiver and recording the different physical parameters. In this particular 

experiment, we considered the duct bent at 90°. EVM increases as we increase the length of the 

duct. SNR decreases as we increase the length of the duct. RSSI increases as we increase the 

length of the duct. RCPI increases as we increase the length of the duct. Throughput remains 

almost constant as we increase the length of the duct. However small decrease in throughput for 

transmitter launch angle 45 as compared to transmitter (Tx) launch angle 0. 
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Table 9.5. Experimental result for 90° Bent HVAC duct and Tx launch angle 45° 
Length (m) EVM (dB) SNR (dB) RSSI (dBm) RCPI (dBm) Throughput (Mbps) 

1.0668 -5.75 9.37 -39.75 -41.1 640.77 

2.032 -5.04 8.73 -39.95 -41.34 639.56 

3.175 -3.99 7.87 -40.27 -42.25 638.9 

4.0386 -3.67 5.75 -41.26 -43.29 638.87 

4.8514 -3.13 3.92 -42.94 -44.52 637.28 
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