
DUAL MICROPHONE SPEECH ENHANCEMENT ALGORITHMS ON ANDROID-BASED 

DEVICES FOR HEARING STUDY 

by 

Nikhil Shankar 

APPROVED BY SUPERVISORY COMMITTEE: 

___________________________________________ 
Dr. Issa M. S. Panahi, Chair 

___________________________________________ 
Dr. Carlos Busso 

___________________________________________ 
Dr. Mehrdad Nourani 

___________________________________________ 
Dr. P. K. Rajasekaran 



 

 

Copyright 2018 

Nikhil Shankar 

All Rights Reserved 

 



 

 

To my parents, mentors and friends, 

who supported me and believed in me 



 
 
 

 

DUAL MICROPHONE SPEECH ENHANCEMENT ALGORITHMS ON ANDROID-BASED 

DEVICES FOR HEARING STUDY 

 
 
 

by 
 
 
 
 

NIKHIL SHANKAR, BE 

 
 
 
 

DISSERTATION 

Presented to the Faculty of 

The University of Texas at Dallas 

in Partial Fulfillment 

of the Requirements 

for the Degree of 
 
 
 

MASTER OF SCIENCE IN 
 

ELECTRICAL ENGINEERING 
 
 
 
 

THE UNIVERSITY OF TEXAS AT DALLAS 
 

August 2018 



 
 
 

v 

ACKNOWLEDGMENTS 

It was always a dream to do my Master’s in the United States of America and I would like to take 

this opportunity to thank all the people who made this dream come true. It is my pleasure to show 

appreciation towards the people who made this journey at UT Dallas, especially those in the 

Statistical Signal Processing Research Lab (SSPRL), a memorable one.  

Firstly, I would like to express my gratitude to my advisor, Dr. Issa M. S. Panahi for believing in 

me and providing me with the opportunity to work in the SSPRL. This Thesis would not have been 

possible without his support for my study and his knowledge. His innovation, motivation and 

guidance helped me at all times during my research. 

I thank the rest of my thesis committee: Dr. P. K. Rajasekaran, Dr. Mehrdad Nourani and Dr. 

Carlos Busso for your input towards the betterment of my research. 

I would want to thank Dr. Chandan K A Reddy and Dr. Anshuman Ganguly for clarifying my 

doubts and helping me grow at SSPRL. I also thank all my friends who were and are at SSPRL: 

Yiya Hao, Gautam S Bhat, Ram Charan, Abduallah Kucuck, Parth Mishra, Ziyan Zou, Serkan 

Tokgoz, and Holden Hernandez for providing me with helpful solutions and for working as a team. 

Thank you for maintaining a happy work environment for the past two years. Also, I would like to 

recognize Dr. Chandan K A Reddy and Gautam S Bhat for the collaborative efforts and 

contributions in the development of Speech Enhancement Algorithms.  

I would like to thank Inchara Raveendra for her support during the tough times and keeping me 

motivated and happy throughout my journey.  



 

vi 

Finally, I would like to thank my parents, and my relatives for their unconditional love and being 

there for me throughout my life during both my happiest and toughest times. I am what I am 

because of my parents.  

 
This work was supported by the National Institute of the Deafness and Other Communication 

Disorders (NIDCD) of the National Institutes of Health (NIH) under the grant number 

5R01DC015430-02. The content is solely the responsibility of the author and does not necessarily 

represent the official views of the NIH. The author is with the Statistical Signal Processing 

Research Laboratory (SSPRL), Department of Electrical and Computer Engineering, The 

University of Texas at Dallas. 

 

 
June 2018 
 

 

 

 



 
 
 

vii 

DUAL MICROPHONE SPEECH ENHANCEMENT ALGORITHMS ON ANDROID-BASED 
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ABSTRACT 
 
 
 Supervising Professor:  Dr. Issa M. S. Panahi 
 
 
 
 
Speech Enhancement (SE) is a key module in the Hearing Aid (HA) signal processing pipeline 

and improves the listening comfort. Over the last few decades, researchers have developed many 

single and dual-microphone SE techniques. In this thesis, two novel dual-channel SE techniques 

have been proposed and are implemented on Android-based smartphones as an assistive device 

for HA. In the first algorithm, the coherence between speech and noise signals is used to obtain an 

SE gain function, in combination with a Super-Gaussian Joint Maximum a Posteriori (SGJMAP) 

single microphone SE gain function. The second technique uses the Minimum Variance 

Distortionless Response (MVDR) as a Signal to Noise Ratio (SNR) booster for the SE method. 

The considered SE gain is based on the Log Spectral Minimum Mean Square Error Amplitude 

Estimator (Log-MMSE) to improve the speech quality in the presence of different background 

noise. Objective evaluation and subjective results of the developed methods show significant 

improvements in speech quality and intelligibility in comparison with existing SE methods. 
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CHAPTER 1 

INTRODUCTION 

Speech is eventually a communication tool; it gives us the possibility to interact with the world. 

Speech communication in the presence of background noise degrades the quality and intelligibility 

of speech. Quality is a subjective measure which reflects on listener’s preference and Intelligibility 

is an objective measure which predicts the number of words correctly identified by the listeners 

[1]. Audio processing can improve communication by means of enhancing speech. Speech 

Enhancement (SE) plays a vital role in hands-free communication devices such as Hearing Aid 

Devices (HADs), cellular phones, teleconferences and Automatic information systems. In all these 

applications, the goal of SE varies, such as to increase the quality and intelligibility of the speech 

signal, and to improve the performance of speech communication. We can process the speech with 

several microphones (two or more) or only by one. With the progress in technology and the 

increasing demand for permanent reachability and connectivity, the exchange of information via 

speech is feasible nowadays from anywhere at any time. The use of smartphones has become an 

inherent part of daily life. 

Digital signal processing plays a very important role in ensuring a high transmission quality on 

smartphones. The increasing computational performance of the technical devices allows the 

realization of more and more sophisticated and complex algorithms in mobile phones. Depending 

on the Signal-to-Noise-Ratio (SNR), interferences make a conversation uncomfortable for the user. 

In order to manage with such acoustic environments, SE algorithms are implemented in many 

speech communication systems. SE is used to attenuate the intensity of noise while preserving the 
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quality and intelligibility of the speech. Thus, SE or noise reduction is an essential feature in HADs 

and other wearable technology. 

1.1 Motivation  

Records by National Institute on Deafness and Other Communication Disorders (NIDCD) indicate 

that nearly 15% of adults (37million) aged 18 and over report some kind of hearing loss in the 

United States. Amongst the entire world population, 360 million people suffer from hearing loss.  

Researchers have developed numerous solutions for hearing impaired in the form of HADs and 

other hearing assistive devices. Performance of HADs and Cochlear Implants (CI) degrade in the 

presence of background noise, thus reducing the quality and intelligibility of speech [2]. SE plays 

a vital role in suppressing the noise in various stationary and non-stationary environments while 

preserving the speech features.  

Figure 1.1 shows the simplified block diagram of the speech processing pipeline used in the HADs 

which typically has two paths: A Critical path and an Auxiliary path. The algorithms on the Critical 

path ensure continuous operation i.e. real time, while the algorithms present in the Auxiliary path 

 

Figure 1.1 Block Diagram of HAD signal processing pipeline  
 



 

3 

improve/ support the performance of the Critical path. The noisy speech is captured by the 

microphone array and then can be used as an input to both the paths. The critical path has Acoustic 

Feedback Cancellation block, SE block to reduce the background noise, and an Audio 

Compression and Automatic Gain Control block. Direction of Arrival (DOA) Estimation block in 

the Auxiliary path finds the directionality of the source. The final output will be the processed 

signal, transmitted to the HADs. 

1.2 Solution 

The existing HADs lacks the computational power, due to the design constraints and to handle 

obligatory signal processing algorithms. Lately, HADs manufacturers are using a pen or a necklace 

as an external microphone to capture speech and transmit the signal and data by wire or wirelessly 

to HADs [3, 4]. An alternative solution is the use of smartphone which can capture the noisy speech 

data using the two microphones, perform complex computations using the SE algorithm and 

transmit the enhanced speech to the HADs through a wire or wirelessly. 

1.3 Single and Dual Channel Speech Enhancement 

About 10-20 percent of the population suffers from hearing impairment, that is caused by damage 

to inner ear hair cells in the process of aging or exposure to loud noise. The exposure to loud noise 

is mainly in the environments such as traffic from vehicles, machines in an industry, by listening 

to loud music, and engines. When ears are exposed to these types of environments, may lead to 

temporary or permanent hearing loss. HADs amplifies the received speech signal without 

considering the SNR level. In a noisy environment, noise is also amplified along with speech signal 

as hearing-impaired people are incapable of distinguishing the noise and speech signals. 
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As shown in figure 1.1, SE is the main block which concentrates on improving the Speech quality 

and intelligibility and reduces the background noise. SE is being used for more than 30 years. It 

depends on the type of noise, number of microphones and the source speech signal.  Widely used 

methods in Single channel SE are spectral subtraction, Wiener filtering and other statistical-model 

based algorithms [5]. In this thesis, we operate in the frequency domain and Short-Time Fourier 

Transform (STFT) is used to transform the time domain signal to the frequency domain. In the 

statistical-model based methods, a statistical model for the speech Fourier transform coefficients 

are considered. Finally, the spectral magnitude is multiplied with a nonlinear gain function. The 

obtained gain function is used to enhance the speech by optimizing a cost function. Ephraim and 

Malah proposed a new SE method known as the minimum mean square error (MMSE) estimator 

[6] which suppresses non-stationary background noise and improves the perceptual quality of the 

speech signal [7-8]. In this statistical-model based SE techniques, the gain function is a function 

of a priori SNR and a Posteriori SNR. Suppression rules that are derived under a Gaussian model 

are interpreted as spectral estimators in a Bayesian statistical framework to obtain a 

computationally efficient alternative for the MMSE method. In this new method, speech estimation 

is done by applying the joint maximum a posteriori (JMAP) estimation rule [9]. In [10], a super-

Gaussian extension of the JMAP (SGJMAP) is proposed which is shown to outperform algorithms 

proposed in [6, 8]. Spectral amplitude estimators with a super-Gaussian speech model are 

considered. SE based on deep neural networks (DNN) [11] requires rigorous training data, but 

yield supreme noise suppression. The preservation of Spectro-temporal characteristics of speech, 

the quality, and natural attributes remains a prime challenge using such methods. 
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1.4 Thesis Objectives and Outline 

The conventional single microphone SE algorithms have limitations when compared to dual 

channel enhancement techniques, i.e. no information about spatial mixing process, highly 

dependent on the noise power, dependent on the accuracy of Voice Activity Detector (VAD), and 

some of the methods introduces annoying musical noise in a highly non-stationary noise 

environment. In certain conditions, there are no measures taken to counteract the effects of 

reverberation and room impulse response. Thus, dual microphone methodology was considered 

which provide a favorable solution for the above-mentioned disadvantages. Two dual-microphone 

SE methods are proposed in this thesis:  

I. Super Gaussian-Coherence based Dual Microphone Speech Enhancement 

The proposed SE method is based on super-Gaussian joint maximum a Posteriori (SGJMAP) 

estimator [10, 12]. We use the coherence between speech and noise signals to obtain an SE 

gain in combination with the above SGJMAP estimator. We introduce a parameter called 

‘weighting’ factor in the proposed SE gain function that can be varied by the user to control 

the weighted combination, which in turn controls the amount of noise suppression and speech 

distortion. The algorithm is implemented on a smartphone that works as an assistive device to 

hearing aids. 

II. Influence of MVDR beamformer on Log spectral amplitude estimator  

The developed algorithm is a combination of MVDR beamformer and Minimum mean square 

error Log spectral amplitude estimator [8] SE gain function, for suppressing noise and 

extracting the desired speech. The beamformer is used as an SNR booster and the proposed 

method works as a real-time application on Android-based smartphones. 
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The outline of the thesis is as follows: Chapter 2 provides a literature review of single-channel and 

multi-channel SE algorithms. Chapter 3 introduces Super Gaussian-Coherence based dual 

microphone SE method. Its real-time implementation is also discussed along with objective 

measures and subjective tests. Chapter 4 discusses the influence of MVDR beamformer on Real-

time Log-Spectral Amplitude Estimator SE technique. Implementation of smartphone and the 

performance evaluations are discussed. Chapter 5 gives a conclusion on the proposed SE 

techniques.   
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CHAPTER 2 

LITERATURE REVIEW ON SPEECH ENHANCEMENT 

2.1 Overview of Single Channel SE Techniques 

The SE algorithms are developed based on an additive noise signal model and by taking STFT of 

that signal. Figure 2.1 shows the overview of conventional single microphone SE technique. The 

enhanced speech spectrum is given by, 

𝑆* = 𝐺*	𝑌*                                                           (2.1) 

The gain function 𝐺* dictates the performance of the SE algorithm.  

Boll [13] presented a single channel SE (Spectral Subtraction) to enhance the desired speech 

degraded by white noise. Spectral Subtraction algorithm measures the signal present during non-

speech activity and uses it as a noise estimate. Then the noise spectrum is subtracted from the noisy 

speech spectrum, to obtain a clean speech spectrum estimate. This algorithm introduces an 

annoying sound called “musical noise” for listeners. Some subspace algorithms [14] are based on 

the tradeoff between noise reduction and speech distortion. This method is based on the 

decomposition of the noisy speech into two subspaces: signal plus noise subspace and the noise 

subspace. Wiener filtering approach [15, 16] can be fixed or adaptive in nature. In case of fixed 

filters, the design is based on prior knowledge of signal and noise characteristics. Adaptive filters 

require very less a priori knowledge and can adjust its parameters automatically. The work of 

Wiener filters can be extended to the work of Kalman [17] and Bucy. These approaches cannot 

remove the background noise completely. 
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In Statistical model-based methods, the weighting gain function depends on the cost function like 

Minimum Mean Square Error (MMSE), Maximum A Posteriori (MAP) or Maximum Likelihood 

(ML), and finally the statistical characteristics of the speech and the noise signal. Ephraim and 

Malah [6] spectral amplitude estimator has been very popular and is derived based on modeling 

speech and noise spectral components as statistically independent Gaussian random variables. The 

performance of this estimator is further improved by minimizing the MSE of the log-spectra [8]. 

Once the probability density function (pdf) is known, estimation depending on the assumptions of 

parameters can be carried out. If the parameter is assumed to be deterministic, it is known as 

classical estimation, i.e. Maximum-Likelihood (ML) approach [18]. Next, if the unknown 

parameter is a random variable with its own pdf, it is termed as a Bayesian estimator. This 

estimator allows incorporation of prior knowledge about the parameter by assigning a prior pdf. 

These widely used SE techniques give the enhanced speech of higher speech quality but 

compromises on the intelligibility. It is difficult to consider the effects of reverberation and time 

delays using a single microphone, as there is no spatial information. Hence in multi-channel SE 

algorithms, these limitations can be avoided. 

 

Figure 2.1 Conventional single microphone Speech Enhancement 
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2.2 Overview of Multi-Channel SE Techniques 

In the multi-channel SE algorithms, the spatial information of the speech source and the noise 

source can be obtained. Therefore, a good estimate of the Direction Of Arrival (DOA) can be used 

to steer a beam towards the signal source and a null towards the noise source [19]. Beamforming 

techniques assume the above concept, where omnidirectional microphones are considered. 

Conventionally beamforming was used for narrowband applications such as radar. Beamforming 

algorithms can be classified into data-independent and data-dependent beamformers. Data-

independent techniques use fixed parameters, whereas data-dependent beamformers update the 

parameters depending on the input signal. The simplest fixed beamformer is the delay and sum 

beamformer [20], where delayed versions of the microphones are equally combined at the output. 

The first adaptive beamformer used was the constant directivity beamformer [21], which obtains 

an invariable response in a wide frequency band. Then there are superdirective beamformers [22] 

for closely spaced endfire arrays under diffused noisy conditions. Traditionally used beamformers 

are the minimum variance distortionless response (MVDR) beamformer [23], which involves the 

knowledge of noise covariance matrix. We know that adaptive filter methods like LMS, NLMS 

[24] can be used to estimate the clean speech spectrum. Though these methods do not provide 

significant noise suppression, they can be used as SNR boosters. Coherence-based method deals 

with coherent noise suppression, where the speech from two microphones is correlated, while the 

noise is uncorrelated with speech [25]. Multi-channel Blind Source Separation (BSS) is based on 

the information of mixed signals [26]. Independent Component Analysis [27] and Independent 

Vector Analysis are commonly used BSS techniques for linear mixtures and convolutive mixtures 

respectively. 
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CHAPTER 3 

SUPER GAUSSIAN-COHERENCE BASED DUAL MICROPHONE SPEECH 

ENHANCEMENT  

3.1 Introduction  

Amongst the entire world population, we know that 360 million people suffer from hearing loss. 

Over the past decade, researchers have developed many feasible solutions for hearing impaired in 

the form of Hearing Aid Devices (HADs) and Cochlear Implants (CI). However, the performance 

of the HADs degrade in the presence of different types of background noise and lacks the 

computational power, due to the design constraints and to handle obligatory signal processing 

algorithms [2-3]. Lately, HADs manufacturers are using a pen or a necklace as an external 

microphone to capture speech and transmit the signal and data by wire or wirelessly to HADs [28]. 

The expense of these existing auxiliary devices poses as a limitation. An alternative solution is the 

use of smartphone which can capture the noisy speech data using the two microphones, perform 

complex computations using the SE algorithm and transmit the enhanced speech to the HADs. 

There are many existing HADs applications which enhance the overall quality and intelligibility 

of the speech perceived by hearing impaired. Most of these applications use the single microphone 

of the smartphone. Recent progress includes microphone array based SE techniques for better 

noise suppression. But, as the number of microphones increases, so does the cost and 

computational power. A dual microphone methodology was considered which provide a favorable 

solution for improving speech quality. In this work, a two-microphone SE method is presented that 

can be implemented on a smartphone as an application with a user interface. 
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Existing methods like SGJMAP single microphone SE [10] introduce musical noise due to half-

wave rectification problem [29]. A solution to this is the estimation of clean speech magnitude 

spectrum by minimizing the statistical error criterion, as proposed by Ephraim and Malah [6, 8]. 

In [9], a computationally proficient alternative is proposed for SE methods in [6, 8]. In this method, 

super-Gaussian extension of the joint maximum a posteriori (JMAP) estimation rule is proposed 

to estimate the speech. By using the Super-Gaussian model of speech, mean squared error is 

minimized compared to Gaussian model [10]. 

Coherence-based method dealing with coherent noise is appropriate for HADs and CI devices [25]. 

The theory behind these methods is that the speech from the two microphones is correlated, while 

the noise is uncorrelated with speech. Based on this, a gain function is defined to filter the noisy 

speech [25]. Using the coherence-based function, noise is suppressed along with distortion in the 

speech [4]. A weighted combination of the coherence gain function and SGJMAP SE gain resulted 

in better speech quality and intelligibility. The efficiency of this proposed method makes it 

computationally capable of implementing on smartphones to work seamlessly with HADs. 

In this chapter, a parameter called ‘weighting’ factor is introduced in the proposed SE gain function 

that can be varied by the user to control the weighted combination, which in turn controls the 

amount of noise suppression and speech distortion. The parameter can be adjusted depending on 

the background noise. Various objective and subjective evaluations of the proposed method are 

carried out for the comparison of the method against the existing benchmark techniques 

considered.  
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3.2 Conventional SGJMAP Method 

In the SGJMAP [10] method, a non-Gaussianity property in spectral domain noise reduction 

framework is considered for the usage of super Gaussian speech model [30, 31]. Consider noisy 

speech 𝑦(𝑛), with clean speech 𝑥(𝑛) and noise 𝑤(𝑛), 

                                                          𝑦 𝑛 = 𝑥 𝑛 + 𝑤(𝑛)                                                       (3.1) 

The Discrete Fourier Transform (DFT) coefficient of 𝑦(𝑛) for frame 𝜆 and 𝑘89 frequency bin is 

given by, 

                                                        𝑌* 𝜆 = 𝑋* 𝜆 +𝑊* 𝜆                                                     (3.2) 

where 𝑋 and 𝑊 are the clean speech and noise DFT coefficients respectively. In polar coordinates, 

(3.2) can be written as, 

                                          	𝑅* 𝜆 𝑒>?@A B = 𝐴* 𝜆 𝑒>?DA B + 𝐵* 𝜆 𝑒>?FA B                          (3.3) 

 

where 𝑅* 𝜆 , 𝐴* 𝜆 , 𝐵* 𝜆  are DFT amplitude of noisy speech, clean speech and noise 

respectively. 𝜃H* 𝜆 , 𝜃IA 𝜆 , 𝜃J* 𝜆  are the phases of noisy speech, clean speech and noise 

respectively. The purpose is to estimate clean speech magnitude spectrum 𝐴* 𝜆  and its phase 

spectrum 𝜃IA 𝜆 . 𝜆 is dropped in further discussion for swiftness. The JMAP estimator of the 

amplitude and phase jointly maximize the probability of amplitude and phase spectra conditioned 

on the observed complex coefficient given by, 

                                                   𝐴* = 𝑎𝑟𝑔𝑚𝑎𝑥
OA

P(HA|OA,?DA)P OA,?DA
P(HA)

	                                       (3.4) 

                                                    𝜃RA = 𝑎𝑟𝑔𝑚𝑎𝑥
?DA

P(HA|OA,?DA)P OA,?DA
P(HA)

                                      (3.5) 
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Using the super Gaussian speech model, spectral amplitude estimator allows the probability 

density function (PDF) of the speech spectral amplitude to be approximated by the function of two 

parameters 𝜇 and 𝑣. The super-Gaussian PDF [30] of the amplitude spectral coefficient with 

variance 𝜎RA is given by, 

                                                           𝑝 𝐴* = WXYZ

[ \]^
OA
X

_DA
XYZ 𝑒𝑥𝑝 	− WOA

_DA
                                    (3.6) 

where 𝛤 denotes the Gamma function. 

Taking logarithm of (3.4), and differentiating with respect to 𝐴* gives, 

𝑑
𝑑𝐴*

𝑙𝑜𝑔(𝑝(𝑌*|𝐴*, 𝜃IA)𝑝 𝐴*, 𝜃IA ) = 

                                              
	e(HA

∗eOAg
hijDA) e>OAg

ijDA ](HAeOAg
ijDA)(>OAg

hijDA)

_F
k
A

                      (3.7) 

Setting (3.7) to zero and substituting 𝑌* = 𝑅*𝑒>?@A simplifies to 

                                                            lmA
_F
k
A
− lOA

_F
k
A
+ \

OAn
− W

_DA
= 0                                           (3.8) 

On simplifying (3.8), the following quadratic equation is obtained,    

                                                  		𝐴*l +
OA
l_DA

𝜎Jl *𝜇 − 2𝑅*𝜎I* −
\_F

k
A

l
= 0                             (3.9) 

Solving the above quadratic equation and writing in terms of 𝜉* and 𝛾* yields 

                                                  𝐴* = 𝑢 + 𝑢l + \
ltA

𝑅*, 𝑢 = ^
l
− W

u tAvA
                          (3.10) 

where 𝜉* =
_D
k
A

_F
k
A
 is the a priori SNR and 𝛾* =

mA
k

_F
k
A
 is the a posteriori SNR. 𝜎Jl * is estimated using 

a voice activity detector (VAD) [32]. 𝜎I*  is the estimated instantaneous clean speech power 
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spectral density. In [10], 𝑣 = 0.1 and 𝜇 = 1.5 is shown to give better results. The optimal phase 

spectrum and the noisy phase are assumed the same 𝜃IA = 𝜃HA. 

The speech magnitude spectrum estimate is 

                                                                          	𝐴* = 𝐺*	𝑅*                                                    (3.11) 

where    

                                                                 𝐺* = 𝑢 + 𝑢l + \
ltA

                                            (3.12) 

As in [33], it is considered that phase is perceptually insignificant. For the complete derivation of 

the gain function, we refer [10]. 

3.3 Coherence-based gain function. 

Two microphones of Google Pixel placed apart (by about 13 cm) was considered, such that speech 

source and noise source are separated spatially and assumed to be at angles 0 and 𝜃 respectively 

[4], where 00 ≤ 𝜃 ≤ 3600. The noisy speech is defined as, 

                                               𝑦 𝑛 = 	𝑥> 𝑛 +	𝑤>(𝑛)													(𝑗	 = 	1, 2)                               (3.13) 

where j is the microphone index,  𝑥> 𝑛  and 𝑤>(𝑛)	are speech and noise components respectively 

at each microphone. The Short Time Fourier Transform (STFT) of (3.13) is defined as, 

                                          𝑌> 𝜔, 𝑙 = 	𝑋> 𝜔, 𝑙 +	𝑊> 𝜔, 𝑙 									(𝑗 = 1, 2)	                             (3.14) 

where l is the frame index and 𝜔 = 2𝜋𝑛/𝑁, where 𝑛 = 0, 1, 2, … , 𝑁 − 1, 𝑁 is the number of FFT 

points. 𝜔 lies in the range of [−𝜋, 𝜋]. The complex coherence function between the two signals is 

given by, 

                                                  𝛤�Z�k 𝜔, 𝑙 = 	 ��Z�k �,�

(��Z�Z �,� ��k�k �,� )
                                      (3.15) 
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where 𝛷�\ 𝜔, 𝑙  is the cross-power spectral density (CSD) defined as 𝛷�\ 𝜔, 𝑙 =

𝐸 𝑈 𝜔, 𝑙 𝑉∗ 𝜔, 𝑙  and 𝛷�� 𝜔, 𝑙 = 𝐸 |𝑈 𝜔, 𝑙 |l  is the power spectral density (PSD). According 

to [4], the noise and speech components are uncorrelated. Therefore, CSD of the microphone 

signals can be written as, 

                                               𝛷�Z�k 𝜔, 𝑙 = 	𝛷�Z�k 𝜔, 𝑙 +	𝛷�Z�k 𝜔, 𝑙                               (3.16) 

Dividing both sides of (3.16) by (𝛷�Z�Z 𝜔, 𝑙 𝛷�k�k 𝜔, 𝑙 ) and neglecting 𝜔 and 𝑙 we get, 

𝛤�Z�k = 	𝛤�Z�k
𝛷�Z�Z

𝛷�Z�Z +	𝛷�Z�Z

𝛷�k�k
𝛷�k�k +	𝛷�k�k

 

                                                   +	𝛤�Z�k
��Z�Z

��Z�Z]	��Z�Z

��k�k
��k�k]	��k�k

                                   (3.17) 

True Signal to Noise Ratio (SNR) at the jth microphone is given by,   

                                                  𝑆𝑁𝑅> = 	
��i�i
��i�i

								(𝑗 = 1, 2)                                                (3.18) 

Considering the closeness of the two microphones, we can assume that 𝑆𝑁𝑅^ ≈ 	𝑆𝑁𝑅l 	≈ 	 𝑆𝑁𝑅.  

It can be seen that coherence of speech is dominant at high SNR values and that of noise is 

dominant at low SNR values. From an approximation for the coherence value given in [25], (3.17) 

can be written as, 

𝛤�Z�k = 𝑐𝑜𝑠 𝜔𝜏 + 𝑗	𝑠𝑖𝑛 𝜔𝜏
𝑆𝑁𝑅

1 +	𝑆𝑁𝑅
 

                                                    +	 𝑐𝑜𝑠 𝜔𝜏	𝑐𝑜𝑠𝜃 + 𝑗	𝑠𝑖𝑛 𝜔𝜏	𝑐𝑜𝑠𝜃 ^
^]	R�m

	                       (3.19) 
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where 𝜏 = 	𝑓�(𝑑 𝑐), d is the microphone spacing, c is the speed of sound and 𝑓� is the sampling 

frequency. We make use of a suppression filter proposed in [25], where in 2 separate filters are 

used to suppress noise from certain range of 𝜃	values. For 𝜃 values around 900, the suppression 

filter is, 

                                                   𝐺^ 𝜔, 𝑙 = 	1 − ℛ 𝛤�Z�k 𝜔, 𝑙
�(�)

                                    (3.20) 

where ℛ .  is the real part and 𝑃(𝜔) is defined in two frequency bands as, 

                                                         𝑃 𝜔 =	
𝛼���, 𝑖𝑓	 𝜔 ≤  

¡
	

𝛼9¢£9, 𝑖𝑓	 𝜔 >  
¡

                                          (3.21) 

where 𝛼��� and 𝛼9¢£9 are positive integer constants such that 𝛼��� > 𝛼9¢£9	 > 1. When 90¦ <

𝜃 ≤ 180¦, the gain function becomes, 

                                                   𝐺l 𝜔, 𝑙 = 	 𝜇, 𝑖𝑓	ℑ 𝛤�Z�k 𝜔, 𝑙 < 𝑄(𝜔)
1,																																				𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

													         (3.22) 

where 𝑄(𝜔) is defined as, 

                                                           𝑄 𝜔 =	
𝛽���, 𝑖𝑓	 𝜔 ≤  

¡
	

𝛽9¢£9, 𝑖𝑓	 𝜔 >  
¡

.                                        (3.23) 

where 𝛽��� and 𝛽9¢£9 are negative constants such that 𝛽��� > 𝛽9¢£9 > −1. For further details on 

these gain functions, we refer to [25]. The final coherence based gain function is defined as, 

 

                                                          𝐺¯�9 𝜔, 𝑙 = 	𝐺^ 𝜔, 𝑙 𝐺l 𝜔, 𝑙                                       (3.24) 
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3.4 Weighted Combination of  𝑮𝒌 𝝎, 𝒍  and 𝑮𝒄𝒐𝒉 𝝎, 𝒍  

The block diagram of the proposed method is as shown in Figure 3.1. Windowing and STFT is 

applied on to the two microphone signals to convert them to frequency domain [4]. Though the 

coherence based gain function in (3.24) suppresses noise, the speech signal sounds somewhat 

mechanical. The quality of the speech can be retained by using 𝐺*, which is the SGJMAP SE gain, 

but it introduces musical noise for background noise types such as babble or car noise which are 

non-stationary in nature. To bypass this limitation, we introduce a new gain function 

𝐺°¢�±�(𝜔, 𝑙)	given by, 

                                     𝐺°¢�±� 𝜔, 𝑙 = 	𝜛𝐺*(𝜔, 𝑙) + (1 − 𝜛)𝐺¯�9(𝜔, 𝑙)                                (3.25) 

where 𝜛 is the weighting factor that helps the user to switch between noise suppression and speech 

distortion. At high values of 𝜛, the final gain 𝐺°¢�±�(𝜔, 𝑙) results in good noise suppression and 

limited speech distortion. 

 
 

Figure 3.1 Block Diagram of Proposed SE Method 
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We reconstruct the signal by considering the phase of the noisy speech signal. The final clean 

speech estimate is, 

𝑋* = 𝐺°¢�±�	𝑌*                                                                     (3.26) 

The time domain reconstruction signal 𝑥(𝑛) is obtained by taking Inverse Fast Fourier Transform 

(IFFT) of 𝑆*.  

3.5 Smartphone implementation to function as an assistive device to HA 

In this work, Google Pixel with Android 7.1 Nougat operating system is considered as an assistive 

device for HA. The above device has an M4/T4 HA Compatibility rating and meets the 

requirements set by Federal Communications Commission (FCC) [34]. The noisy speech was 

considered at the sampling rate of 48 kHz and 20 ms frames with 50% overlap. The computational 

time for each frame is around 12 ms on Pixel. The parameter values are hard coded based on [10]. 

The values of 𝑣 and 𝜇 are set as 0.1 and 1.5 respectively for the test results but can be varied 

depending on the noisy environment. The range of 𝜛 is from 0 to 1. At 𝜛 = 0.3 it is seen to 

provide better results. Fig. 3.2 shows a screenshot of the application implemented on Google Pixel. 

Turning on the ‘OFF’ button enables SE method to process the incoming audio stream by applying 

the proposed SE algorithm on the magnitude spectrum of noisy speech. The enhanced speech 

signal is then played back through the HAD or through any headphones for normal hearing people. 

The smartphone application consumes low power because of the computational efficiency of the 

developed algorithm. The audio streaming is encoded for Bluetooth low energy consumption.  
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3.6 Experimental Results and Discussion  

3.6.1 Objective Evaluations 

Realistic recordings of machinery and babble noise are added to speech signals taken from IEEE 

corpus [35] and TIMIT database. For the objective measure of quality of speech, we use Perceptual 

Evaluation of Speech Quality (PESQ) [36]. Coherence Speech Intelligibility Index (CSII) [37] is 

used to measure the intelligibility of speech. PESQ ranges between -0.5 and 4.5, with 4.5 being 

high speech quality. CSII ranges between 0 and 1, with 1 being high intelligibility. Figure 3.3 

shows the plots of PESQ and Figure 3.4 shows the plots of CSII versus SNR for three noise types. 

In comparison with single and dual microphone SE methods such as log-MMSE and coherence 

based techniques respectively, the proposed method gives better values of PESQ and CSII as 

shown in Figure 3.3 and Figure 3.4 respectively for machinery, babble, and traffic noise types.  

 

 

 

Figure 3.2 Snapshot of the developed SE application 
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3.6.2 Subjective Evaluations 

Along with objective measures, we perform Mean Opinion Score (MOS) tests on 20 normal 

hearing both male and female subjects. They were presented with noisy speech and enhanced 

speech using the proposed, log-MMSE and coherence methods at different SNR levels of -5 dB, 0 

dB, and 5 dB. The subjects had to choose a suitable 𝜛 based on the level of comfort, but were also 

instructed regarding the standard value.  

Each subject was instructed to score in the range 1 to 5 for the different audio files based on the 

following criteria: 5 being excellent speech quality and imperceptible level of distortion. 4 for 

good speech quality with perceptible level of distortion. 3 stood for fair speech quality with 

mediocre level of distortion. 2 for poor speech quality with lot of disturbances, causing uneven 

distortions. 1 having the least quality of speech and intolerable level of distortion. Subjective test 

results are shown in Figure 3.5, which illustrates the effectiveness of the proposed method in 

various background noise, simultaneously upholding the speech quality and intelligibility.  
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         a) 

 
       b) 

 
c)  

 
Figure 3.3 Comparison of PESQ scores a) Machinery Noise b) Babble Noise and c) Traffic Noise 
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a) 

 
b) 
 

 
c) 

 
Figure 3.4 Comparison of CSII scores a) Machinery Noise b) Babble Noise and c) Traffic Noise 
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Figure 3.5 Comparison of Subjective Test scores   
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3.6.3 Analysis and Discussion 

Time domain plots: Time domain is the analysis of signals with respect to time. In time domain, 

the signal is known for real numbers, against either continuous time or discrete time. A time 

domain plot shows how the signal changes with time. The results are shown in Fig. 3.6 using time 

domain plots in MATLAB. Actual recorded machinery noise is mixed synthetically with clean 

speech obtained from TIMIT database sampled at 16 KHz at an SNR of 0 dB. 

 

PESQ Plot Analysis with Different values of 𝝕 

In this part, we see the detailed analysis of the proposed method which considers different values 

for the weighting parameter. In this evaluation, we vary the 𝜛 for 3 different Noise types 

(Machinery, Babble, and Traffic) at -5, 0, and 5 dB SNR. 10 clean speech files obtained from the 

TIMIT database are considered. We calculate the PESQ values by varying 𝜛 from 0 to 1 in terms 

of 0.1. For all the three noise type, we have seen that by setting 𝜛 low, can achieve maximum 

PESQ values. For the machinery noise file,  𝜛 = 0.3, for the babble noise file 𝜛 = 0.3 yielded 

maximum PESQ value for all 10 files. In presence of traffic noise, 𝜛 varies for different SNR to 

achieve maximum PESQ. These tests and results supported our claim that proposed SE method 

and its application is user adaptive based on the background noise. Figure 3.7 shows the surface 

plots for different noises for attaining optimal PESQ value 
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Figure 3.6 Time domain plots of Clean Speech, Noisy Speech and Enhanced Output using 
Machinery Noise at -5 dB SNR 
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a) Machinery Noise  

  

b) Babble Noise  
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3.7 Chapter Conclusion 

A Noise Dependent Super Gaussian - Coherence based dual microphone SE algorithm was 

developed with a weighting factor in the gain function. The obtained gain allows HAD user to 

control the amount of noise suppression and speech distortion. The proposed algorithm can run on 

a smartphone device in real time, which works as an assistive device for HA. The weighting 

parameter permits the smartphone user to control the amount of noise suppression (quality) and 

speech distortion (intelligibility). The objective and subjective evaluations verify the proposed 

method to be an apt option to use for hearing aid application in the real-world noisy environment. 

 

 

c) Traffic Noise  
 

Figure 3.7 Choice of weighting parameter for attaining optimal value of PESQ 
a) Machinery Noise b) Babble Noise c) Traffic Noise 
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CHAPTER 4 

INFLUENCE OF MINIMUM VARIANCE DISTORTIONLESS RESPONSE 

BEAMFORMER ON LOG SPECTRAL AMPLITUDE ESTIMATOR  

4.1 Introduction 

Over the last few decades, researchers have developed beamforming algorithms, which can be 

classified into fixed and adaptive beamformers. Fixed beamformers have static filter coefficients 

and signal independent spatial response [23]. The isotropic model, which is a first-order 

approximation of real noise fields, is commonly used in these beamformers and the noise field is 

not known. The beamforming filter coefficients can be changed, leading to the second class of 

adaptive beamformers. Among several SE techniques, adaptive beamformers are commonly used 

to improve the performance of the algorithm. The MVDR beamformer [38-41] has wide range 

applications for extraction of desired speech signals in noisy environments. The MVDR 

beamformer, known as Capon beamformer [42], dating back to 1980s, minimizes the output power 

of the beamformer under a single linear constraint on the response of the array towards the 

preferred signal. This spatial filtering process plays a critical role in extracting the signal of 

interest, suppressing ambient noise, and separating multiple sound sources. MVDR beamformer 

requires less a priori knowledge, which makes it practical for implementing it as a smartphone-

based SE application for HADs. 

The proposed algorithm is a combination of MVDR beamformer and Minimum mean square error 

Log spectral amplitude estimator (Log-MMSE) SE gain function, for suppressing noise and 

extracting the desired speech. This method is computationally efficient and helps in achieving 

minimal speech distortion for the hearing-impaired. Performance of the proposed method is 
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compared against standard techniques of SE for speech quality and intelligibility. Subjective 

evaluations show promising results of the real-time application. 

4.2 Proposed SE Gain Function 

In the smartphone application, signals captured by the two microphones is composed of both clean 

speech and the background noise. Figure 4.1 shows the block diagram of the proposed method 

implemented on android based smartphone. We consider a signal model with the first microphone 

as the reference point, the signal received by the 𝑛89 microphone (𝑛 = 1, 2) can be written as, 

                                     𝑦� 𝑡 = 	 𝑠� 𝑡 +	𝑤� 𝑡 = 𝑠 𝑡 − 𝜏� +	𝑤� 𝑡 	                                   (4.1) 

where 𝑦� 𝑡 , 𝑠� 𝑡  and 𝑤� 𝑡  are noisy speech, clean speech and noise signals respectively picked 

up by the 𝑛89 microphone at time t. Let 𝜏¦ be the relative time delay between the two microphones 

given by 𝜏¦ = 	𝛿/𝑐 with 𝛿 as the spacing between the two microphones and 𝑐 being the speed of 

sound in air. The signals are considered to be zero mean and real, noise signal 𝑤� 𝑡  are assumed 

to be uncorrelated with 𝑠� 𝑡 .  

For efficient performance, the signals are transformed to frequency domain and are re-written as, 

𝑌� 𝜔 = 	𝑆� 𝜔 +	𝑊� 𝜔  

                                                             =	𝑒e> �e^ �·¸ ¯�� ?¹ 𝑆 𝜔 +𝑊� 𝜔                            (4.2) 

where Y» ω , S» ω , W» ω  are the Fourier transforms of  y» t , s» t , w» t  respectively. 

 ω = 2πf is the angular frequency. Equation (4.2) can be rearranged into vector form as follows, 

𝑌 𝜔 ≜ 𝑌 𝜔 					𝑌l 𝜔 Å 

                                                                  = 𝑑?¹ 𝜔 𝑆 𝜔 +𝑊(𝜔)                                        (4.3) 



 

30 

where the superscript 	Æ is the transpose operator and 𝑆 𝜔 = 𝑆^ 𝜔 		𝑆l 𝜔 Å,	 and 𝑊 𝜔 =

𝑊 𝜔 		𝑊l 𝜔 Å 

                                                    	𝑑?¹ 𝜔 ≜ 1					𝑒e>�·¸ ¯�� ?¹ 	 	Å                                          (4.4) 

is the steering vector and the noisy signal 𝑊(𝜔), is defined similar to 𝑌(𝜔). 𝜃Ç is the angle of 

incidence of the source at the plane of microphones. Since the signals are assumed to be 

uncorrelated, the correlation matrix of 𝑌(𝜔) can be determined by the method explained in [23]. 

4.2.1 MVDR beamformer 

The goal of beamforming is to extract the desired speech signal, by applying a linear filter to 

noisy speech. The output of the beamformer is given by, 

𝑍 𝜔 = 𝐻�∗ 𝜔
l

�Ê^

𝑌� 𝜔 = 𝐻Ë𝑌																																											 

                                                                = ℎË 𝜔 𝑑?¹ 𝜔 𝑆 𝜔 + ℎË 𝜔 𝒘 𝜔   (4.5) 

where 𝑍 𝜔  is the output of the beamformer, ℎË 𝜔 𝑑?¹ 𝜔 𝑆 𝜔  is the filtered speech signal, 

and ℎË 𝜔 𝒘 𝜔  is the residual noise. 

The MVDR beamformer output can be obtained by minimizing the variance on either side of 

(4.5), or the residual noise with the constraint that the signal from the desired direction is without 

any distortion. In this work, we consider the minimization of variance of the residual noise. 

                                         min
9(�)

𝐸 ℎË(𝜔)𝒘 𝜔 l  subject to ℎË(𝜔)𝑑?¹ 𝜔 	 = 1                    (4.6) 

E[.] denotes mathematical expectation. Using a Lagrange multiplier to adjoin the constraint to 

the objective function, then differentiating with respect to ℎ 𝜔 , and equating the result to zero, 

(4.6) can be reduced to, 
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                                                      ℎ 𝜔 =
Ð𝒘hZ(�)Çj¹ �

Çj¹
Ñ � Ð𝒘hZ(�)Çj¹ �

                                                   (4.7) 

where Γ𝒘	 𝜔 = Φ𝒘(𝜔)/𝜙J^(𝜔) is the pseudo-coherence matrix of the noise with Φ𝒘 𝜔 =

𝐸 𝒘(𝜔)𝒘Ë(𝜔)  and 𝜙J^ 𝜔 = 𝐸 𝑊 (𝜔) l . 

4.2.2 Gain function based on Log-Spectral Amplitude Estimator   

In the Log-MMSE method, speech and noise models are considered to be statistically 

independent Gaussian Random Variables [43]. The aim is to minimize the mean squared error of 

log magnitude spectra between estimated and true speech. The input is taken to be the output of 

the MVDR beamformer 𝑧(𝑛), which contains filtered speech signal 𝑠Ö(𝑛),	and some residual noise 

𝑤Ö(𝑛),  

                                                   𝑧 𝑛 = 𝑠′ 𝑛 + 𝑤Ö(𝑛)                                                       (4.8) 

The noisy 𝑘89 Discrete Fourier Transform (DFT) coefficient of 𝑧(𝑛) for frame 𝜆 is given by, 

	𝑍* 𝜆 = 𝑆′* 𝜆 +𝑊*
Ö 𝜆                                                       (4.9) 

Where S′ and W′ are the input speech and noise DFT coefficients. In polar coordinates, (4.9) can 

be written as, 

𝑅* 𝜆 𝑒>?ØA B = 𝐴* 𝜆 𝑒>?ÙÚA B + 𝐵* 𝜆 𝑒
>?FA

Ú (B)	                         (4.10) 

 

Where 𝑅* 𝜆 , 𝐴* 𝜆 , 𝐵* 𝜆  are magnitude spectra of noisy speech, input signal and noise 

respectively. 𝜃Û* 𝜆 , 𝜃RÖA 𝜆 , 𝜃JAÚ(𝜆) are the phase spectra of noisy, input speech and noise 

respectively. Looking at the estimator	𝐴*, which minimizes the distortion measure as explained in 

[8], the mean-square error of the log-magnitude spectra is given by, 
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𝐸	 𝑙𝑜𝑔	𝐴* 	− 	𝑙𝑜𝑔	𝐴*
l

                                                     (4.11) 

Where, 𝐴* is the 𝑘89 bin of magnitude spectrum, and 𝐴* is the 𝑘89 bin of estimated clean speech 

magnitude spectrum. The optimal log-MMSE estimator can be obtained by evaluating the 

conditional mean of the 𝑙𝑜𝑔 𝐴*, that is, 

𝑙𝑜𝑔 𝐴* = 𝐸{𝑙𝑜𝑔	𝐴*	|𝑍* 𝜆 }	                                            (4.12) 

Hence, the estimate of the speech magnitude is given by, 

𝐴* = 𝑒𝑥𝑝	 𝐸 𝑙𝑜𝑔 𝐴*|	𝑍* 𝜆                                          (4.13) 

Solving the above expectation, the final estimate of speech magnitude spectrum according to [8] 

is given by, 

𝐴* 	=
vA

vA]^
	𝑒𝑥𝑝 	^

l
	 ghÞ

8
ß
\A

𝑑𝑡 𝑅*                                       (4.14) 

≜ 𝐺*𝑅* 

Where  𝑣* =
vA
^]v

𝛾*  here  𝜉* =
_ÙÚ
k
A

_F
k
A
 is the a priori SNR and  

𝛾* =
mA
k

_F
k
A
 is the a posteriori SNR. 𝜎Jl * is estimated using a voice activity detector (VAD) [32]. 

𝜎RÖ* is the estimated instantaneous clean speech power spectral density. The optimal phase 

spectrum is the noisy phase spectrum itself 𝜃RA = 𝜃HA.The final clean speech estimate is, 

𝑆′* = 𝐺*	𝑍*                                                      (4.15) 

The time domain reconstruction signal 𝑠′(𝑛) is obtained by taking inverse Fourier Transform of 

𝑆′*. 
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4.3 Real Time Implementation on Smartphone to Function as an Assistive Device to HA 

In this chapter, Google Pixel running Android 7.1 Nougat operating system is considered as an 

assistive device. Two microphones (13 cm apart) on the smartphone capture the audio signal, 

process the signal and transmit the enhanced signal to the HADs. The smartphone device 

considered has an M4/T4 HA Compatibility rating and meets the requirements set by Federal 

Communications Commission (FCC). Android Studio [44] is used for implementation of the SE 

algorithm on the smartphone. An inbuilt android audio framework was used to carry out dual 

microphone input/output handling. The input data is acquired at 48 KHz sampling rate and a 10ms 

frame, with FFT size to be 512 is considered as the input buffer. Figure 4.2 shows the screenshot 

of the proposed SE method implemented on Pixel smartphone. When the button is in “ON” mode, 

the microphone will record the audio signal and playback to the HADs without any processing. 

There is another button present on the screen to apply the developed SE algorithm to enhance the 

audio stream. The enhanced output signal is then played back to the HADs. Initially, when the SE 

algorithm is turned on, the algorithm uses approximately 3 seconds to estimate the noise variance. 

 
 

 
Figure 4.1 Block Diagram of the Proposed SE Method 
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Hence, we assume there is no speech activity during this time. The smartphone application is 

computationally efficient and consumes less power.  

 

 

Figure 4.2 Snapshot of developed SE method 

4.4 Experimental Results 

4.4.1 Objective Evaluation 

The performance of the proposed method is evaluated by comparing with dual microphone 

coherence [25] and Log-MMSE [8] methods, promising results are seen. The objective evaluations 

are performed for 3 different noise types: machinery, multi-talker babble, and traffic noise. The 

plotted results are the average over different speech signals from the TIMIT database. The audio 

files are sampled at 16 kHz, and 10 ms frames with 50% overlap are considered. Perceptual 
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evaluation of speech quality (PESQ) [36] and short time objective intelligibility (STOI) [45] are 

used to measure the quality and intelligibility of the speech respectively. PESQ ranges between -

0.5 and 4.5, with 4.5 being high perceptual quality. Higher the score of STOI better the speech 

intelligibility. Figure 4.3 shows the plots of PESQ and Figure 4.4 shows the plots of STOI versus 

3 different SNR for the 3 noise types. PESQ and STOI values show substantial improvements over 

other methods for all three noise types considered. Objective and Intelligibility measures state the 

fact that the proposed SE method suppresses more noise with minimal speech distortion.  

4.4.2 Subjective Test setup and Evaluation 

Subjective measures give information about the practical usability of our application in real-

time. Thus, Mean Opinion Score (MOS) tests [46] was performed on 10 normal hearing subjects 

including 5 male and 5 female adults. They were presented with noisy speech and enhanced speech 

using the proposed, coherence and Log-MMSE methods at different SNR levels of -5 dB, 0 dB, 

and 5 dB. The audio files were played on headphones for the subjects. Each subject was instructed 

to rate between 1 and 5 for each audio file based on the following criteria: 5 being excellent speech 

quality and imperceptible level of distortion. 1 having the least quality of speech and intolerable 

level of distortion. This test provided a good comparison between the proposed method and other 

existing methods. Subjective test results in Figure 4.5 illustrate the effectiveness of the proposed 

method in reducing the background noise, simultaneously preserving the quality and intelligibility 

of the speech.  
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a) 

 
b) 

 
c) 
 
 

Figure 4.3 Comparison of PESQ scores for (a) Machinery noise, (b) Babble noise and (c) 
Traffic noise 
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a) 

 
b) 

 
c) 
   Figure 4.4 Comparison of STOI scores for (a) Machinery noise, (b) Babble noise and (c) Traffic 

noise 
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Figure 4.5 Comparison of Subjective results 
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4.4.3 Time-domain plots 

 

Figure 4.6 Time domain plots of Clean Speech, Noisy Speech and Enhanced Output using 
Babble Noise at 0 dB SNR 

 

4.5 Chapter Outcomes 

An MVDR beamformer based dual microphone SE algorithm was developed and implemented on 

a smartphone as a real-time application. This method can act as an assistive device for HADs. 

Objective and Subjective evaluations verify that the proposed method can be used as a solution to 

enhance the speech in real-world noisy environments. 
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CHAPTER 5 

CONCLUSION 

In this thesis, dual microphone Speech Enhancement techniques are developed and are 

implemented on Android-based smartphones to work as an assistive device to Hearing Aids.  

In Chapter 3, a dual microphone SE was proposed that makes use of the coherence-based function 

to suppress noise with minimal speech distortion. The proposed SE method makes use of the gain 

function of the new super-Gaussian Joint Maximum a Posteriori (SGJMAP). The combined SE 

method is implemented on an Android-based smartphone to work in real-time. The weighted union 

of these two gain functions strikes a balance between noise suppression and speech distortion. A 

weighting parameter introduced in the derived gain function allows the smartphone user to control 

the weighting factor based on different background noise and their comfort level of hearing. 

In Chapter 4, the two-microphone minimum variance distortionless response (MVDR) 

beamformer was used as an SNR booster to the SE algorithm. The computational efficiency of the 

algorithm allows this setup to be implemented on a smartphone. When the microphone array and 

the speech source take the end-fire setup, best performance can be observed when compared to 

other algorithms that use only single microphone. The limitation of this approach is, it works well 

only in the end-fire case.  

The objective and subjective results of the proposed methods show significant improvements and 

prove the usability of the developed application in real-world noisy conditions.  
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