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Abstract Electromagnetic ion cyclotron (EMIC) waves play an important role in the dynamics of
ultrarelativistic electron population in the radiation belts. However, as EMIC waves are very sporadic,
developing a parameterization of such wave properties is a challenging task. Currently, there are no dynamic,
activity-dependentmodels of EMIC waves that can be used in the long-term (several months) simulations, which
makes the quantitative modeling of the radiation belt dynamics incomplete. In this study, we investigate
Kp, Dst, and AE indices, solar wind speed, and dynamic pressure as possible parameters of EMIC wave
presence. The EMIC waves are included in the long-term simulations (1 year, including different geomagnetic
activity) performed with the Versatile Electron Radiation Belt code, and we compare results of the simulation
with the Van Allen Probes observations. The comparison shows that modeling with EMIC waves,
parameterized by solar wind dynamic pressure, provides a better agreement with the observations among
considered parameterizations. The simulation with EMIC waves improves the dynamics of ultrarelativistic
fluxes and reproduces the formation of the local minimum in the phase space density profiles.

1. Introduction

Earth’s outer radiation belt includes a highly variable population of trapped relativistic (~1 MeV) and ultrare-
lativistic (> 3 MeV) electrons. Major variations in electron fluxes generally happen during geomagnetic
storms and may exceed several orders of magnitude [Reeves et al., 2003]. The electrons of such high energies
can damage spacecraft instrumentation [Baker et al., 1987]. However, despite the importance of space
infrastructure, accurate modeling of flux variability at both relativistic and ultrarelativistic energies still
remains a challenging task [e.g., Drozdov et al., 2015].

Previous studies discussed that the dynamics of ultrarelativistic electrons can be different from the relativistic
population. For instance, Baker et al. [2013a] showed that a very narrow, unexpected third belt consisting of
ultrarelativistic electrons can be formed and can exist for over a month. Shprits et al. [2013] suggested that
various physical processes determines the evolution of ultrarelativistic electrons, and additional scattering
due to electromagnetic ion cyclotron (EMIC) wave-particle interaction is required to explain the formation
of the third belt. Evidence that an additional loss mechanism is necessary to explain the ultrarelativistic
electrons dynamics was also discussed by Drozdov et al. [2015]. The authors showed that their model fluxes
of ultrarelativistic electrons were significantly larger than the observed values; the corresponding decay rates
significantly overestimated the observations when, for the relativistic electrons, decay rates were in agree-
ment with the measurements. Recently, Shprits et al. [2016] included EMIC waves into a numerical simulation
of the outer radiation belt fluxes and reproduced the different observed dynamics of relativistic and ultrare-
lativistic electrons during the January 2013 magnetic storm.

Theory showed that EMIC waves are very effective at multi-MeV electron scattering and may play an impor-
tant role in ultrarelativistic electron dynamics [Lyons and Thorne, 1972; Summers and Thorne, 2003; Ukhorskiy
et al., 2010]. EMIC wave scattering is fast at low pitch angles and significantly slower at high pitch angles,
causing a narrowing in electron pitch angle distribution, more pronounced at high energies [Usanova
et al., 2014]. Acting as a rapid local loss process, EMIC waves can produce a deepening local minimum of
phase space density (PSD) [Shprits et al., 2017]. At the same time, the lower energy electrons (≤1 MeV) are
generally unaffected by EMIC waves [Horne and Thorne, 1998; Meredith et al., 2003].
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In contrast to event-specific simulations, a long-term simulation (several months) includesmany different geo-
magnetic events covering various cases of the radiation belts dynamics. Different processes in the long-term
simulation can be described using statistical models of wave and plasma properties. In particular, the global
radial and local pitch angle and energy diffusion is described by diffusion coefficients derived from statistical
observations of various plasma wave modes (e.g., ULF and whistler) under different geomagnetic conditions.
Previous studies using this simulation approach [Subbotin et al., 2011; Kim and Shprits, 2013] showed a reason-
ably good agreement between the model relativistic electron fluxes and observations. However, EMIC waves
were not included in those simulations, because they are often quite localized and transient [Blum et al., 2016],
which makes EMIC waves difficult to include in long-term modeling. Without additional loss source of ultra-
relativistic electrons, the model flux overestimated the observations [Drozdov et al., 2015]. Hence, the parame-
terization of EMIC wave presence is necessary for accurate modeling of radiation belts.

Quasi-linear simulations with parameterized EMICwaves have been performed before. Kersten et al. [2014] pre-
sented a long-term simulation of ultrarelativistic electron fluxes with EMIC waves parameterized by Kp index.
The parameterization was based on statistical wave parameters obtained from the Combined Release and
Radiation Effects Satellite (CRRES) measurements. However, the results of the simulation were not compared
with observations.Ma et al. [2015] simulated the ultrarelativistic electron flux decay during the 10 day interval
from 6 to 16 March 2013 and used amplitude and spectral characteristics of EMIC waves from Meredith et al.
[2014]. EMIC wave activity was parameterized by the Kp index and included in the simulation only when
Kp ≥ 2 (~16% of the time) at L*≥4 (L* is the generalized L value [Roederer, 1970]). However, Thorne et al.
[2013a] reproduced the decay of ultrarelativistic electron fluxes during another period from 7 to 19
September 2012, using only scattering by hiss waves, despite the fact that Kp index during this period was lar-
ger than or equal to 2, even more often (~27% of the time). However, Usanova et al. [2012] showed that Kp
index is not a good predictor for EMIC wave occurrence. Hence, the Kp index may not accurately describe
the presence of EMIC waves. In addition, Ma et al. [2015] used a relatively small constant EMIC intensity of
0.1 nT2 in their simulation. However, larger amplitude (Bw), ~1 nT waves are commonly observed [e.g.,
Fraser and Nguyen, 2001; Usanova et al., 2008; Ukhorskiy et al., 2010; Meredith et al., 2014] and even larger
[Engebretson et al., 2015]. In this paper, we investigate EMIC waves of various Bw in the long-term simulations.

Besides the Kp index, the EMIC wave activity can be parametrized by other geomagnetic indexes or other
drivers of magnetospheric dynamics. Several papers focused on the relationship between EMIC wave obser-
vations and the AE index, SYM-H (or Dst index), and solar wind parameters [e.g., Usanova et al., 2008, 2012;
Halford et al., 2010, 2016; Tetrick et al., 2017]. The authors found a correlation between considered para-
meters; however, the question of which parameter determines the presence of the EMIC waves is still open.

In this study, we perform multiple long-term simulations using various parameterizations of EMIC wave
presence using Kp, Dst, and AE indices, solar wind speed, and dynamic pressure. In addition, for each parame-
terization, we perform several runs with various EMIC waves at Bw. A selection of the best parameterization is
based on the comparison of the simulation results and observations. To find this, we calculate the mean
absolute error between simulation and observations accompanied by a direct comparison of the model
and observed electron fluxes, pitch angle distributions, and phase space densities.

2. Observations
2.1. Van Allen Probes

The Van Allen Probes [Mauk et al., 2013] mission was launched on 30 August 2012, to study the dynamical
evolution of the radiation belts. The spacecraft are equipped with identical sets of instruments designed
for monitoring the radiation belt particle and wave environment. Particles with energies ranging from hot
to ultrarelativistic are measured using the Energetic particle, Composition, and Thermal plasma (ECT) suite,
which includes Magnetic Electron Ion Spectrometer (MagEIS) and Relativistic Electron Proton Telescope
(REPT) instruments [Baker et al., 2013b; Blake et al., 2013; Funsten et al., 2013].

In the current study, we usemeasurements of electrons in the energy range from ~30 keV to ~4 MeV from the
MagEIS instrument and from 1.8 MeV to 10s of MeV from the REPT instrument. Based on pitch angle resolved
flux measurements, PSD is calculated for a wide spatial range of L* from ~1 to 5.5 using the TS07D magnetic
field model [Tsyganenko and Sitnov, 2007].
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3. Methodology
3.1. The VERB Code

The evolution of electron distribution function or phase space density (PSD) can be described using the
Fokker-Planck equation [Schulz and Lanzerotti, 1974]. Wave-particle interactions may violate all three adia-
batic invariants and can result in radial transport, local acceleration, or loss of electrons. The 3-D Fokker-
Planck equation takes into account described processes. In particular, it includes radial diffusion caused by
ultralow frequency (ULF) waves, pitch angle, energy, and mixed diffusion caused by whistler and EMIC waves
and particle losses in the atmosphere or at the magnetopause boundary.

The Versatile Electron Radiation Belt (VERB) code [Subbotin and Shprits, 2009] is designed to model the radia-
tion belt dynamics by solving the Fokker-Planck equation numerically. Subbotin and Shprits [2009] solved the
3-D Fokker-Planck equation by separating it into the radial and local diffusion operators on two grids. Both
operators were written in terms of L*, where radial diffusion simulations were conducted on a grid of constant
adiabatic invariants, while pitch angle and energy simulations were performed on a grid which is orthogonal
in pitch angle and energy. Most of the 3-D diffusion codes [e.g., Su et al., 2011; Tu et al., 2013; Glauert et al.,
2014] used this approach. However, Subbotin and Shprits [2012] suggested the improvement of 3-D simula-
tions using a single grid of modified adiabatic invariants. This approach was included into the VERB code and
allowed to exclude the interpolation between the numerical grids since the interpolation can either lead to
numerical errors or unstable behavior of the code.

In this formulation, the Fokker-Planck equation on the single grid can be written as
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where f is the three-dimensional PSD; V and K are the modified adiabatic invariants, V≡μ · (K+0.5)2,
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= K þ 0:5ð Þ2 is the Jacobian of the transformation from an adiabatic invariant system (μ, J, Φ); RE is the Earth’s
radius; B0 = 0.3 G is the field on the equator at the Earth’s surface, c is the speed of light; and f/τ is the loss
term, where τ represents the electron’s lifetime inside the loss cone and is equal to a quarter of the bounce
period. V and K are convenient for numerical calculations and definition of the boundary conditions because
K is independent of the particle’s energy, and V is weakly dependent on the particle’s pitch angle.

3.2. Diffusion Coefficients

The Kp-dependent radial diffusion coefficient adopted from Brautigam and Albert [2000] was previously used
in VERB code long-term simulations (100–200 days) [e.g., Subbotin et al., 2011; Kim and Shprits, 2013], and the
model results agreed well with the observations of relativistic electron fluxes. Drozdov et al. [2017] showed
that using newer radial diffusion parameterization by Ozeke et al. [2014] does not significantly change the
results of the long-term (1 year) VERB simulations which are more sensitive to the local processes, such as
wave-particle interactions with whistler mode waves. Consistent with previous studies, we use radial diffu-
sion coefficients from Brautigam and Albert [2000].

The simulation takes into account dayside and nightside chorus waves that produce diffusion outside the
plasmasphere. Inside the plasmasphere, the simulations include hiss waves, lightning-generated whistler
waves, and anthropogenically generated very low frequency (VLF) waves. The bounce-averaged diffusion
coefficients for those waves are computed using the Full Diffusion Code [Shprits and Ni, 2009]. The chorus
and the hiss wave frequency and amplitude statistical model is obtained based on the Van Allen Probes mea-
surements [Spasojevic et al., 2015; M. Spasojevic, personal communication, 2016]. The wave spectrum and
wave normal angle distributions are defined by Gaussian function. The wave intensity is defined as a function
of Kp index. Wave frequency, intensity, and wave normal angle distribution for VLF plasma waves and
lightning-generated whistlers are taken from Subbotin et al. [2011]. The location of the plasmapause is calcu-
lated following Carpenter and Anderson [1992].
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The diffusion coefficients for helium band EMIC waves are calculated with the spectral properties from
Meredith et al. [2014], similar to those in Ma et al. [2015] at a fixed Bw

2 of 0.1 nT2. The spectrum is approxi-
mated by Gaussian function. A central frequency, frequency bandwidth, and lower and upper cutoff frequen-
cies are 3.6 fO+, 0.25 fO+, 3.35 fO+, and 3.85 fO+, where fO+ is oxygen gyrofrequency. The coefficients are scaled
according to these waves’ magnetic local time (MLT) distribution (25%) and wave occurrence rate (2%) fol-
lowing Meredith et al. [2014]. It should be noted that Bw

2, MLT distribution, and wave occurrence rate are lin-
ear multipliers in the EMIC wave diffusion coefficients. The contribution for each of those three factors is
independent and results in a single multiplier of the diffusion coefficients. Summers and Thorne [2003]
showed that multi-ion (H+, He+, and O+) plasma plays an important role in EMIC wave dispersion relation
and affects the electron minimum resonant energy. In this study, the ion composition used in the diffusion
coefficient computation is assumed to be 70% H+, 20% He+, and 10% O+ following Meredith et al. [2003].

3.3. Simulations

We performed a number of long-term simulations with and without EMIC waves covering the period from 1
October 2012 to 1 October 2013. This period is chosen to follow up on previous studies by Drozdov et al.
[2015] and it includes quiet, moderate, and strong geomagnetic activity.

The computational orthogonal grid has 101 × 100 × 46 points for V, K, and L*, respectively. The L* range varies
from 1.0 to 5.5. The boundary conditions are set at L* = 5.5 for energies from 10 keV to 10 MeV and pitch
angles from 0.7° to 89.3°, respectively. The V grid points are distributed logarithmically, and the K and L* grid
points are distributed linearly.

The initial conditions are obtained from the Van Allen Probes observations. The PSD for the lower V boundary
(10 keV at L* = 5.5 and adiabatically increases at lower L shells) is set to an initial value and remains constant,
representing the balance between convective losses and sources. The PSD of upper V boundary corresponds
to 10 MeV at L* = 5.5 and adiabatically increases in energy toward lower L shells, and its value is set to zero,
representing the absence of very high-energy electrons. Lower K boundary represents the loss cone, and PSD
is set to zero. The upper K boundary condition is set to a zero-gradient PSD, representing the flat distribution
at 90° [Horne et al., 2003]. PSD at the lower radial boundary (L* = 1) is set to zero and represents losses into the
atmosphere. The PSD required for the upper radial boundary (L* = 5.5) condition is updated at every step of
the simulation and obtained from the Van Allen Probes observation. The location of the magnetopause is cal-
culated following Shue et al. [1998]. The corresponding L* is calculated using the T89 magnetic field model
[Tsyganenko, 1989]. However, it never crosses the simulation domain and is not included in the simulations.

3.4. EMIC Wave Parameterization

In this study, we considered five parameters that can possibly define the EMIC wave presence in the simula-
tion: the Kp index (Kp), Dst index (Dst), solar wind speed (Vsw), solar wind dynamic pressure (Pdyn), and AE
index (AE). EMIC waves are included into the simulation only if the certain parameter is larger (or smaller in
case of Dst) than the threshold value (see Table 1). Every parameter is considered individually, and for each
parameter, the number of independent long-term simulations are performed. For every parameter threshold
value, there are six independent simulations performed with different Bw

2 of EMIC waves: 0.1 nT2, 0.2 nT2,
0.3 nT2, 0.4 nT2, 0.7 nT2, and 1.0 nT2. Hence, the individual simulation defines the EMIC wave presence by
the parameter’s threshold value, which includes the EMIC wave of the specific intensity. In total, we
performed 325 long-term simulations.

Fraser and Nguyen [2001] investigated the relation between the location of the EMIC waves and location of
the plasmapause. Following their findings, we include the diffusion coefficients of EMIC waves into the simu-
lations in the range of �1 < ΔL < 4, where ΔL is the difference between the location of EMIC waves and the

Table 1. Threshold Values of the Simulation Parameters

Parameter Range Step Number of Runs for each Bw
2

Kp [0 6] 1 7
Dst (nT) [�100 0] 10 11
Vsw (km/s) [250 580] 30 12
Pdyn (nPa) [0 10] 1 11
AE (nT) [0 1200] 100 13
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location of the plasmapause. The EMIC diffusion coefficients outside of this range are set to zero. The location
of the plasmapause is calculated following Carpenter and Anderson [1992].

3.5. Mean Absolute Error

The determination of the model accuracy for multiple simulations based on different parameters is a difficult
task. To narrow the search of optimal parameters from Table 1, its threshold and EMIC wave Bw

2, which can
provide better agreement between the measurement and the simulation, we calculate the mean absolute
error (MAE) following [Kim et al., 2012]:

MAE ¼
X
t;α

PL�¼5:5
L�¼2:8

log10Jobs�log10JVERB
log10Jobs

��� ���
number of points

������
E¼4:2 MeV

(2)

where t is time, α is pitch angle, Jobs is the differential electron flux of 4.2 MeV electrons, and JVERB is a the
same flux obtained from the VERB long-term simulation. For the MAE calculation, Jobs from both Van Allen
Probes spacecraft are binned on the simulation grid cells. The Jobs data points in each cell are averaged
and then extrapolated to fill the whole grid. To exclude division on zero, the flux units are converted to
s�1 sm�2 sr�1 MeV�1. In this case, for the selected period, the logarithm of the measured flux is always posi-
tive. In comparison to the logarithmic difference, MAE is not biased to the numerically small values of the
simulated PSD. MAE excludes the variation of the fluxes in the slot region where the measured flux level is
generally comparable with the background noise, and it is focused on the ultrarelativistic population that
was not previously reproduced in the long-term simulations [Drozdov et al., 2015].

It is expected that the simulationwith a certain combination of EMICwave parameterization provides lowerMAE
in comparison to the simulation without EMIC waves. This metric provides a preliminary selection of the para-
meterizations; however, a detailed analysis of electron fluxes, PSD, and pitch angle distributions is necessary.

4. Results

From each individual long-term simulation, we calculate MAE. To find which simulations provide better
agreement with the observations, we construct the dependence of MAE on the threshold values of each
parameter from Table 1. Figure 1 shows an example of MAE dependence on threshold values of the solar
wind pressure, where each point represents an individual long-term simulation, and each color line
represents EMIC waves of different Bw

2. The black line represents MAE for the simulation without EMIC waves.
MAE of several simulations is lower in comparison to the simulations without EMIC waves. For most of the
selected EMIC waves Bw

2, the MAE decreases to the minimum with the increase of the solar wind pressure
threshold value and then asymptotically approaches the value of the simulation without EMIC waves. The
high threshold values represent a near absence of EMIC waves in the simulation since the solar wind

Figure 1. MAE from different simulations. Simulations performed with threshold value of solar wind dynamic pressure for
various EMIC wave Bw

2. The colored lines represent different EMIC wave Bw
2. The black line shows the simulation without

EMIC waves.
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pressure rarely reaches these values. At the same time, the lower threshold values represent almost constant
presence of the EMIC waves in the simulation. Hence, the threshold values at which MAE is minimal
represents the possibly optimal presence of the EMIC waves in the simulation. Similar figures for other
considered parameters of EMIC wave presence are presented in Figure A1.

There are similar points on Figure 1 that represent low similar MAE for different EMIC wave Bw
2. This can be

explained due to the increase of scattering efficiency with EMIC wave intensity. As discussed in section 1, the
modeled ultrarelativistic electron fluxes without EMIC waves are significantly larger than the observed values.
Therefore, the increase in the amount of EMIC waves or the increase in their scattering efficiency leads to a
decrease in electron flux. Under certain conditions, the combination of the amount of EMIC waves and their
scattering efficiency provides a similar ultrarelativistic flux level that is close to the observations (see support-
ing information Figure S4). We investigate these cases of similar MAE in detail.

As discussed above, we consider several parameters of the EMICwave presence. Several simulations show simi-
lar low MAE. For each of those simulations, we compare the evolution of the electron fluxes (see supporting
information Figures S1–S5) and the pitch angle distribution (see supporting information Figures S6–S10) with
the observations and the simulation without EMIC waves. We find that the best parameterization is achieved in
the case of the solar wind dynamic pressure parameterization with the threshold values of 3 nPa and the wave
Bw

2 of 0.4 nT2 (see Appendix A for details). The detailed analysis of this parameterization is discussed below.

Figure 2 shows the evolution of the ultrarelativistic radiation belt electron fluxes. The simulation with EMIC
waves provides a good agreement with the measurements, when the simulation without EMIC waves signifi-
cantly overestimates the observed fluxes. The relativistic electron fluxes obtained from the same simulations
with and without EMIC waves also agreed well with the measurements (see supporting information Figure S11),
which is consistent with previous studies [e.g., Kim et al., 2011; Subbotin et al., 2011; Drozdov et al., 2015].

To show that EMIC waves introduce the necessary loss mechanism of ultrarelativistic electrons, we present
flux line plots in Figure 3 for three different L* values. The flux variation that is modeled with the EMIC wave
agrees well with the observation, while the simulation without EMIC waves differs from the measurements.
For a quantitative comparison and for the loss mechanism validation, similar to Drozdov et al. [2015], we
calculate the empirical decay times for the period from 21 November 2012 to 10 January 2013, following

Figure 2. Evolution of the 4.2 MeV electron fluxes at equatorial pitch angle (α) of 75° as a function of time and L*.
(a) Detailed REPT observations, α = 75° ± 5°, each point represents the 5 min average of the measurements. The black
color corresponds to the absence of the measurements. At low L*, the satellite moves fast and covers the distance (in L*)
that is larger than the size of the time-averaged point which separates them. (b) VERB code simulation results with
solar wind pressure parameterized EMIC waves; 0.4 nT2 EMIC waves are included when Pdyn ≥ 3 nPa. (c) VERB code
simulation results without EMIC waves.
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the approach described by Shprits et al. [2006]. This approach assumes exponential decay; hence for the
decay times calculation, it is important to have an approximately linear decrease of the electron flux
logarithm value. However, in our case, the period should be long enough to cover the effect from EMIC
waves in combination with other loss processes. The selected period covers the times when Pdyn is larger
than 3 nPa (Figure 3d), which triggers EMIC waves in the simulations. Table 2 shows the observed and
modeled decay times at various L*. The simulation with EMIC waves provides decay times that are very
close to the observation, while the decay times from the simulation without EMIC waves are overestimated
by a factor of 5–7. These results confirm the conclusion of previous studies and indicate that EMIC waves
provide the necessary additional scattering mechanism.

The observations show that relativistic electron fluxes during the 8 October 2012 storm are larger than the
modeled flux values, which can be a result of the overestimated modeled losses. This event was discussed
by Thorne et al. [2013b], and the authors showed that unique low plasma density conditions led to the very
efficient local acceleration. The simulations in this study include statistical diffusion coefficients, which are
based on the average plasma density. The electron fluxes are similar in both simulations: with and without
EMIC waves. Hence, the underestimated flux may result from insufficient local acceleration.

It should be noted that the empirical decay time is a very sensitive parameter for the selected period. To con-
firm that EMIC waves provide necessary loss process, we use the technique proposed by Shprits et al. [2017].
Figure 4 shows the comparison of the evolution of the PSD in inverted colors: the red color represents low
PSD values; the blue color represents large PSD values. Figure 4a clearly shows that the PSD local minimum
was formed on 17 January 2013 and was observed until 17 March 2013. This period overlaps with the long-
term simulation period in Figures 4b and 4c. The simulation with EMIC waves reproduces the PSD formation
of the local minimum remarkably, as well as its displacement inward on 1 March 2013, while the simulation
without EMIC waves does not show such dynamics. This analysis indicates that included EMIC waves provide
the additional loss mechanism at ultrarelativistic energies.

This analysis is not complete without a discussion of the pitch angle distributions. Figure 5 shows the pro-
nounced electron flux rapid decrease during two time periods: from 8 October to 25 November 2012 and
from 7 June to 25 July 2013 at fixed L* = 4.5. The simulation with EMIC waves shows the pronounced electron
flux rapid decrease, simultaneous with the observations. In addition, the observed pitch angle distribution

Figure 3. The electron flux evolution of 4.2 MeV electron fluxes at fixed L* at the pitch angle of 75°. (a) L* = 4.5, (b) L* = 4.0,
and (c) L* = 3.5. White dashed line shows observations, blue line shows simulation without EMIC waves, and red line shows
simulation with EMIC waves parameterized by solar wind pressure. (d) Solar wind pressure. The highlighted area shows the
time period of the empirical decay times (τ) calculation.
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becomes narrower several times, which is a signature of EMIC wave scattering. The simulation shows similar
narrowing at multiple times, consistent with the observations. The difference between the simulations and
observations can be explained by the use of static parameters of modeled EMIC wave diffusion
coefficients. The diffusion coefficients are calculated, assuming the fixed statistical spectrum properties.
However, once the EMIC wave spectrum approaches the helium gyrofrequency, the minimum resonant
energy decreases, which may lead to more effective scattering due to scattering of the larger pitch angles
[e.g., Li et al., 2007]. Further improvement of the simulation requires the time-dependent EMIC wave
spectrum for wave diffusion coefficient calculations and will be investigated in the future. In addition,
other waves may contribute to the scattering of the equatorial particles such as hiss in the plasmaspheric
plume. These waves are not included into the simulations due to the absence of the robust plasmaspheric
plume statistical model that can be used in the long-term simulation.

Figure 5 also shows the insufficient modeled electron acceleration at the beginning of both periods. Since
both simulations with andwithout EMIC waves produce similar flux levels during the observed enhancement,
the contribution of additional EMIC waves is not responsible for the lower flux value. As discussed above, the
insufficient local acceleration during the October 2012 storm is a result of unusually low density. The same
reason may explain the observed acceleration during June 2013, and will be a subject of further research.

Table 2. The Empirical Decay Times Obtained FromMeasurement and Simulation of 4.2 MeV Electrons at the Pitch Angle
of 75° for Different L*

L* Observations (Days) Simulation With EMIC Waves (Days) Simulation Without EMIC Waves (Days)

4.5 23.2 27.9 132.6
4.0 33.4 38.0 227.3
3.5 41.3 47.6 203.2

Figure 4. Evolution of the PSD from 1 January 2013 to 17 March 2013 for a fixed value of the first invariant, μ = 3500 MeV/G
and K = 0.05 G1/2RE as a function L*. The color bar is inverted to emphasize the deepening minimum of PSD.
(a) Detailed Van Allen Probe observations, each point represents the 5 min average of the measurements. The black
color is similar as on Figure 2. VERB code simulation results (a) with solar wind pressure parameterized EMIC waves and
(c) without EMIC waves.
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5. Conclusions

We performed multiple long-term VERB code simulations including different parameterizations of EMIC wave
presence and EMIC wave intensity. The comparison of the observations with the simulation results showed that
the addition of EMIC waves improves the modeled ultrarelativistic electron flux in comparison to simulations
without EMIC waves. We found that the solar wind dynamic pressure provides better parameterization of the
EMIC wave presence in comparison to Kp index, Dst index, AE index, and solar wind speed, and the best results
were obtained by including EMIC waves when solar wind dynamic pressure was larger than or equal to 3 nPa.

We examined the simulationswith different EMICwaves Bw
2 and found that the best agreement is achieved at

0.4 nT2. However, the EMIC wave diffusion coefficients include other factors such as MLT distribution and
occurrence rate. Those factors were determined statistically during active geomagnetic conditions
(AE ≥ 300 nT). Since in this work we used various parameterizations to define the presence of the EMIC waves,
the realistic values ofMLT distribution and occurrence rate can be different. Re-evaluation of these factorsmay
change EMIC wave Bw

2.

Eventually, we conducted the detailed comparison of observations with the simulation with 0.4 nT2 EMIC
waves that were included when the solar wind dynamic pressure was larger than or equal to 3 nPa. We
showed that the simulation reproduces the dynamics of the electron flux evolution. The difference in the
magnitude of the modeled and observed fluxes may be due to the inaccuracy of the plasma density models
that were used to calculate diffusion coefficients of chorus and hiss waves. However, the calculated example
of the decay times showed good agreement, and the observed PSD local minimum in January and February
2013 was remarkably reproduced by the simulations. The comparison of the pitch angle distribution showed
a clear narrowed signature of EMIC waves in the observations and in the simulation results. All those facts
indicate that EMIC waves certainly provide the additional necessary loss mechanism and play an important
role in ultrarelativistic electron population.

Figure 5. The pitch angle distribution evolution of 4.2 MeV electron fluxes at L* = 4.5 for the period of time: (a–c) from 8
October 2012 to 25 November 2012 and (d–f) from 8 July 2013 to 25 August 2013. Detailed REPT observations,
L*=4.5 ± 0.025, each point represents the 5-minute average of the measurements (Figures 5a and 5d). The black color is
similar as on Figure 2 and it shows around 90° the absence of the equatorial measurements. VERB code simulation results
with solar wind pressure parameterized EMIC waves (Figures 5b and 5e); VERB code simulation results without EMIC waves
(Figures 5c and 5f). Similar to Figure 2, the vertical description on the left side of each row of panels indicates the
observations, the simulation with and without EMIC waves.
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The found discrepancy between the simulation with EMIC waves and the observations can be connected to
several reasons. The EMIC wave diffusion coefficients were calculated assuming the constant spectrum.
However, the observations show that the EMIC wave spectrum may vary during different events [e.g.,
Meredith et al., 2014]. The upper frequency cutoff can be larger than its statistical value leading to the lower
minimum resonant energy [Ukhorskiy et al., 2010]. In addition, the minimum resonant pitch angle and overall
efficiency of the EMIC wave scattering can change with variation of the spectral characteristics, ion composi-
tion, and plasma density. The accurate representation of the EMIC wave spectrum can provide more accurate
modeling of the pitch angle distribution and will be a subject of future studies.

Appendix A: Simulations With Different Parameters of EMIC Wave Presence

Figure A1 shows MAE for the simulations with different parameters of EMIC wave presence (see Table 1) and
with different EMIC wave Bw

2. Each panel is similar to Figure 1 and represents a single parameter from Table 1.

Figure A1. Dependence of the MAE for simulations with different parameterizations of EMIC waves. The color lines show
the simulations with different EMIC waves Bw

2. The black line shows the simulation without EMIC waves. Parameterizations
by (a) Kp index, (b) Dst index, (c) solar wind speed, (d) solar wind pressure, and (e) AE index.
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Each panel shows that the similar low MAE can be achieved in different simulations (see section 4 for details).
The low MAE values from different panels are comparable, which does not allow for giving preference to the
single parameter from Table 1. To investigate which simulation provides better agreement with observations,
we select five simulations for each EMIC wave presence parameter that corresponded to the lowest MAE
values. The comparison of the modeled flux profiles and modeled pitch angle distribution with observations
is described in detail in the supporting information.

The comparison between simulations with lowest MAE values and the same parameter of EMIC wave pre-
sence shows that the simulation results are close to each other. To investigate which parameter controlling
the EMIC wave presence provides the best simulation results, we select the simulations with minimal MAE
(see supporting information for details). Figure A2 is similar to Figure 2 and shows the evolution of the elec-
tron flux from observations, the simulation without EMIC waves and selected simulations with EMIC waves
that correspond to minimal MAE. The observations on Figure A2 (and in the supporting information) are daily
binned on the simulation grid for clarity. In general, each simulation with EMIC waves provides better agree-
ment with data than the simulation without EMIC waves. The simulations with Pdyn and Kp provide better

Figure A2. Evolution of the 4.2 MeV electron fluxes at the pitch angle of 75° as a function of time and L*. The time period is
the same as in Figure 2. (a) Daily binned REPT observations, on the simulation grid; (b) simulations without EMIC waves; and
simulations with different EMIC wave parameterizations: parameterizations by (c) Kp index, (d) Dst index, (e) solar wind
speed, (f) solar wind pressure, and (g) AE index.
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dynamics of electron flux decay after the 8 October 2012 storm. All simulations with EMIC waves provide
reasonable agreement for several weeks before and about 2 months after the storm on 17 March 2013. All
simulations with EMIC waves provide better agreement with the observations in June 2013 and after, in
comparison to the simulations without EMIC waves. Hence, all parameters from Table 1 provide the
simulations with reasonable agreement with the measurements; however, Pdyn and Kp index are preferable.

To continue the investigation, we compare the pitch angle distribution during two periods with pronounced
electron flux rapid depletion. Figure A3 is similar to Figure 5 and shows observed narrowing of pitch angle

Figure A3. The pitch angle distribution evolution of 4.2 MeV electron fluxes at L*=4.5. The time periods is the same as
Figure 5. (a, h) Daily binned REPT observations, on the simulation grid; (b, i) simulations without EMIC waves; simulations
with different EMIC wave parameterizations: parameterizations by (c, j) Kp index, (d, k) Dst index, (e, l) solar wind speed,
(f, m) solar wind pressure, and (g, n) AE index.
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distribution, which can be a signature of interaction with EMIC waves. Similar to Figure A2, the observations
are daily binned on the simulation grid for clarity. The absence of the equatorial measurements is compen-
sated by nearest point extrapolation. During the first period (from 8 October to 25 November 2012), the simu-
lations with Dst, Pdyn, and AE parameterization of EMIC wave presence reproduce the similar rapid depletion
and provide similar pitch angle distribution after the dropout. During the second period (from 8 June to 25
July 2013), the simulations with Vsw, Pdyn, and AE parameterization of EMIC wave presence reproduce the
similar rapid depletion and provide similar narrow pitch angle distribution after the dropout. However, para-
meterization by Pdyn provide the best agreement with observations. As the result of considered comparison,
we conclude that EMIC wave presence parameterized by Pdyn provides the best simulation results in compar-
ison to the simulations with other parameters.

References
Baker, D. N., R. D. Belian, P. R. Higbie, R. W. Klebesadel, and J. B. Blake (1987), Deep dielectric charging effects due to high-energy electrons in

Earth’s outer magnetosphere, J. Electrostat., 20(1), 3–19, doi:10.1016/0304-3886(87)90082-9.
Baker, D. N., et al. (2013a), A long-lived relativistic electron storage ring embedded in Earth’s outer Van Allen belt, Science, 340(6129), 186–190,

doi:10.1126/science.1233518.
Baker, D. N., et al. (2013b), The Relativistic Electron-Proton Telescope (REPT) instrument on board the Radiation Belt Storm Probes (RBSP)

spacecraft: Characterization of Earth’s radiation belt high-energy particle populations, Space Sci. Rev., 179(1–4), 337–381, doi:10.1007/
s11214-012-9950-9.

Blake, J. B., et al. (2013), The Magnetic Electron Ion Spectrometer (MagEIS) instruments aboard the Radiation Belt Storm Probes (RBSP)
spacecraft, Space Sci. Rev., 179(1–4), 383–421, doi:10.1007/s11214-013-9991-8.

Blum, L. W., O. Agapitov, J. W. Bonnell, C. Kletzing, and J. Wygant (2016), EMIC wave spatial and coherence scales as determined from
multipoint Van Allen Probe measurements, Geophys. Res. Lett., 43, 4799–4807, doi:10.1002/2016GL068799.

Brautigam, D. H., and J. M. Albert (2000), Radial diffusion analysis of outer radiation belt electrons during the October 9, 1990, magnetic
storm, J. Geophys. Res., 105(A1), 291–309, doi:10.1029/1999JA900344.

Carpenter, D. L., and R. R. Anderson (1992), An ISEE/whistler model of equatorial electron density in the magnetosphere, J. Geophys. Res.,
97(A2), 1097–1108, doi:10.1029/91JA01548.

Drozdov, A. Y., Y. Y. Shprits, K. G. Orlova, A. C. Kellerman, D. A. Subbotin, D. N. Baker, H. E. Spence, and G. D. Reeves (2015), Energetic,
relativistic, and ultrarelativistic electrons: Comparison of long-term VERB code simulations with Van Allen Probes measurements,
J. Geophys. Res. Space Physics, 120, 3574–3587, doi:10.1002/2014JA020637.

Drozdov, A. Y., Y. Y. Shprits, N. A. Aseev, A. C. Kellerman, and G. D. Reeves (2017), Dependence of radiation belt simulations to assumed radial
diffusion rates tested for two empirical models of radial transport, Space Weather, 15, 150–162, doi:10.1002/2016SW001426.

Engebretson, M. J., et al. (2015), Van Allen probes, NOAA, GOES, and ground observations of an intense EMIC wave event extending over 12 h
in magnetic local time, J. Geophys. Res. Space Physics, 120, 5465–5488, doi:10.1002/2015JA021227.

Fraser, B. J., and T. S. Nguyen (2001), Is the plasmapause a preferred source region of electromagnetic ion cyclotron waves in the
magnetosphere?, J. Atmos. Sol. Terr. Phys., 63(11), 1225–1247, doi:10.1016/S1364-6826(00)00225-X.

Funsten, H. O., et al. (2013), Helium, Oxygen, Proton, and Electron (HOPE) mass spectrometer for the Radiation Belt Storm Probes mission,
Space Sci. Rev., 179(1–4), 423–484, doi:10.1007/s11214-013-9968-7.

Glauert, S. A., R. B. Horne, and N. P. Meredith (2014), Three-dimensional electron radiation belt simulations using the BAS Radiation Belt
model with new diffusion models for chorus, plasmaspheric hiss, and lightning-generated whistlers, J. Geophys. Res. Space Physics, 119,
268–289, doi:10.1002/2013JA019281.

Halford, A. J., B. J. Fraser, and S. K. Morley (2010), EMIC wave activity during geomagnetic storm and non-storm periods: CRRES results,
J. Geophys. Res., 115, A12248, doi:10.1029/2010JA015716.

Halford, A. J., B. J. Fraser, S. K. Morley, S. R. Elkington, and A. A. Chan (2016), Dependence of EMIC wave parameters during quiet, geomagnetic
storm, and geomagnetic storm phase times, J. Geophys. Res. Space Physics, 121, 6277–6291, doi:10.1002/2016JA022694.

Horne, R. B., and R. M. Thorne (1998), Potential waves for relativistic electron scattering and stochastic acceleration during magnetic storms,
Geophys. Res. Lett., 25(15), 3011–3014, doi:10.1029/98GL01002.

Horne, R. B., N. P. Meredith, R. M. Thorne, D. Heynderickx, R. H. A. Iles, and R. R. Anderson (2003), Evolution of energetic electron pitch angle
distributions during storm time electron acceleration to megaelectronvolt energies, J. Geophys. Res., 108(A1), 1016, doi:10.1029/
2001JA009165.

Kersten, T., R. B. Horne, S. A. Glauert, N. P. Meredith, B. J. Fraser, and R. S. Grew (2014), Electron losses from the radiation belts caused by EMIC
waves, J. Geophys. Res. Space Physics, 119, 8820–8837, doi:10.1002/2014JA020366.

Kim, K.-C., and Y. Shprits (2013), Long-term relativistic radiation belt electron responses to GEM magnetic storms, J. Atmos. Sol. Terr. Phys.,
100–101, 59–67, doi:10.1016/j.jastp.2013.04.007.

Kim, K.-C., Y. Shprits, D. Subbotin, and B. Ni (2011), Understanding the dynamic evolution of the relativistic electron slot region including
radial and pitch angle diffusion, J. Geophys. Res., 116, A10214, doi:10.1029/2011JA016684.

Kim, K.-C., Y. Shprits, D. Subbotin, and B. Ni (2012), Relativistic radiation belt electron responses to GEM magnetic storms: Comparison of
CRRES observations with 3-D VERB simulations, J. Geophys. Res., 117, A08221, doi:10.1029/2011JA017460.

Li, W., Y. Y. Shprits, and R. M. Thorne (2007), Dynamic evolution of energetic outer zone electrons due to wave-particle interactions during
storms, J. Geophys. Res., 112, A10220, doi:10.1029/2007JA012368.

Lyons, L. R., and R. M. Thorne (1972), Parasitic pitch angle diffusion of radiation belt particles by ion cyclotron waves, J. Geophys. Res., 77(28),
5608–5616, doi:10.1029/JA077i028p05608.

Ma, Q., et al. (2015), Modeling inward diffusion and slow decay of energetic electrons in the Earth’s outer radiation belt, Geophys. Res. Lett., 42,
987–995, doi:10.1002/2014GL062977.

Mauk, B. H., N. J. Fox, S. G. Kanekal, R. L. Kessel, D. G. Sibeck, and A. Ukhorskiy (2013), Science objectives and rationale for the Radiation Belt
Storm Probes mission, Space Sci. Rev., 179(1–4), 3–27, doi:10.1007/s11214-012-9908-y.

Journal of Geophysical Research: Space Physics 10.1002/2017JA024389

DROZDOV ET AL. EMIC WAVES IN THE VERB CODE SIMULATION 8500

Acknowledgments
The authors used geomagnetic indices
provided by OMNIWeb (http://omni-
web.gsfc.nasa.gov/form/dx1.html) and
are grateful to the RBSP-ECT team for
the provision of the Van Allen Probes
observations (http://www.rbsp-ect.lanl.
gov/). The diffusion coefficients used in
the VERB code are available on the
Space Environment Modeling Group
website (ftp://rbm.epss.ucla.edu/). The
authors would like to acknowledge
high-performance computing support
from Yellowstone (ark:/85065/
d7wd3xhc) provided by UCAR’s
Computational and Information System
Laboratory, sponsored by the National
Science Foundation and other agencies
and computational and storage services
associated with the Hoffman2 Shared
Cluster provided by UCLA Institute for
Digital Research and Education’s
Research Technology Group. This
research was supported by the NASA
grant NNX16AF91G and by European
Union’s Horizon 2020 research and
innovation program under grant
agreement 637302.

https://doi.org/10.1016/0304-3886(87)90082-9
https://doi.org/10.1126/science.1233518
https://doi.org/10.1007/s11214-012-9950-9
https://doi.org/10.1007/s11214-012-9950-9
https://doi.org/10.1007/s11214-013-9991-8
https://doi.org/10.1002/2016GL068799
https://doi.org/10.1029/1999JA900344
https://doi.org/10.1029/91JA01548
https://doi.org/10.1002/2014JA020637
https://doi.org/10.1002/2016SW001426
https://doi.org/10.1002/2015JA021227
https://doi.org/10.1016/S1364-6826(00)00225-X
https://doi.org/10.1007/s11214-013-9968-7
https://doi.org/10.1002/2013JA019281
https://doi.org/10.1029/2010JA015716
https://doi.org/10.1002/2016JA022694
https://doi.org/10.1029/98GL01002
https://doi.org/10.1029/2001JA009165
https://doi.org/10.1029/2001JA009165
https://doi.org/10.1002/2014JA020366
https://doi.org/10.1016/j.jastp.2013.04.007
https://doi.org/10.1029/2011JA016684
https://doi.org/10.1029/2011JA017460
https://doi.org/10.1029/2007JA012368
https://doi.org/10.1029/JA077i028p05608
https://doi.org/10.1002/2014GL062977
https://doi.org/10.1007/s11214-012-9908-y
http://omniweb.gsfc.nasa.gov/form/dx1.html
http://omniweb.gsfc.nasa.gov/form/dx1.html
http://www.rbsp-ect.lanl.gov/
http://www.rbsp-ect.lanl.gov/
ftp://rbm.epss.ucla.edu/


Meredith, N. P., R. M. Thorne, R. B. Horne, D. Summers, B. J. Fraser, and R. R. Anderson (2003), Statistical analysis of relativistic electron energies
for cyclotron resonance with EMIC waves observed on CRRES, J. Geophys. Res., 108(A6), 1250, doi:10.1029/2002JA009700.

Meredith, N. P., R. B. Horne, T. Kersten, B. J. Fraser, and R. S. Grew (2014), Global morphology and spectral properties of EMIC waves derived
from CRRES observations, J. Geophys. Res. Space Physics, 119, 5328–5342, doi:10.1002/2014JA020064.

Ozeke, L. G., I. R. Mann, K. R. Murphy, I. Jonathan Rae, and D. K. Milling (2014), Analytic expressions for ULF wave radiation belt radial diffusion
coefficients, J. Geophys. Res. Space Physics, 119, 1587–1605, doi:10.1002/2013JA019204.

Reeves, G. D., K. L. McAdams, R. H. W. Friedel, and T. P. O’Brien (2003), Acceleration and loss of relativistic electrons during geomagnetic
storms, Geophys. Res. Lett., 30(10), 1529, doi:10.1029/2002GL016513.

Roederer, J. G. (1970), Dynamics of Geomagnetically Trapped Radiation, Springer, Berlin.
Schulz, M., and L. J. Lanzerotti (1974), Particle Diffusion in the Radiation Belts, Physics and Chemistry in Space, Springer, Berlin.
Shprits, Y. Y., and B. Ni (2009), Dependence of the quasi-linear scattering rates on the wave normal distribution of chorus waves, J. Geophys.

Res., 114, A11205, doi:10.1029/2009JA014223.
Shprits, Y. Y., W. Li, and R. M. Thorne (2006), Controlling effect of the pitch angle scattering rates near the edge of the loss cone on electron

lifetimes, J. Geophys. Res., 111, A12206, doi:10.1029/2006JA011758.
Shprits, Y. Y., D. Subbotin, A. Drozdov, M. E. Usanova, A. Kellerman, K. Orlova, D. N. Baker, D. L. Turner, and K.-C. Kim (2013), Unusual stable

trapping of the ultrarelativistic electrons in the Van Allen radiation belts, Nat. Phys., 9(11), 699–703, doi:10.1038/nphys2760.
Shprits, Y. Y., et al. (2016), Wave-induced loss of ultra-relativistic electrons in the Van Allen radiation belts, Nat. Commun., 7, 12883,

doi:10.1038/ncomms12883.
Shprits, Y. Y., A. Kellerman, N. Aseev, A. Y. Drozdov, and I. Michaelis (2017), Multi-MeV electron loss in the heart of the radiation belts, Geophys.

Res. Lett., 44, 1204–1209, doi:10.1002/2016GL072258.
Shue, J.-H., et al. (1998), Magnetopause location under extreme solar wind conditions, J. Geophys. Res., 103(A8), 17,691–17,700, doi:10.1029/

98JA01103.
Spasojevic, M., Y. Y. Shprits, and K. Orlova (2015), Global empirical models of plasmaspheric hiss using Van Allen Probes, J. Geophys. Res. Space

Physics, 120, 10,370–10,383, doi:10.1002/2015JA021803.
Subbotin, D. A., and Y. Y. Shprits (2009), Three-dimensional modeling of the radiation belts using the Versatile Electron Radiation Belt (VERB)

code, Space Weather, 7, S10001, doi:10.1029/2008SW000452.
Subbotin, D. A., and Y. Y. Shprits (2012), Three-dimensional radiation belt simulations in terms of adiabatic invariants using a single numerical

grid, J. Geophys. Res., 117, A05205, doi:10.1029/2011JA017467.
Subbotin, D. A., Y. Y. Shprits, and B. Ni (2011), Long-term radiation belt simulation with the VERB 3-D code: Comparison with CRRES

observations, J. Geophys. Res., 116, A12210, doi:10.1029/2011JA017019.
Summers, D., and R. M. Thorne (2003), Relativistic electron pitch-angle scattering by electromagnetic ion cyclotron waves during

geomagnetic storms, J. Geophys. Res., 108(A4), 1143, doi:10.1029/2002JA009489.
Su, Z., F. Xiao, H. Zheng, and S. Wang (2011), CRRES observation and STEERB simulation of the 9 October 1990 electron radiation belt dropout

event, Geophys. Res. Lett., 38, L06106, doi:10.1029/2011GL046873.
Tetrick, S. S., et al. (2017), Location of intense electromagnetic ion cyclotron (EMIC) wave events relative to the plasmapause: Van Allen

Probes observations, J. Geophys. Res. Space Physics, 122, 4064–4088, doi:10.1002/2016JA023392.
Thorne, R. M., et al. (2013a), Evolution and slow decay of an unusual narrow ring of relativistic electrons near L ~ 3.2 following the September

2012 magnetic storm, Geophys. Res. Lett., 40, 3507–3511, doi:10.1002/grl.50627.
Thorne, R. M., et al. (2013b), Rapid local acceleration of relativistic radiation-belt electrons by magnetospheric chorus, Nature, 504(7480),

411–414, doi:10.1038/nature12889.
Tsyganenko, N. A. (1989), A magnetospheric magnetic field model with a warped tail current sheet, Planet. Space Sci., 37(1), 5–20,

doi:10.1016/0032-0633(89)90066-4.
Tsyganenko, N. A., and M. I. Sitnov (2007), Magnetospheric configurations from a high-resolution data-based magnetic field model,

J. Geophys. Res., 112, A06225, doi:10.1029/2007JA012260.
Tu, W., G. S. Cunningham, Y. Chen, M. G. Henderson, E. Camporeale, and G. D. Reeves (2013), Modeling radiation belt electron dynamics

during GEM challenge intervals with the DREAM3D diffusion model, J. Geophys. Res. Space Physics, 118, 6197–6211, doi:10.1002/
jgra.50560.

Ukhorskiy, A. Y., Y. Y. Shprits, B. J. Anderson, K. Takahashi, and R. M. Thorne (2010), Rapid scattering of radiation belt electrons by storm-time
EMIC waves, Geophys. Res. Lett., 37, L09101, doi:10.1029/2010GL042906.

Usanova, M. E., I. R. Mann, I. J. Rae, Z. C. Kale, V. Angelopoulos, J. W. Bonnell, K.-H. Glassmeier, H. U. Auster, and H. J. Singer (2008), Multipoint
observations of magnetospheric compression-related EMIC Pc1 waves by THEMIS and CARISMA, Geophys. Res. Lett., 35, L17S25,
doi:10.1029/2008GL034458.

Usanova, M. E., I. R. Mann, J. Bortnik, L. Shao, and V. Angelopoulos (2012), THEMIS observations of electromagnetic ion cyclotron wave
occurrence: Dependence on AE, SYM-H, and solar wind dynamic pressure, J. Geophys. Res., 117, A10218, doi:10.1029/2012JA018049.

Usanova, M. E., et al. (2014), Effect of EMIC waves on relativistic and ultrarelativistic electron populations: Ground-based and Van Allen
Probes observations, Geophys. Res. Lett., 41, 1375–1381, doi:10.1002/2013GL059024.

Journal of Geophysical Research: Space Physics 10.1002/2017JA024389

DROZDOV ET AL. EMIC WAVES IN THE VERB CODE SIMULATION 8501

https://doi.org/10.1029/2002JA009700
https://doi.org/10.1002/2014JA020064
https://doi.org/10.1002/2013JA019204
https://doi.org/10.1029/2002GL016513
https://doi.org/10.1029/2009JA014223
https://doi.org/10.1029/2006JA011758
https://doi.org/10.1038/nphys2760
https://doi.org/10.1038/ncomms12883
https://doi.org/10.1002/2016GL072258
https://doi.org/10.1029/98JA01103
https://doi.org/10.1029/98JA01103
https://doi.org/10.1002/2015JA021803
https://doi.org/10.1029/2008SW000452
https://doi.org/10.1029/2011JA017467
https://doi.org/10.1029/2011JA017019
https://doi.org/10.1029/2002JA009489
https://doi.org/10.1029/2011GL046873
https://doi.org/10.1002/2016JA023392
https://doi.org/10.1002/grl.50627
https://doi.org/10.1038/nature12889
https://doi.org/10.1016/0032-0633(89)90066-4
https://doi.org/10.1029/2007JA012260
https://doi.org/10.1002/jgra.50560
https://doi.org/10.1002/jgra.50560
https://doi.org/10.1029/2010GL042906
https://doi.org/10.1029/2008GL034458
https://doi.org/10.1029/2012JA018049
https://doi.org/10.1002/2013GL059024


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




