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ON NOISY IMAGES AND VIDEOS
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Automatic facial expression recognition (FER) and emotion recognition have aroused many

researchers’ interest in a variety of research fields because of an important role in human

centered interfaces and the advent of cheap and powerful computer and video camera in the

last decade. In addition, the emergence of the smartphones era has aroused considerable

interest in the mobile application development in connection with facial expression and

emotion recognition.

However, in spite of the enhanced hardware of recent smartphones, mobile applications for

processing real-time video should always consider limited resources available in smartphones.

The limited processing resources in smartphones still make it difficult to directly adopt the

existing facial expression and emotion recognition system from desktops. Most studies for

FER have been carried out and evaluated under restricted experimental environment. For

instance, some approaches deal with only static images or work with video sequences man-

ually pre-segmented (temporally) for each expression. However, the temporal segmentation

of expressions is the most essential element in automatic FER systems as real world ap-

plications for real-time video. Also, the real world dataset for FER is different from most

conventional datasets which are mainly collected in a limited experimental environment. It

is hard to apply models made with datasets collected under lab environment to real world
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application. The automatic FER should be capable of satisfying these various types of noisy

datasets.

We address several problems for real-time FER on low-power smartphones. First, we presents

a real-time FER effectively running on smartphones. The system employs a set of Support

Vector Machines (SVM) for neutral expression and 6 basic emotions with 13D geometric fa-

cial features including temporal information. We evaluated the performance of the proposed

system in terms of speed and accuracy on offline dataset and commercial off-the-shelf smart-

phones. Second, we present a real-time temporal video segmenting approach for automatic

FER applicable in a smartphone. The proposed system uses a Finite State Machine (FSM)

for segmenting real time video into temporal phases from neutral expression to the peak of

an expression. The system performs FER with SVM on every apex state after automatic

temporal segmentation, without any sampling time delay. Third, we present gender-driven

ensemble models for FER on smartphones working with a context-sensitive multimedia con-

tent recommendation system. Based on the fact that male and female express an emotion

with a distinct difference in the horizontal and vertical facial movements, we employ the

ensemble model with three weak classifiers trained by gender-specific subsets and a general

dataset of facial expression. In the system, users receive feedback by links to multimedia

contents such as videos, photos and e-books regarding a current user’s emotion. Last, we

present an approach using CNN model for FER to accommodate noisy images and videos

dataset in real world environment. We adopt FER2013 dataset for training CNN model.

We show the CNN model is able to work very well for expression recognition even with real,

noisy data that is not used for training.
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CHAPTER 1

INTRODUCTION

1.1 Background

Facial expressions as a result of motions of facial muscles are a primary means conveying hu-

man internal emotional states or intentions to others as a form of non-verbal communication.

The study on facial expressions has been conducted in a long time by many scientists such

as Darwin, Ekman, Friesen, Hager, Mehrabian, etc. Automatic facial expression recognition

and emotion recognition have aroused many researchers’ interest in a variety of research

fields such as human-computer interaction, robotics, games, education and entertainment

because of an important role in human centered interfaces and have been an active research

topic particularly with the advent of cheaper and much powerful computer and video camera

in the last decade.

At the beginning of the automatic facial expression recognition research, most studies

were performed using cleaner dataset under well-controlled laboratory environments, whereas

recent research has increasingly focused on more realistic or practical (less clean, noisy)

dataset. One of the major factors driving this shift is the advent of smartphones, the

emergence of new environments such as Virtual Reality(VR)/Mixed Reality(MR), and using

various devices embedding a high resolution small camera.

In the past, such experiments including data acquisition were carried out in a limited

space that could not get out of the fixed camera position, but now we can easily acquire

image and video data with small, easy-to-carry, high-performance camera-equipped devices

anytime, anywhere without any significant spatial constraints. The followings are examples

of various environments in which image/video data can be obtained:

• Smartphone

• Indoor / outdoor security camera
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• Vehicle dash cam

• Activity camera like GoPro

• Wearable camera

• Drone with camera

• Robot vision

• 2D / 3D camera device for Game and Virtual Reality/Mixed Reality

Moreover, it was a tremendous effort and time to bring the subjects into a limited labo-

ratory environment and collect facial expression data from them, and the data were mostly

controlled by the subjects who recognized the experimental intention. However, as in the

environments listed above, now it is possible to easily acquire innumerable natural facial

expressions in images and videos, which are not intended to be intentionally, by information

infrastructure like high speed internet platform and mobile platform, where they are easily

acquired and shared inexpensively. Therefore, it is necessary to make more effort and de-

velopment for research on facial expression recognition in noisy image / video acquired in a

diverse environment, and a lot of these research are going on.

In addition, the emergence of the smartphones era has aroused considerable interest in the

mobile application development in connection with facial expression and emotion recognition.

Smartphones such as Apple iPhone series and Samsung Galaxy series have become very

popular consumer devices worldwide in recent years. Cameras mounted on smartphones are

the most common features. Beyond the basic feature of the camera for photos and videos,

advanced computer vision technology applicable to camera-equipped smartphones has the

potential to play an important role in the development of emerging applications or innovative

changes in the user interface of smartphones.
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To use the Samsung Galaxy Android phone for an example, the security feature such as

‘Face Unlock ’ by face recognition is already in use on Android phone, and it has the screen

control features such as ‘Smart Stay ’ and ‘Smart Rotation’ by using face detection and eye

tracking. These kinds of applications have become feasible because of not only the advances

in computer vision technologies but also improved hardware performance on smartphones.

People preferred using a remote high performance server for heavy tasks relevant to computer

vision instead of processing them on a mobile device itself even a couple of years ago. But

now smartphones with the swift advances in processing power and memory has brought

computer vision tasks in real time within the bounds of possibility.

Furthermore, smartphones can be utilized as an useful communication channel in affective

computing. An understanding of users’ emotional states that is an area of affective computing

can be exploited as a context-sensitive user interface on smartphones for context-sensitive

multimedia applications. Therefore, automatic facial expression and emotion recognition on

smartphones can play a key role in building a context-sensitive multimedia application in

affective computing.

1.2 Problem Statement

As studies on utilization of emotions in other fields, we have no doubt that natural human-

centered interaction through users’ emotions would be a good help for smartphones to get

advanced features. However, in spite of the enhanced hardware of recent smartphone devices,

mobile applications for processing real-time video should always consider limited resources

available in smartphone devices. The limited processing resources in smartphones still make

it difficult to directly adopt the existing facial expression and emotion recognition system

from desktops. For example, the real-time facial expression recognition system running on a

smartphone without using the remote servers with high performance for heavy tasks should

tackle issues with low computation power causing slow frames per second (FPS) and low
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resolution video frames as well as characteristic of handheld mobile devices causing non-

stationary camera and varying illumination condition.

Although a variety of research approaches for automatic facial expression recognition

have been proposed, most studies have been carried out and evaluated under restricted ex-

perimental environment. For instance, some approaches for facial expression recognition

deal with only static images or work with video sequences manually pre-segmented (tempo-

rally) for each expression. However, the temporal segmentation of expressions is the most

basic and essential element in automatic facial expression recognition systems as real world

applications for real-time video.

In addition, the issues from recognition tasks of facial expressions have been addressed

from different approaches. From the universality hypothesis of facial expressions that humans

communicate six basic emotions with the same facial movements regardless of culture and

region (Darwin, 1872), most approaches have generally dealt with facial expression irrespec-

tive of any prior knowledge on human face such as gender, age, culture, or race. Therefore,

not surprisingly among many approaches for facial expression recognition, there are few re-

searches dealing with gender-specific facial expression dataset. However, we are motivated

that facial expression recognition can be improved with prior knowledge on subject.

Lastly, since most conventional facial expression recognition dataset are mainly collected

in a limited experimental environment, there is a difference from the data under the actual

environment. The data actually collected can be cropped faces in low resolution, be recorded

under bad lighting conditions, or have scattered backgrounds. In addition, because the facial

expressions of subjects in the experimental environment can be unconsciously reflected by

the intention of the experiment, it may be different from the natural facial expression. While

it is mainly limited to the head-on frontal view in the experimental environment, emotional

expression in the real environment can be reflected with the head pose of various angles or

partial occlusion of face by hand gesture depending on the intensity of emotion. There is a
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need for an automatic facial expression recognition system capable of satisfying these various

types of noisy dataset.

1.3 Proposed Approaches

1.3.1 Experiences with Real-time Facial Expression Recognition

In order to tackle the problems in applying the existing approaches for real-time facial

expression recognition to low-power smartphones, we propose a simple and effective approach

for real-time video based facial expression recognition running on smartphones. The proposed

system works on recognizing users’ emotion through the front-facing camera mounted on a

smartphone. Because the proposed system deals with all the processes in the smartphone

device, there is no communication delay to remote servers. Therefore, the real-time mobile

emotion recognition system is expected to be a good start for the emergence of a variety of

mobile services and applications.

1.3.2 Temporal Segmentation of Video Sequences

We present an efficient approach for real time temporal video segmentation for facial expres-

sion recognition on smartphones. The proposed system uses a Finite State Machine (FSM)

to temporally segment continuous video in real time into sequences starting with a neutral

expression and ending with a peak expression. The FSM based approach employs Lucas-

Kanade’s optical flow vector (Lucas and Kanade, 1981) based scores for state transitions in

a manner that is adaptive to the varying speeds of facial expressions. We have tested our

system using the Samsung Galaxy S3 running Android 4.3 Jelly Bean with a frame rate of

average 3.7 fps (video resolution: 352×288).

In comparison with HMM based approaches, the proposed approach has an advantage.

With respect to temporal segmentation, being a dynamic classifier, although HMM can
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handle time series data, HMMs cannot directly do temporal segmentation of video sequences.

Therefore, HMM can employ a sliding window for N size samples and then the sequence of

N size samples for a certain period of time is classified as one of 6 emotions yielding highest

probability. For example, the Multi-level HMMs designed for automatic segmentation and

recognition of emotions in (Cohen et al., 2003) needs N frames samples in the lower layer

HMM. On the other hand, our proposed system using the FSM approach does not require

any sliding windows or sampling time. In other words, it runs in real time without any

sampling time delay. Experimental results show that it is an appropriate way for real-time

mobile applications in terms of speed performance.

For facial expression recognition, the proposed system employs dynamic features such as

displacements between neutral and apex states, not dynamic features on a frame-by-frame

basis. This makes the system less sensitive frame-to-frame variations.

1.3.3 Gender-driven Facial Expression Recognition on Smartphones for Multi-

media Content Recommendation System

In the proposed system employing multimodal approach, the idea using prior knowledge

for improving facial expression recognition performance comes from experiential knowledge

that people are more likely to recognize expressions of familiar faces much better and more

quickly than those of unfamiliar faces. As an example, the evidence about difference of facial

expression between gender and age is supported by experimental result of the paper (Houstis

and Kiliaridis, 2009). Particularly in the paper, authors found that males had a pronounced

vertical movement in the posed smile and lip pucker compared to females. On the other

hand, females had a greater horizontal component in the posed smile. From the result about

the gender difference in facial expression, we are pretty motivated to improve the facial

expression recognition system. To put it concretely, we can recognize facial expressions by

classifiers trained with gender-specific dataset depending on previously determined gender
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information. Likewise, dataset for a specific age group such as the elderly or children can be

used for training specific classifiers. In addition, it is possible to use combinations of genders

and ages. (e.g., boys, girls, elderly women, young men, etc.)

For this approach, we present a context-sensitive multimedia content recommendation

system that has the capability to understand users’ emotional states along with priori knowl-

edge such as gender by gender recognition and facial expression recognition on a smartphone

and to recommend multimedia contents associated with users’ emotion.

1.3.4 Facial Expression Recognition on Noisy Images and Videos dataset

To create a model that can accommodate noisy images and videos dataset captured under

a variety of environments, we select a open resource dataset, FER2013 dataset provided by

the Facial Expression Recognition (FER) Challenge 2013 and composed of natural facial

expression samples with 48×48 small size image. We create a small and basic CNN model

suitable to a small dataset for CK+, while deeper convolutional neural network is built for

a large dataset with FER2013. To compensate for the disadvantages of the small amount

of data in CK+, we employ data augmentation increasing the amount of training data. On

the other hand, In the case of a SVM classifier with 13D geometric features introduced in

Chapter 3, it is difficult to apply data augmentation because the 13D feature itself uses

normalized data. The proposed CNN models applied to each dataset (CK+ and FER2013)

have good accuracy performance, even if these are baseline CNN models. Therefore, it is

expected that if the current insufficient amount of dataset used under noisy environment

like VR/MR are helped by data augmentation in CNN model, the system can have better

performance.
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1.4 Contributions of the Dissertation

1.4.1 A Efficient Framework for Real-time Facial Expression Recognition with-

out Temporal Segmentation

The contributions of this work are highlighted as follows:

• Investigation of good feature selection suitable to carry out facial expression recognition

on smartphones.

– Comparison of the performance of 13D geometric features to 6D geometric features

as a baseline from (Houstis and Kiliaridis, 2009) in order to verify the enhancement

of the proposed features.

– Comparisons of offline accuracy performance between geometric features and

LBP-based appearance features on the extended Cohn-Kanade datasets (CK+).

– Comparisons of online accuracy performance between geometric features and

LBP-based appearance features on commercial off-the-shelf smartphones.

– Comparisons of online speed performance between geometric features and appear-

ance features on commercial off-the-shelf smartphones.

– Evaluation of proposed system with CK+ datasets on smartphones.

• An efficient framework for real-time facial expression recognition on smartphones using

a set of SVMs for neutral and facial expressions (anger, disgust, fear, happiness, sadness

and disgust).

– The use of neutral expression frame detection for distinguishing expression frames

with neutral or slight expression frames.

– The use of dynamic information of geometric features with displacement between

neutral and expression frames. 13D geometric features outperform 6D base fea-

tures with the increase of 4.8% in terms of recognition rate.
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• Implementation of mobile app for Android phones (Suk and Prabhakaran, 2014).

We have implemented a mobile app which is available for download (See the link in the

Section 3.3.8) and tested on several Android phones for evaluation. In particular, a Samsung

Galaxy S3 running Android 4.3 Jelly Bean (We observe that latest OpenCV 2.4.9 is most

compatible with Samsung Galaxy S3 before now.) at a frame rate of average 3.23 fps with

640×480 and at average 3.64 fps with 352×288. Although the proposed system performs

roughly 3 frames per second (FPS), it is still possible to achieve the goal (of facial emotion

recognition) with a high degree of accuracy as normal expressions usually last between 0.5

and 4 seconds.

1.4.2 Temporal Segmentation of Video Sequences on Smartphones

The main contribution of our work is real-time, adaptive segmentation of a continuous video

of facial expressions into sequences of individual expressions on smartphones. This real-

time segmentation is adaptive to the varying speeds with which facial expressions are made.

Our approach using FSM is able to handle low frames per second such as 3 fps due to low

processing power of smartphone devices along with high degree of accuracy of facial emotion

recognition.

1.4.3 Gender-driven Facial Expression Recognition on Smartphones for Multi-

media Content Recommendation System

The main contributions in this approach include 1) analyzing difference of facial expression

between gender on Cohn-Kanade database, 2) applying and evaluating a priori knowledge

such as gender for facial expression recognition by building ensemble models from gender-

driven weak models separately trained from male, female, and mixed gender dataset, and

3) implementing a context-sensitive multimedia content recommendation system interacting

with users of real-time smartphone application.
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1.4.4 Facial Expression Recognition on Noisy Images and Videos dataset

The contributions in this approach include 1) building CNN models appropriately for the

respective amount of datasets such as small amount of Cohn-Kanade dataset and large

amount of FER2013 dataset 2) evaluating the CNN models cross dataset. For small amount

of CK+ dataset, the proposed CNN with data augmentation outperforms SVM built with

geometric features.

1.5 Dissertation Objective

Automatic facial expression recognition and emotion recognition have aroused in a variety

of research field because of an important role in human centered interfaces. The objective of

the dissertation is to develop the effective solutions and systems to solve the challenges and

issues for recognizing natural facial expressions under a variety of noisy environments.

• How do we make real-time facial expression recognition efficient and reliable to low-

power smartphones in terms of speed and accuracy?

• How do we have an efficient automatic facial expression recognition by temporally

segmenting continuous video in real time?

• How do we improve facial expression recognition performance by prior knowledge such

as gender?

• How do we build a model handling noisy dataset in more realistic environments?

The dissertation objectives are shown in the Figure 1.1
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Figure 1.1: The overview of dissertation objectives.

1.6 Organization of the Dissertation

The rest of the dissertation is organized as follows. Chapter 2 presents previous works re-

lated to this dissertation. Chapter 3 shows a simple and effective approach for real-time

facial expression recognition system running on smartphones. In order to make the effi-

cient framework for smartphones, the investigation of good feature selection are presented

and the evaluation of the proposed method on commercial off-the-shelf smartphones. Chap-

ter 4 details the FSM approach for real-time temporal segmentation of video sequences on

smartphones. In Chapter 5, we propose an approach for facial expression recognition us-

ing multimodal information such as gender. The proposed gender-driven facial expression

recognition system is integrated with a context-sensitive multimedia content recommenda-

tion system. In Chapter 6, we presents alternative approach using CNN model in order to
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handle noisy dataset with the extended experiments. The Chapter 7 concludes the disserta-

tion, and finally future work is discussed in Chapter 8.
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CHAPTER 2

RELATED WORK

Since facial expressions convey the human’s internal emotional states and play an essential

part in human face-to-face communication as a form of non-verbal communication, many

studies on facial expression analysis have been carried out with great interest for a long

time. Furthermore, automatic facial expression analysis and recognition has received a lot

of attention for decades. First of all, Paul Ekman and his colleagues’ significant work about

the facial expression in the 1970s became the foundation of the existing automatic facial

expression recognition system and related research fields (Ekman, 1994). Paul Ekman et al.

have found six universal emotions (anger, disgust, fear, happiness, sadness, and surprise), and

developed Facial Action Coding System (FACS) for categorizing human facial expressions

by describing the movements of individual facial muscles with Action Units (AUs) (Ekman,

1994; Ekman and Friesen, 1978).

Facial representation or facial feature is one of important factors in successfully designing

facial expression recognition systems because the classifiers for facial expressions in the sys-

tem are interrelated to facial features. Facial features to be represented are mostly divided

into 2 types of groups such as geometric features and appearance features extracted from

targeting face.

First, geometric features are relevant to measurement, shape, and locations of facial

components such as eyes, eye brows, nose, and mouth. For example, Active Shape Models

(ASMs) originally developed by T. Cootes et al. (Cootes et al., 1995) are one of the most

popular and robust statistical model-based algorithms to fit landmarks on facial component.

ASMs are successfully used to extract geometrical features by measuring lengths and angles

of the markers in landmarks fitted on the face image so that the facial features are used as

input data for the classifier of facial expression recognition.
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Second, appearance features are changes of facial texture or appearance in the local

areas (e.g., wrinkles and furrows) or the whole face. Gabor wavelets representation and

Local Binary Patterns (LBP) are typical approaches for appearance features. Additionally

the Active Appearance Model (AAM) is a well-known computer vision algorithm for hybrid

features of shape and appearance (Edwards et al., 1998).

In fact, both geometric and appearance feature based facial representations are most

subject to the reliable facial feature detection. Therefore, our proposed system in Chapter 5

employs ASMs for reliable facial feature detection, and we evaluated the performance of

geometric feature based and appearance feature based approaches in terms of the implemen-

tation of real-time mobile application on commercial off-the-shelf smartphones.

There are many classifiers to be applied for facial expression recognition. For video-

based facial expression recognition, classifiers are divided into two large groups: spatial

and spatio-temporal approaches (Fasel and Luettin, 2003). Spatial approaches that have

been extensively used in many existing facial expression recognition systems are based on

frame-by-frame expression detection. The frame-by-frame approach using still images or only

single frames in video sequences does not care about motion related information and temporal

information. Therefore the classification of facial expressions is processed in accordance with

spatial information in a single frame. For example, classifiers such as Neural Network (NN)

(Lisetti and Rumelhart, 1998; Padgett and Cottrell, 1996), Bayesian Network (BN) (Cohen

et al., 2003), rule-based classifiers (Pantic and Rothkrantz, 2000), Support Vector Machine

(SVM) (Bartlett et al., 2001; Littlewort et al., 2002) led to a good success as this approach

for facial expression recognition. On the other hand, spatio-temporal approaches are not

simple, but usually results in better performance on video sequences than spatial approaches

without temporal information. One of the most popular classifiers for the spatio-temporal

approach is Hidden Markov Models (HMM) that have been well applied to facial expression

recognition in (Cohen et al., 2003; Bartlett et al., 2001; Lien et al., 2000).
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Although most studies of facial expression recognition generally have focused on high

performance in terms of accuracy rate of recognition, performance issues on the mobile

platform have been not too considered. Accordingly our study shows an approach suitable

to mobile platform in Chapter 3.

To the best of our knowledge, our real-time video based facial expression recognition

system is a rare work on mobile platform. An eBook reader application as a use-case scenario

was introduced in (Anand et al., 2012). Although a user controls it with facial expressions as

a natural interaction, some Facial Action Units limited to eyes (not various facial expressions)

are used as facial gestures. For facial expression system on smartphones, authors employed

AAM with a Difference Of Gaussian (DOG) to fix illumination variation problems in (Jo

et al., 2011). However, they used only four classes (sadness, surprise, neutral and happiness)

for experimental results.

There have been several works for segmenting a facial action into its temporal phases

of neutral, onset, apex, and offset. Valstar and Pantic presented a hybrid SVM-HMM

classifier for segmenting into temporal phases of Action Units (AUs) (Valstar and Pantic,

2007). The HMM consists of four states (neutral, onset, apex, and offset), and SVM is

used as emission probabilities of HMM. In (Pantic and Patras, 2006), the authors performed

automatic segmentation of video sequence using a neutral-expressive-neutral sequential facial

expression model by finding the presence or absence of facial activity with AU recognizer. In

(Valstar and Pantic, 2006), they showed temporal analysis of AUs and automated recognition

of facial AUs.

Most approaches focus on making good performance in terms of accuracy rate of recogni-

tion without regard to speed issue. However, if the system is needed to run on mobile plat-

form with lower computation power compared to high-performance computers, approaches

should be concerned about speed performance. For example, calling multiple classifiers for

AUs at the same time or calling a classifier such as NN, SVM, or HMM every frame would

impose a burden on real-time video processing on mobile system.
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In (Cohen et al., 2003), authors proposed automatic segmentation and recognition of

emotions using multi-level HMM. Using un-segmented continuous video, they showed the

multi-level HMM performed at the similar recognition rate compared to the emotion-specific

HMM. (Cohen et al., 2003) found that although the dynamic classifiers such as HMM are

more suited to person dependent expressions, the expression classification accuracy is lower

compared to static classifiers. On the other hand, static classifiers are easier to train and

implement, but perform poorly when used with frames not at the peak of an expression in

video sequences.

Milborrow2008The results of (Cohen et al., 2003) motivated us to design the proposed

system in Chapter 4 that (a) automatically segments sequences of expressions from the

video stream, and uses dynamic features for facial expression recognition; (b) instead of

using HMM (or other spatio-temporal classifiers) static classifiers such as SVM are used; (c)

should be practicable solution on smartphones with low computational power. We show that

the proposed system can lead to lower sensitivity to temporal patterns of different people’s

expressions, as well as easier training and implementation.

Facial expressions are mostly treated with six basic emotions regardless of culture and

region under the universality hypothesis of facial expressions. However, O. Houstis and S.

Kiliaridis in (Houstis and Kiliaridis, 2009) supports the evidence about the difference of facial

expressions between different gender or age groups. Therefore, prior knowledge can help to

make emotion recognition system enhanced. I. Bisio et al. (Bisio et al., 2013) tried gender-

driven emotion recognition through speech signals and showed that a priori knowledge of

speaker’s gender increases the accuracy of emotion recognition.

The motivation is the use of multimodal information. There are bimodal or multimodal

approaches for emotion recognition systems. By bimodal approaches, audio-visual data are

used at feature-level for recognizing six emotions in (Huang et al., 1998) and (Chen and

Huang, 2000). In (Busso et al., 2004), the authors show the result the complementary rela-
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tions of the two modalities such as facial expression and speech and using the fused modalities

can improve the performance and the robustness of the emotion recognition system.

We present some recent works related to content recommendations system and other

similar systems using facial expressions, emotions, or facial components. I. Arapakis et al

in (Arapakis et al., 2009) model users’ affective responses with facial expressions and other

physiological signals in order to predict topical relevance without explicit user judgments.

They mentioned that low-level features such as motion units perform better rather than

high-level information such as emotions by classifiers inefficiently modelled. R. Valenti et al

in (Valenti et al., 2010) present a visual creativity tool to generate a combination of sounds

changing in real time by automatically recognizing facial expressions and tracking facial

muscle movements. In (Zhao et al., 2010), Zhao et al discuss a concept of a domain specific

music recommendation system based on users’ sleep quality, and they present an EEG-

based approach for sleep quality measurement. Zhao et al in (Zhao et al., 2011) propose

an approach for indexing and recommending videos based on affective analysis of viewers.

For building facial expression classifier, they use compositional Haar-like features along with

hidden conditional random fields (HCRFs). In our previous work (Mariappan et al., 2012),

we presented FaceFetch, a user emotion driven multimedia content recommendation system

that recommends multimedia related to users’ current emotional state, but the system could

not work with fully automatic interaction (the prototype system required a photo taken by

clicking a button when the user had a facial expression.) and needs help of the remote

server to do the task for facial expression recognition in a photo that the user sent. On

the other hand, the system proposed in this paper has the ability to run automatic facial

expression recognition in real-time video sequences on smartphones themselves without any

remote server and manual interaction.
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CHAPTER 3

EXPERIENCES WITH REAL-TIME FACIAL EXPRESSION

RECOGNITION IN SMART PHONES1

3.1 Proposed System Overview

In order to make real-time facial expression recognition efficient and reliable to low-power

smartphones, we consider performances in terms of speed and accuracy. The proposed system

employs temporal information for facial features in anticipation of higher accuracy of spatio-

temporal features than spatial and static features. For obtaining such dynamic features,

the reference point such as a starting video frame including a neutral expression should be

needed in video. In other words, the preceding process such as the temporal segmentation for

facial expressions in real-time video sequences is additionally required for the starting and

peak frames of a facial expression, and facial features with temporal information between

these frames are taken. However complex temporal segmentation in video sequences can be

costly on mobile devices with low computation power that should be optimized in terms of

speed performance in order to run the application smoothly on. For addressing this issue,

the proposed system adopts a simple and reliable approach to find both a neutral expression

and non-neutral expressions. The system checks the presence of neutral expressions at every

frame, but it does not require accurately to identify the peak of expressions in non-neutral

expression frames of video sequences. Again, since the proposed approach distinguishes only

neutral expressions from non-neutral expressions including both transitional states and apex

states, it would lessen the computation load of temporal segmentation task. (Whereas the

strict temporal segmentation of a facial expression motion includes at least four temporal

1 c© 2014 IEEE. Reprinted, with permission, from Myunghoon Suk, B. Prabhakaran, “Real-Time Mobile
Facial Expression Recognition System - A Case Study,” Computer Vision and Pattern RecognitionWorkshops
(CVPRW), 2014 IEEE Conference on , pp.132,137, June 2014.
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Figure 3.1: The proposed system architecture.

states such as neutral, onset, offset and peak in real-time video sequences. Therefore, it

would be a more difficult and time-consuming process.)

Without saving a sequence of features over a window of video frames or in a temporal

video segmentation as time series dataset for classifiers such as HMMs, the dynamic features

generated from a pair of neutral and non-neutral expression frames are fed to SVM classifiers.

Therefore, the proposed approach makes the system effectively run in real time at a moderate

level while avoiding the delay time in the case of sliding window or frequent processing time

for frame-by-frame classification without temporal segmentation. For example, even though

the system runs with a low frame rate of about 3.0 fps, it seems like that it usually does

not miss peak frames in practical experiments because most real expressions reach a peak

expression within a second and the facial expression on peak state is held for a moment

about 1-2 seconds. Therefore the system is able to catch at least a couple of non-neutral

frames during a period between starting and ending frames of a facial expression. After

finding neutral expression and subsequent non-neutral expressions, the system creates new

spatio-temporal facial features, that is, dynamic features with the displacement between the

neutral expression feature and current non-neutral expression feature. Comparing to features
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with the displacement of frame-to-frame basis, the features with longer gap of time affect

the system less sensitive to frame-to-frame variations.

The system architecture for a real-time facial expression recognition on smartphones

is shown in Figure 3.1. The proposed system generally follows main steps of ordinary

facial expression recognition systems such as face detection, feature extraction, and facial

expression classification. As a part of ASM stage followed by the face detection, the face

alignment is an essential step to assure more accurate facial features. After ASM stage,

coordinates of the markers on the face template are used to generate the static facial features

in a current frame of video sequences. In the next step after the feature extraction in Figure

3.1, we employ both the SVM model and mouth status for detecting neutral expressions in

a frame. If the current frame includes a neutral expression, the current features are saved

as neutral features to create dynamic features with non-neutral expression features later. If

it is a non-neutral expression in the current frame, new dynamic features are generated by

displacement between the saved neutral features and current features. Then the dynamic

features are fed into SVM models for facial expression recognition and finally the emotion

recognition result from SVM classifiers are returned as one of 6 emotion classes.

3.2 Detailed Features and Facial Expression Recognition used in the Proposed

System

The first step of the system is to grab a frame of video stream on the smartphone. In the

current frame, the face is found by face detection using haar-cascade classifier in OpenCV.

Although the next step is to extract features from the detected face, the ASM module is

required prior to feature extraction because it is a prerequisite to both geometric features and

appearance features for face alignment. Also the status of mouth in the neutral expression

detection module are based on ASM landmarks. In the following sections, we explain the

details of 13D geometric features and LBP appearance features for the system. In Section

20



Figure 3.2: Example of landmarks by STASM (Milborrow and Nicolls, 2008), and 13 ge-
ometrical facial features by distances and angles among 13 points on one sample of CK+
dataset

3.3, we evaluate and compare the performance of approaches for two different types of feature

set so that we choose more suitable features to mobile platform.

3.2.1 Geometric Feature Extraction

STASM (Milborrow and Nicolls, 2008) provides the face detection and ASM implementation

where the 77 facial landmarks are located on the detected face. Based on x, y coordinates of

landmarks from ASM, 13 high-level facial shape features are generated and normalized in the

proposed system. 77 Landmarks (white dots) are shown on the face in the most left figure,

13 points are listed in the middle table, and 13D features are described in the most right

table in Figure 3.2. The first 7 points (P1-P7) and 6 features (F1-F6) are the same points

and distances as those used in (Houstis and Kiliaridis, 2009). However, the other 6 points

(P8-P13) and 7 features (F7-F13) are new additional ones for robustness of the proposed

features.

From the proposed system architecture in Figure 3.1, if the detected face has a neutral

expression, the 13 facial shape features are saved as neutral features which is used as the

reference features for calculating displacement from non-neutral expression features after-
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Figure 3.3: Procedure for the LBP features extraction: 1) Rotate, 2) Crop, 3) Scale, 4) LBP
and 5) 1475 features.

ward. Otherwise, if it is a non-neutral expression, new dynamic features are created by

saved neutral features and current facial features.

3.2.2 Appearance Feature Extraction with Local Binary Patterns (LBP)

For the appearance features representing facial expressions, we employ Local Binary Patterns

(LBP). Since LBP was originally introduced in (Ojala et al., 1994), LBP features have been

used in texture analysis as well as facial image analysis (Feng et al., 2004; Shan et al., 2009).

LBP as good features works well for texture description. For examples, the features are

robust to illumination conditions. Most of all, the most important reason why we choose

LBP, not other descriptors such as the Histogram of Oriented Gradients (HOG) is for the

computational simplicity. The LBP features are extracted by a sequence of steps (See Figure

3.3). Before applying LBP for a face image, the face image should be aligned by rotating,

cropping, and scaling. For this pre-process, the positions of left and right eyes tracked by
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ASM are used as reference points for rotating and cropping a face image. The 30% of the

image size next to the eyes in horizontal and vertical direction are kept when the face image

is cropped. Therefore, a final face image is aligned at the eyes with same fixed width and

height (100 pixels×100 pixels size). The 100 × 100 face image is converted by the LBP

operator thresholding a neighborhood of 8 pixels with a center pixel and labeling the center

pixel as number. After labeling a face image into 256 numbers, the labeled face image is

divided into 5 × 5 sub-regions. Each sub-region (20 pixels×20 pixels) of the labeled face

image is represented by a histogram with 59 bins (59-label LBP (Shan et al., 2009)) by

accumulating some patterns into a single bin, instead of 256 bins. Finally the face image is

represented by 1475 (59× 25) length features concatenated by 25 histograms with 59-bins.

In contrast to the 13D geometric features, the LBP features are not converted to dynamic

features with the displacement between neutral frame and non-neutral frame in the proposed

system. Therefore, LBP features as static features are used in training and testing states.

Additionally, 1475D LBP features can be reduced to 46D features by using feature se-

lection method with F-score in (Chen and Lin, 2006) for better performance in terms of

accuracy.

3.2.3 Neutral and Expressions Classification

Basically, a set of SVMs are used for neutral expression and 6 facial expressions classification.

SVMs have been already well-known classifiers for pattern recognition tasks such as face

recognition and facial expression recognition. The open source library called LIBSVM (A

Library for Support Vector Machines) (Chang and Lin, 2011) is used to develop the mobile

application for this system.

First, for the neutral expression detection, we check the status of the mouth by one of

the 13D features (F4 in Figure 3.2) on detected face every frame. If the mouth is open

or a feature (F4) is greater than a threshold number, we intuitively know the face has one

23



Figure 3.4: Examples of CK+ dataset (Lucey et al., 2010): (left to right) anger, disgust,
fear, happiness, sadness, and surprise expression.

of non-neutral expressions such as happiness, surprise, partial anger, partial disgust, and

partial fear. However, if the mouth is closed or a feature (F4) is less than the threshold

number, the SVM classifier should double-check for distinguishing between ‘neutral’ class

and ‘non-neutral’ class as we see Figure 3.1. For the neutral expression classifier, a SVM

model with Linear kernel function is built by training with neutral faces and others from

CK+ dataset (more details for CK+ in Section 3.3.1). We show accuracy of the SVM

classifier for neutral expression in Section 3.3.3.

Second, for the facial expression classification, the features are used as an input for SVM

classifiers of 6 emotions such as anger, disgust, fear, happiness, sadness, and surprise during

expression frames. In the case of 13D geometric features approach, the SVM classifier with

Radial Basis Function (RBF) kernel for emotion recognition is built with dynamic features

from CK+ dataset with 6 emotions. For LBP features approach, the SVM classifier with

Linear kernel is built with 46D features from CK+ dataset with 6 emotions.

3.3 Experimental Results

3.3.1 Facial Expression Dataset

For a set of SVM classifiers, we use the extended Cohn-Kanade (CK+) database including

593 video sequences from 123 subjects (Lucey et al., 2010) in training stage. All video

samples have already been segmented temporally between neutral frame and peak frame of
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Table 3.1: The accuracy results for facial expression recognition on CK+ dataset. The SVM
classifiers with RBF kernel are evaluated with 10 folds Cross-validation. (Top) using 6D
features and (Bottom) using 13D features.

a facial expression for about 10-60 frames in CK+ dataset. In Figure 3.4, examples of CK+

dataset are shown (anger, disgust, fear, happiness, sadness and surprise expression).

During training SVM for the neutral expression, we used 309 neutral frames for positive

set and 327 peak frames from 6 emotions plus contempt emotion for negative set. For 6 facial

expressions, we took 309 neutral frames and 309 peak frames except contempt emotion among

7 emotions dataset. All 309 samples are 45 from anger, 59 from disgust, 25 from fear, 69

from happiness, 28 from sadness and 83 from surprise.
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Table 3.2: The accuracy results for Neutral expression recognition using 13D geometric
features with 10 folds Cross-validation: (top) Linear kernel function, (bottom) RBF kernel
function.

3.3.2 Evaluation of 13D Geometric features

As we mentioned in Section 3.2.1, we have added 7 points (P8-P13) and 7 features (F7-

F13) to 6D features used in (Houstis and Kiliaridis, 2009). For evaluation of the extended

features, we compared the results of facial expression recognition between using 6D and 13D

geometric features on CK+ dataset in Table 3.1. The SVMs with RBF Kernel (Cost=128.0,

γ=0.03125) for 6 classes of emotions are tested by 10-folds cross validation. The accuracy

result using 6D features (F1-F6) shown in Figure 3.2 is 76.1%, whereas the extended 13D

features result in 80.9%. Therefore this experimental result shows that the proposed system

performs better with 13D geometric features.

3.3.3 Neutral Expression Recognition

In the training stage, the SVM classifier for neutral expression recognition is trained with

CK+. Using 13D geometrical features, Table 3.2 shows accuracy results from two different

kernel functions (top: Linear, and bottom: RBF kernel function) by 10-folds cross validation.

While the SVM classifier with RBF has 87.9% of accuracy, the Linear kernel results in 77.5%
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Table 3.3: The accuracy results for Neutral expression recognition using 1475 LBP features
on CK+ dataset. The SVM classifiers with Linear kernel are evaluated with 10 folds Cross-
validation.

of the accuracy. We employ the Linear kernel function for neutral expression recognition in

our proposed system even if the SVM classifier with RBF Kernel results in better accuracy.

While the SVM classifier with RBF kernel is apt to be more optimized to CK+ dataset,

the SVM with Linear kernel is flexible. Therefore, the Linear kernel is more suitable for

the application dealing with data from outside the training dataset (as in our case of using

the mobile facial expression application with users not present in CK+ dataset). The SVM

classifier built from CK+ is embedded with the mobile application and tested on real-time

video on smartphones.

Similarly, the accuracy result for the neutral expression recognition using 1475D LBP

features from SVM with the Linear kernel on CK+ dataset is 89.8% from 10-folds cross

validation in Table 3.3.

3.3.4 Facial Expression Recognition using 13D Geometric features on CK+

We show the accuracy results for 6 facial expressions recognition in Table 3.4. Table 3.4

shows the accuracy result of 6 facial expression recognition using 13D geometrical features.

The dynamic features are created with neutral frame (the first frame of video sample) and

apex frame (the last frame of video sample) in CK+ dataset. We obtained average 85.8% of

accuracy from 10-folds cross validation.
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Table 3.4: The accuracy results for facial expression recognition using 13D geometric features
on CK+ dataset. The SVM classifiers with RBF kernel are evaluated with 10 folds Cross-
validation.

Table 3.5: The accuracy results for facial expression recognition using 46 LBP features on
CK+ dataset. The SVM classifiers with RBF kernel are evaluated with 10 folds Cross-
validation.

Because ‘sadness’ is done with relatively small movements and sometimes ambiguous

with some other expressions such as anger, disgust and fear, we have the lowest accuracy,

67.9% among 6 emotions as we see Table 3.4.
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Table 3.6: The accuracy results for facial expression recognition using 46 LBP features on
CK+ dataset. The SVM classifiers with Linear kernel are evaluated with 10 folds Cross-
validation.

Table 3.7: The accuracy results for facial expression recognition using 1475 LBP features on
JAFFE dataset. The SVM classifiers with Linear kernel trained by CK+ are used for testing
JAFFE dataset.

3.3.5 Facial Expression Recognition using LBP on CK+

For the facial expression recognition using LBP features, SVM classifiers are trained with

CK+ dataset. While the 13D geometric features are created by the displacement of features

between neutral and peak frames of facial expressions, 1475D LBP features are extracted in

only 309 peak frames of 6 emotions on CK+. By the feature selection with F-score, 46D
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(a) Anger (b) Disgust (c) Fear (d) Happiness (e) Sadness (f) Surprise (g) Neutral

Figure 3.5: Screenshot of facial expressions captured in real time mobile app.

features with high F-score are selected from 1475D features. The accuracy results for 6

facial expressions recognition by SVM with RBF kernel are shown in Table 3.5. The result

is average 86.4% of accuracy from 10-folds cross validation. Similarly, Table 3.6 shows the

accuracy result by SVM with Linear kernel. The accuracy is 88.3%. Compared to 85.8%,

the accuracy result of 13D features in Table 3.4, the facial expression recognition using LBP

features has a little bit higher accuracy results. This LBP SVM model built with CK+ is

embedded into the mobile app for real-time emotion recognition using LBP.

Additionally we tested with the Japanese Female Facial Expression (JAFFE) Database

(Lyons et al., 1998) (Total 183, Anger: 30, Disgust: 29, Fear: 32, Happiness: 31, Sadness:

31, Surprise: 30) for 6 emotion recognition on the SVM classifiers with Linear kernel trained

by CK+ in Table 3.7. This shows the results from testing dataset (JAFFE) not present in

training dataset (CK+).

3.3.6 Evaluation of Real-time Emotion Recognition Accuracy using 13D Geo-

metric features

For the evaluation of the performance of real-time emotion recognition system running on

mobile platform, we developed the mobile application on Android smartphones. The main

device for experiments is Samsung Galaxy S3 (CPU: Quad-core 1.4 GHz Cortex-A9, GPU:

Mali-400MP, Android 4.3 Jelly Bean). We asked 7 subjects to perform 7 expressions as

examples of Figure 3.5, looking at the front-facing camera of the smartphone. It should

be noted that they are not professional actors and made almost posed facial expressions,
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not spontaneous expressions. And we just considered the expressions of only peak frames

except transitional expressions because our system gives us back all results from non-neutral

expressions.

Each participant performed the 6 different expressions and the neutral expression 10

times. Therefore, 70 facial expressions are created per participant. The classification con-

fusion matrix for 6 emotions and neutral expression is shown in Table 3.8. The average

accuracy of 7 expressions is about 72%.

One good group (disgust, happiness and surprise) has average 92% of accuracy, whereas

the other group (anger, fear and sadness) has worse result with average 43% of accuracy.

The obvious reason about bad accuracy from expressions such as anger, fear and sadness is

that subjects, being nonprofessionals, were uncertain about what to do for such expressions.

On the other hand, they easily performed expressions such as disgust, happiness and surprise

intuitively.

As the result from CK+ dataset shows, ‘sadness’ is the most difficult expression for clas-

sification because it is likely to be confused with other expressions such as anger, disgust, and

fear. Moreover because the ‘sadness’ usually has closed mouth, it is liable to be classified to

neutral class particularly. However, the expressions with both open mouth such as happiness

and surprise rarely happen to be misclassified.

3.3.7 Evaluation of Real-time Emotion Recognition Accuracy using LBP

The experiment for real-time emotion recognition accuracy using LBP features on the smart-

phone is carried out with the same devices and methods as those for the evaluation with

the 13D geometric features. The SVM models evaluated and built by 309 CK+ dataset

in the previous section are used for the evaluation of real-time emotion recognition using

LBP appearance features on smartphones. The confusion matrix for emotion classification

is shown in Table 3.9.
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Table 3.8: Emotion classification confusion matrix as result of facial expression recognition
(%) using 13D geometric features module on Samsung Galaxy S3 –Anger (An), Disgust (Di),
Fear (Fe), Happiness (Ha), Sadness (Sa), Surprise (Su), and Neutral (Ne).

Table 3.9: Emotion classification confusion matrix as result of facial expression recognition
(%) using LBP features module on Samsung Galaxy S3.

3.3.8 Evaluation of Processing Time using 13D Geometric features

For evaluating the performance of processing time on the proposed system, we used with

Samsung Galaxy S3 as well as other commercial off-the-shelf smartphones. Our proposed

system is implemented on Android smartphones because the Android OS is the most popular

mobile OS (dominating nearly 85% of the market share in the second quarter of 2014) running

on diverse smartphones and tablets.
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Table 3.10: Average computation time and standard deviation (milliseconds) taken in the
process of modules of the proposed system. Two different smartphones (Nexus 4 and Galaxy
S3 ) are tested.

The screenshot of the mobile app running on Galaxy S3 is shown in Figure 3.6. In previ-

ous experiments (Suk and Prabhakaran, 2014), two different smartphones, Samsung Galaxy

S3 and Google Nexus 4 (CPU: Quad-core 1.5 GHz Krait, GPU: Adreno 320, Android 4.4

KitKat) are compared to each other in terms of the processing time (See average computa-

tion time and standard deviation (milliseconds) taken in the process of the sub-modules in

Table 3.10). For one minute, average computation time in each sub-module is taken. The

frame resolutions from smartphones may not be the same because most smartphones have

different camera capabilities such as picture preview size and ratio of video images.

Figure 3.6: Screenshot of mobile app for real time facial expression recognition.

33



Figure 3.7: Computation time in modules (Optical flow, ASM, SVM-neutral and SVM-
emotions) in a grabbed frame when running on Samsung Galaxy S3.

In Figure 3.7, the pie chart shows proportions of sub-module’s computation time in a

single frame grabbed on Galaxy S3 (it is the same data as Galaxy S3 in Table 3.10). The

ASM module for face detection and fitting landmarks takes the most time-consuming task

with 75.7%. However, the SVM classification modules take slight time about 0.1%-0.2%.

The rest of tasks includes image and graphics processing with average 9.8%.

There is some room for improvement of computation time by changing parameters such

as face size to be searched in the ASM module. The minimum size of the face to be found

can be adjusted (e.g. 25% or 50% width of a frame size). Absolutely smaller number of

minimum size takes longer time with a small sliding window to find faces. Also from a

perspective of the usage with the front-facing camera of smartphones (we can hardly set our

faces very small within arm reach), it is reasonable to use large minimum size. We shows

34



Figure 3.8: Computation time comparison in different parameters such as minimum width
of face - 25% and 50% on Galaxy S3, and 50% on Nexus 4.

the comparison between different minimum sizes of face width (25% and 50%) on Galaxy S3

in Figure 3.8. Therefore, as we had anticipated, the minimum face width 50% requires less

processing time than 20% on ASM module.

Evaluation with Additional Smartphones: In previous experiments (Suk and Prab-

hakaran, 2014), we tried to test with other more recent smartphones such as HTC One

(CPU: Quad-core 1.7 GHz Krait 300, GPU: Adreno 320, Android 4.4 KitKat) and Samsung

Galaxy S4 (CPU: Quad-core 1.9 GHz Krait 300, GPU: Adreno 320, Android 4.4 KitKat).

However, we failed to run the app with an issue that OpenCV Library 2.4.8 implemented

using non-public Android API might not support the camera of particular smartphones on

which the vendor had modified some parts of Android OS. On the contrary, Google Nexus

4 had no problem although it used the same versions as Android 4.4 and OpenCV library

2.4.8. Therefore, since we revised the mobile application with OpenCV library 2.4.9 re-

lease which fixed the issues, we have improved the performance of processing time with the
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Samsung Galaxy S3 as well as can run other smartphones such as Samsung Galaxy S4. As

additional experiments, Table 3.11 shows average computation time and standard deviation

(milliseconds) by 13D geometric features. We took the evaluation of processing time with

smartphones such as Google Nexus 4, Samsung Galaxy S3, Samsung Galaxy S4, Samsung

Galaxy Tab 4 (CPU: Quad-core 1.2 GHz Cortex-A7, GPU: Vivante, Android 4.4.2 KitKat)

and HTC Evo (CPU: Dual Core 1 GHz Scorpion, GPU: Adreno 200, Android 4.1.1 Jelly

Bean). Compared to the result in Table 3.10, the mobile app updated by the latest OpenCV

manager (2.4.9) which fixed issues in Native Camera is used on all the smartphones. The up-

dated mobile app has improved the speed performance from 420.2ms to 309.6ms on Galaxy

S3. Computation times are shown in Table 3.11. While the frame resolution of Galaxy S4

is 12.5% bigger than that of Galaxy S3 (from the ratio of 307,200 pixels to 345,600 pixels),

the computation times of ASM in Galaxy S4 are 34.6% and 66.5% longer than those of

Galaxy S3 in Table 3.10 and Table 3.11 respectively. Because of the fact that higher spec

smartphones such as Galaxy S4 give bad performance in terms of computational speed, we

still doubt OpenCV 2.4.9 compatibility with some of specific Android smartphones.

Evaluating the Possible Use of Optical Flow in Mobile Phones: In the evaluation

for the computation time, we have added a Lucas-Kanade’s optical flow module (Lucas and

Kanade, 1981) to see how the optical flow can affect the performance of the system. In

contrast with a stationary camera installed general systems, hand-held mobile devices have

issues such as camera shake causing relative head movements. Moreover, head movements

arising out of spontaneous facial expressions can lead to degradation of facial expression

recognition accuracy. Therefore, the Lucas-Kanade’s optical flow can help to overcome

the negative effect of head movement on smartphones. In our experiments, the optical

flow module takes average 59ms (14%) in a single frame on Galaxy S3 (See Figure 3.7).

The integration with the optical flow vector will be taken up as a future work because the

additional task with optical flow module makes the system slow down.
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Table 3.11: Average computation time and standard deviation (milliseconds) taken in the
process of modules of the proposed system (with revised version with OpenCV 2.4.9). Addi-
tional smartphones (Samsung Galaxy S4, Samsung Galaxy Tab 4 and HTC Evo) are tested.
Galaxy S3 runs at average 3.23 fps.

Demo of the Proposed Mobile App: The proposed mobile application for facial ex-

pression recognition can be downloaded from: https://www.dropbox.com/s/716dlnwka4irc8y/

EmotionRecognitionRT.apk

3.3.9 Evaluation of Processing Time using LBP

Table 3.12 shows average computation time and standard deviation (milliseconds) taken

in the process of LBP features module on the smartphone. The LBP module consists of

pre-process for face alignment, LBP operation, and calculating histogram from LBP. For

example, it takes 13.9 ± 2.5(ms) for face alignment, 282.6 ± 55.9(ms) for LBP operation,

and 83.8 ± 40.9(ms) for calculating histogram among the LBP+SVM module on Samsung

Galaxy S3.

For the evaluation of speed performance, we show average computation time and standard

deviation (milliseconds) taken in the process of the LBP features module in Table 3.12.
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Table 3.12: Average computation time and standard deviation (milliseconds) taken in the
process of modules of LBP features based system (with revised version with OpenCV 2.4.9).
Additional smartphones (Samsung Galaxy S4, Samsung Galaxy Tab 4 and HTC Evo) are
tested. It is also to be noted that ‘Total time’ is average computation time for all frames,
not just the sum of average computation time of 3 sub-modules (ASM, Neutral SVM, and
LBP+SVM) in the table. Galaxy S3 runs at average 2.33 fps.

3.3.10 Evaluation of Facial Expression Recognition using 13D Geometric fea-

tures with CK+ dataset on Smartphone

As an additional evaluation, the CK+ dataset is evaluated in the proposed system running

on a smartphone. The CK+ video set has 225 samples (anger: 26, disgust: 33, fear: 18,

happiness: 60, sadness: 16, surprise: 72). As mentioned in Section 3.3.1, all video samples

have been temporally segmented from neutral expression to peak expression. The average

accuracy of 6 emotions recognition with CK+ dataset on a smartphone is about 46.2% by

classifying correctly 104 of 225 if we decide by majority of expression in a video sample. The

result of majority rule from detected expressions must be worse than that in Table 3.8 where

we ignored transitional expressions and accepted only peak expression during experiment.

While smartphone devices with limited resource cause real-time video streaming at low frame

rate and hardly ever take frames including transitional expressions such as onset states, CK+
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videos recorded at high frame rate used for testing on smartphones take many ambiguous

transitional frames between neutral and peak expression.
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CHAPTER 4

REAL-TIME FACIAL EXPRESSION RECOGNITION ON SMARTPHONES1

4.1 Proposed System Overview

In Figure 4.1, the proposed system for automatic facial expression recognition consists of

two main modules:

• Temporal Segmentation of Video Sequences: For segmentation of continuous

video sequences into a series of expressions, the proposed system adopts a Finite State

Machine (FSM) model. This model uses dynamic features of input video extracted by

using the Lucas-Kanade optical flow method as triggering condition for each transition.

Because the FSM consists of a finite number of states representing neutral (start/accept

state), onset, apex, and offset state, the systems can recognize the current state at any

given time. The FSM is a simplified version of HMM where probabilities of state

transition are equal to zero or one.

• Facial Expression Recognition: The first step of facial expression recognition

is automatic feature extraction by Active Shape Models (ASM) and feature normal-

ization. Subsequently, we use a static classifier, Support Vector Machines (SVM) for

recognizing the facial expression at every apex state.

4.1.1 Temporal Segmentation for Facial Expression in Video Sequences

Finite State Machine as a model of time: The main module for temporal segmen-

tation is built by finite state machine, M = (Q ,Σ , δ, q0 ,F ) where a finite set of states

1 c©2015 IEEE. Reprinted, with permission, from Myunghoon Suk, B. Prabhakaran, “Real-time Facial
Expression Recognition on Smartphones,” Applications of Computer Vision (WACV), 2015 IEEE Winter
Conference on, pp.1054,1059, January 2015.
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Figure 4.1: Flow diagram for proposed system.

(Q = {q1 , q2 , q3 , q4}), a finite set of input symbols (Σ = {0, 1}), a start state (q0 = q1 ),

a set of accept states (F = {q1 , q3}), and a transition function where δ is defined by the

state transition table (Figure 4.2 shows the proposed FSM and (a)-(g) are examples of video

frames corresponding to each state). The language recognized by M is the regular language

given by the regular expression 0∗1(01)∗10∗1(01)∗1, where ‘*’ is the Kleene star. A complete

facial expression typically involves starting from a neutral state, going to the peak expres-

sion, and coming back to neutral state. Hence, the proposed FSM is designed with two final

or accept states: neutral and apex. Because an accept state is q1 (neutral state), the FSM

accepts an input video sequence including a cycle of temporal phases (from neutral, onset,

apex, offset to neutral states) in a facial expression. Examples of strings accepted by this

state machine are 1111 (minimum length), 01111, 001111, ..., 101111, 10101111, ..., 11011,

110011, ..., 111011, ..., etc. Moreover, in the case of q3 as an accept state, the FSM accepts

an input string for facial expression recognition, and the recognition task is performed on

q3 (apex state). The minimum set of states for the FSM representing temporal phases of

a facial expression are a neutral state, two transition states (onset and offset) and an apex

state. In order to move from neutral to apex state, at least two video frames meeting the
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(a) q1 (b) q2 (c) q3 (d) q3 (e) q3 (f) q4 (g) q1

Figure 4.2: State diagram and the state transition table of a finite-state machine (M) for
facial expression segmentation in proposed system. (a)-(g) are examples of video frames
corresponding to states in FSM. (a) and (g) Neutral, (b) Onset, (c)-(e) Apex, (f) Offset.

condition of each transition such as (neutral and onset) and (onset and apex) are needed.

Two transition states are to act as a buffer against erroneous ‘score’ so that we make the

FSM system for temporal segmenting more robust to fickle environment.

Conditions of transition: The proposed FSM uses the combination of the following con-

ditions for transition: (a) ‘score’; (b) ‘cum score’; (c) mouth status and (d) head movement

status.

score: is obtained by counting number of dynamic features detected in the bounding box
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on the face by Lucas-Kanade’s optical flow vectors. The ‘score’ is defined as the following:

dynamic features#

total features#
(0 ≤ score ≤ 1) (4.1)

The ‘total features ’ is the number of total optical flow features in the face bounding box

(N ), and the ‘dynamic features ’ is the number of optical flow features with movement in the

face bounding box (0 ≤ dynamic features ≤ N), meeting the following condition:

N∑
i=1

(
counti =


1 if (distancei>thresholdb)

0 otherwise

)
(4.2)

The ‘distancei’ is the distance of ith optical flow feature between two image frames. The

‘distancei’ is obtained by the following way:√(
P

′x
i (t)− P ′x

i (t−∆t)
)2

+
(
P

′y
i (t)− P ′y

i (t−∆t)
)2

∆t
(4.3)

Where P
′
i (t) =

Pi(t)

w
(0 ≤ P

′
i (t) ≤ 1) is the normalized x or y coordinate of ith(0 ≤ i ≤ N)

optical flow feature at time t with w of width of face bounding box in original image frame.

Also Pi(t) is x or y coordinates of ith optical flow feature at time t. t is a current time and

∆t is time difference between two image frames. For example, two successive frames have

t− (t− 1) = 1.

The proposed system employs the Lucas-Kanade optical flow for detecting the movement

of facial muscle or anatomical component on face in video sequence. Although many optical

flow features can be tracked in video sequences, only some of the features tracked in face

area are selected for temporal segmentation of facial expressions, as we focus on the face

area selected by Haar cascade facial detection module with OpenCV in each frame. All

the features tracked by Lucas-Kanade method in face area are identified as either a static

or dynamic feature depending on how far it has moved. The displacement of a feature

tracked between two consecutive video frames is calculated. In Eq. (4.2), if the ratio of
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the displacement to face size is more than a particular threshold (thresholdb), the feature

is tagged as ‘dynamic’. Otherwise, it is considered as a static feature. After tagging all

the features in face area in each video frame, score in regard to motion detection of facial

expression is calculated as the ratio of the number of dynamic features to the total number

of features in face area in Eq. (4.1). The score is used as one of transition conditions. Zero

or small score can be considered as no facial action or false motion detection by feature

tracking error.

cum score: is the accumulated score used in a sequence from neutral state to apex state,

while the ‘score’ is treated between successive frames. Therefore, FSM in Figure 4.2 shows

transitions between states triggered by comparing ‘score’ and ‘cum score’ to thresholds such

as ‘a’ or ‘b’ determined with the experimental result.

mouth : The status of mouth in current state is an additional condition. Because most

features in both neutral and apex states are static in a moment about a few frames, it is

somewhat difficult to distinguish between them by only optical flow. If the system mistakenly

identifies apex state as neutral state, following transitions are incorrectly conducted in FSM

model.

In order to clearly distinguish between neutral and apex expression, the status of the

mouth (open or closed) is the clearest possible key feature than the others such as eye,

eyebrows, and nose. Open mouth should not exist in neutral expression typically. Therefore,

double-checking open mouth in the neutral state helps with distinction between neutral and

apex state. The status of mouth is determined by features based on ASM (explained in

Section 4.1.2).

Likewise, at the onset state, if the mouth is open, the proposed FSM is firmly convinced of

going from onset to apex regardless of ‘score’ or ‘cum score’. However, in cases of expressions

with no open mouth, the transition depends on the combination of ‘score’ and ‘cum score’

condition.
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head movement : When features are tagged as ‘dynamic’, we should double-check if the

head motion is causative of the dynamic features. If the head movement occurs, we need to

exclude the features from ‘dynamic’ tagged features. For example, if the ratio of dynamic

features to all features tracked in face area is greater than 50%, the motion of facial features

is regarded as head movement.

The proposed system keeps estimating facial expressions every frame in the apex state

as explained in Section 4.1.3. After leaving apex state, the state machine returns to neutral

state (final state) through offset state. With a single cycle of sequence of states, a facial

expression in video sequences can be clearly segmented.

4.1.2 Feature Extraction

Feature creation from ASM landmarks: For feature extraction, the proposed system

applies Active Shape Models (ASM) to each frame in video sequences. Facial features such

as fiducial points are extracted to represent facial geometry from ASM landmarks. Using

STASM (Milborrow and Nicolls, 2008), 77 facial landmarks are located on a face. Not only

the x, y coordinates of landmarks themselves can be used for facial shape features, but also

new features such as distances between two particularly selected markers are generated as

high-level facial shape features based on the x, y coordinates of landmarks.

Feature normalization (scale, translate, and rotation): After acquiring facial

features from ASM, the facial features should be normalized geometrically because all face

images are not captured at the same distance from the camera, and some faces may be out of

upright. The geometrical normalization is performed to get the normalized x, y coordinates

of landmarks.

4.1.3 Facial Expression Recognition

The basic classifier we employ in the proposed system is the Support Vector Machine (SVM).

SVMs are already popular in many of pattern recognition tasks including face recognition
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and facial expression recognition. We used the popular open source machine learning library

called LIBSVM (Chang and Lin, 2011). First, for SVM with Radial Basis Function (RBF)

kernel, we try to get the best value γ and C by parameter selection with the greedy search

method provided by the LIBSVM library, and then trained the SVM classifiers with the

parameters from training data set comprising the displacement of the normalized geometrical

features between neutral and apex expression. For both taking advantage of extremely

efficient SVMs and temporal dynamics in video sequences, the recognition task is performed

only during the stay on apex frames detected through the FSM, and uses temporal dynamics

between neutral and apex frames.

Recognizing emotions per apex frame: In video sequences, the system checks if the

current frame is on neutral or apex. If it is a neutral frame, the system saves current features

as neutral features and keeps up-to-date neutral features during neutral states. In FSM, the

system checks current state at every frames. If the current state is on apex, the system

extracts apex features and creates a new feature vector as relative displacement between

neutral and apex features. Whenever the system meets apex states during a single facial

expression, the feature vector is fed into SVM models to classify facial expression.

Final emotion estimation in a temporal segmentation of facial expression:

Eventually the final decision for facial expression in a single temporal segmentation of video

sequences is determined by the majority of facial expressions counted in apex states.

4.2 Experimental Results

We carried out the following experiments: (a) performance of the proposed system in terms of

computational time; (b) facial expression recognition using the extended Cohn-Kanade data

set; (c) real-time segmentation and recognition of posed expressions by 5 different subjects

looking at the front facing camera on a smartphone.
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Table 4.1: Given a video frame of video sequences, average processing time and standard
deviation (milliseconds) for main modules of the proposed system.

4.2.1 Analyzing the Proposed system’s Performance in Computation time

Because the proposed system is aiming at working for real-time mobile application, it is im-

portant to retain at least reasonable speed performance. Therefore, to show the performance,

we evaluated the proposed system on a smartphone, Samsung Galaxy S3 (CPU: Quad-core

1.4 GHz Cortex-A9, GPU: Mali-400MP, Android 4.3 Jelly Bean). The processing times are

obtained during performing a sequence of facial expressions about 1 minute. Table 4.1 shows

the elapsed time and standard deviations (milliseconds) for the process of each module in a

video frame. Compared to a SVM classifier, we also tested with a HMM classifier already

trained by pre-segmented video sequences of the same CK+ dataset. Although HMM is

a representative classifier handling time series, it still requires a finite sequence of frames

as input. That means we need to have temporally segmented video sequences before using

HMM in testing stage. While SVM needs only two frames such neutral and apex states,

HMM uses a sequence of all frames between neutral and apex states including transitional

states as input. The first and third rows of Table 4.1 are the results using SVM as a classifier

on apex state, but with different frame resolutions. The second and fourth rows result from

HMM classifier. There are core modules such as Optical flow, ASM and SVM or HMM as

classifiers in FSM. The ASM module is to find a face and extract 77 landmarks from ASM.

The ASM module is the most time-consuming module among three core modules in our
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proposed system, as it takes about 80-90% of the total processing time. The optical flow

module is to calculate a cost value by checking dynamic features. SVM takes less than a

millisecond whereas HMM takes more time. The decision time for state transition in FSM

module is negligible. The entire processing time per a frame varies depending on fitting time

for good positions of landmarks in ASM, number of features detected in optical flow and

prediction time of a classifier in apex state. The total processing time per a video frame

(352×288) is 268.5 ms or 3.72 fps on average.

4.2.2 Experiments on Cohn-Kanade Facial expression Dataset

Standard public dataset for facial expression recognition for training: The ex-

tended Cohn-Kanade (CK+) database (Lucey et al., 2010) is a public and popular dataset

for facial expression recognition–Anger (An), Disgust (Di), Fear (Fe), Happiness (Ha), Sad-

ness (Sa) and Surprise (Su), but each sample has been already segmented in video images.

Each sample has a subject with a facial expression from neutral to apex state. Therefore

basically in order to use Cohn-Kanade dataset for training SVM model as a baseline classi-

fier, neutral frame (first frame) and apex frame (last frame) in a video sample are chosen,

and then feature vectors are created by displacement of features extracted by the frames.

Continuous video sequence re-created from CK+ for testing: In order to evaluate

our system on the CK+ dataset, it is absolutely necessary to use continuous video sequences

including an expression with a cycle from neutral, through apex, back to neutral state.

However, each video sample in CK+ dataset starts with a neutral frame and ends with peak

frame. Therefore, we re-created continuous CK+ video sequences by attaching reversed

video sequence to the end of the original video sample so that a video sample includes all

four temporal phases (neutral, onset, apex and offset). Finally we combined all the re-

created video samples sequentially into a continuous video sequence. A combined video has

225 samples (anger: 26, disgust: 33, fear: 18, happiness: 60, sadness: 16, surprise: 72).
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Figure 4.3: The accuracy of segmentation and recognition performance with CK+ dataset
on the proposed system on mobile.

Temporal segmentation and Facial expression recognition Results with CK+

Dataset on a Smartphone

For the performance evaluation of temporal segmentation with CK+ dataset, the above

mentioned continuous CK+ video is used in the proposed system running on a smartphone.

First, we evaluate the accuracy of temporal segmentation on the continuous video sequence,

and then the accuracy of facial expression recognition is evaluated in successfully segmented

video sequences.

The results of temporal segmentation and recognition with CK+ dataset on a smartphone

are presented in Figure 4.3. Average accuracy of all six emotions for temporal segmentation is

68.0% and the accuracy of each emotion is also shown in Figure 4.3. For the accuracy of facial

expression recognition, we take in consideration only samples successfully segmented from

a continuous video samples. For example, 153 samples are successfully segmented (68.0%)

out of 225 in CK+ video sequence in temporal segmentation evaluation, and then 97 of 153

samples (63.4%) are correctly classified in the evaluation of facial expression recognition.

When the proposed system runs continuous CK+ video sequences on Samsung Galaxy

S3, the processing time per a frame (352×288) is 449.7 ms or 2.22 fps on average.
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Table 4.2: 6 Emotions classification confusion matrix as result of facial expression recognition
(%) by using (a) SVM and (b) HMM in FSM on Samsung Galaxy S3 –Anger (An), Disgust
(Di), Fear (Fe), Happiness (Ha), Sadness (Sa) and Surprise (Su).

(a)

(b)

4.2.3 Real-time Temporal Segmentation and Facial Expression Recognition on

a Smartphone

For the evaluation of the proposed system in terms of temporal segmentation and facial

expression recognition accuracy, we had 5 subjects to perform 6 different facial expressions

while looking at the front-facing camera on the smartphone. It should be noted that they

are not professional actors and despite their best effort, it was more like posed expressions,

not spontaneous expressions. We considered final expressions after completing a temporal

segmentation from neutral, apex to neutral state. Each participant performed the 6 different

posed emotions as well as the neutral expression 10 times (thereby creating 70 facial expres-
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sions per participant). Table 4.2 shows the confusion matrix for emotion classification. The

average accuracies of 6 expressions in the proposed system are around 70.6% from SVM (a)

and 65.2% from HMM (b) which uses a sequence of feature vector between neutral and apex

states on apex state instead of SVM.
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CHAPTER 5

GENDER-DRIVEN FACIAL EXPRESSION RECOGNITION ON

SMARTPHONES FOR MULTIMEDIA CONTENT

RECOMMENDATION SYSTEM

5.1 Analysis of Gender Difference

First, we analyzed gender difference in facial expressions. After applying ASM to 309 faces in

extended Cohn-Kanade dataset (details in section 5.3.1) for obtaining landmarks on face, we

calculated percentage changes of the distance of points between neutral and peak expression.

We define the same points and distances as those used in (Houstis and Kiliaridis, 2009). For

example, Figure 5.1 shows the points: (1) right commissure point (RCO), (2) left commissure

point (LCO), (3) subnasale (Sn), (4) midpoint of the upper lip on the edge of the vermilion

zone (Ulip), (5) midpoint of lower lip on the edge of the vermilion zone (Llip), (6) right

inner canthus (RC), (7) left inner canthus (LC), (1)-(2) LCO RCO, (1)-(6) RC RCO, (4)-(5)

Ulip Llip, (3)-(4) Sn Ulip, (3)-(5) Sn Llip. Like the result in (Houstis and Kiliaridis, 2009),

we observe that females have a pronounced horizontal movement comparing with males in

LCO RCO of happiness expression shown in Figure 5.2. On the other hand, males have

a greater movement in Ulip Llip than female. In other facial expressions we have similar

results to Figure 5.2. Based on this study, we propose a gender-driven emotion recognition

approach as described below.

5.2 Proposed System Architecture for Gender-driven Facial Expression Recog-

nition

The proposed system for facial expression recognition is composed of common sequence of

processes in general facial expression recognition systems, but our system has added a gender

recognition process for gender-driven models. In Figure 5.3, video sequence frames coming
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Figure 5.1: Example of landmarks by STASM (Milborrow and Nicolls, 2008) and geometric
features on CK+ dataset

from a smartphone camera are processed in sequential modules such as face detection, feature

extraction, neutral expression recognizer, gender recognizer, and facial expression recognizer

using the ensemble learning of gender-driven SVM classifiers. For the ensemble model for

facial expression recognition, three different weak classifiers (male, female and general) are

separately trained and then the ensemble mode is built with a majority voting method from

these weak classifiers. In the following sections, we describe a sequence of processes for the

gender-driven facial expression recognition.

5.2.1 Facial Feature Extraction for Facial Expression Recognition

The face acquisition is a prerequisite for the facial expression system. Incorrect face detection

results in erroneous facial expression recognition. The face detection in our system is based

on Haar feature-based cascade classifier (Lienhart and Maydt, 2002). The face detector

covers a wide variety of faces with angles, but works well in frontal view of faces. After a

face is detected in input image, the location information of the face is passed to the next

step. For facial expression recognition, facial geometric features are extracted with ASM.
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Figure 5.2: Percentage changes of the distances between neutral and happiness expression:
each column shows the mean value with standard deviation, and positive percentage is an
increase of the distance, while negative is a decrease by distance.

The ASM locates a template mask on the face and iteratively searches the best locations

for the landmarks. Using STASM (Milborrow and Nicolls, 2008), 77 facial landmarks are

located in faces. Based on the x, y coordinates of landmarks, new features such as distances

between two particularly chosen markers are generated as high-level facial shape features

such as LCO RCO and Ulip Llip. Then we finally obtain features by the displacement in

percentage between neutral face and expressive face. The face images and features should

be normalized geometrically for both gender recognition and facial expression recognition

because all face images are not captured at the same distance from the camera, and some

faces may be out of upright. For the normalization, the scale ratio and head’s roll angle are
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Figure 5.3: The system architecture for facial expression recognition and gender recognition
modules in real-time video sequence on smartphones.

calculated from the distance and slope of two eyes. The features normalized with scale and

rotation can be fed to facial expression recognition model.

5.2.2 Gender Recognition

Gender recognition is an essential part of our proposed facial expression recognition system.

To build weak classifiers, we evaluated different gender recognizers in section 5.3.2. The

proposed system employs a Fisherfaces recognizer for the gender recognition. Fisherfaces

is the subspace representation of faces as basis vectors when Linear Discriminant Analysis

(LDA) is used for face recognition (Belhumeur et al., 1997). In gender recognition module,

faces normalized and cropped in the 100 × 100 size are used for classification of male and

female by the gender recognizer based on Fisherfaces. In Figure 5.3, the gender recognition
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is performed only once when a new face is detected in video sequences as well as the face

has neutral expression.

5.2.3 Basic Classifier for Facial Expression Recognition

The basic classifier we employ in the proposed system is SVM that has been already popular

in many pattern recognition tasks including face recognition and facial expression recognition.

We used popular open source library called LIBSVM (Chang and Lin, 2011). For facial

expression recognition, three SVM classifiers with radial basis function (RBF) kernel are

built from different train dataset of male faces, female faces, and all male and female faces.

Likewise, the SVM classifier for neutral expression recognition is built with two classes such

as neutral and others from CK+ dataset. This neutral expression classifier is used to get

neutral features in test stage on smartphones so that the displacement between the neutral

features and current facial expression features is fed into SVM classifiers. On the other

hand, in the train stage, we choose two frames such as neutral face (the first frame of a video

sample) and peak expression face (the last frame of a video sample) to get the displacement

as facial expression features in a video sequence sample of CK+ dataset.

5.2.4 Ensemble of Gender-driven SVM Classifiers

An ensemble technique is to produce a strong classifier by combining multiple weak classifiers.

Because an ensemble is a supervised learning algorithm, it can be trained and used to make

predictions. In order to get better results from an ensemble classifier, it is important to

seek a significant diversity among the weak models to be combined. For examples of an

ensemble method, there are bagging, boosting and stacking. We propose a facial expression

recognition system to be improved by combining gender-driven weak classifiers. But each

weak classifier is trained separately by subset of facial expression database including male,

female, and general group and all weak classifiers participate in producing an ensemble model.
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Figure 5.4: Examples of CK+ dataset: (left to right) anger, disgust, fear, happiness, sadness,
and surprise expression

As combination rules in ensemble model, there are many methods such as majority voting,

average of probabilities, product of probabilities, maximum probability, minimum probability

and median. Among them, we adopt majority voting and average of probabilities due to

better experimental results in section 5.3.3. In the system, the ensemble model eventually

outputs one of six facial expressions (Anger, Disgust, Fear, Happiness, Sadness and Surprise).

In section 5.3.3 the ensemble model with majority voting outperforms other voting methods

as well as bagging and boosting on CK+ dataset for facial expression recognition.

5.3 Experimental Results

5.3.1 Facial Expression Dataset

We use the extended Cohn-Kanade (CK+) dataset (Lucey et al., 2010). CK+ includes 593

sequences from 123 subjects. Each sequence begins with the neutral frame and ends in

the peak frame of facial expressions under duration about from 10 to 60 frames. The peak

expression of each sequence is fully FACS coded by certified FACS coders. Figure 5.4 shows

examples of CK+ dataset. For facial expression, we used 309 neutral frames and 309 peak

frames in 6 emotions except contempt emotion among 7 emotions. 309 samples include 45

in anger, 59 in disgust, 25 in fear, 69 in happiness, 28 in sadness, and 83 in surprise. Among

total 309 samples of 6 emotions, female samples are 211 and male samples are 98. We used

total 327 peak expression samples including contempt for gender model.
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Table 5.1: Gender recognition results on three different databases (CK+, SUMS, FEI) by
different recognizers (Fisherfaces, Eigenfaces, Local Binary Patterns Histograms) trained by
(top) CK+ dataset and (bottom) SUMS dataset
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Table 5.2: Fisherfaces based gender (male and female) classification rates on CK+ dataset
(Male: 101, Female: 226).

5.3.2 Gender Recognition Result

In order to use a gender classifier for the system, we compared three different face recognizers

such as Fisherfaces, Eigenfaces, and Local Binary Patterns Histograms available in current

OpenCV API (2.4.9). In addition, we had the evaluation of gender classifiers cross over three

face databases such as CK+ (101 male and 226 female), Stanford university medical student

(SUMS) (200 male, 200 female) and FEI face database (99 male, 101 female) (Thomaz and

Giraldi, 2010). Table 5.1 shows the accuracy results according to the combination of three

testing databases and three recognizers on CK+ and SUMS databases used for training. The

classifier for gender recognition is implemented by the FisherFaceRecognizer in OpenCV API

and is trained by faces in 327 peak expression frames. Table 5.2 shows the result of testing

with 327 faces using gender recognizer trained from the same dataset. The dataset classified

by gender recognizer are used for training the gender-driven models subsequently.

5.3.3 Facial Expression Recognition Result

First, individually weak SVM classifiers for facial expression recognition are trained by

gender-specific dataset (male dataset, female dataset, and all combined dataset). In or-

der to select the best value of parameters (γ and C) for SVM using RBF kernel, we used

a grid parameter selection tool in LIBSVM. We built the most well-trained SVM models
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according to gender-specific dataset using the best parameters selected by the tool. After

training SVMs with the parameters, we test all weak SVM classifiers with 10 folds cross val-

idation evaluation, and each model is tested with particular dataset according to the model.

For example, the male (female) model is tested with male (female) dataset comprised of

six expressions, and the general model is tested with the mixed dataset that includes both

males and females showing the six different emotions. In Table 5.3, the accuracy numbers for

facial expression recognition are listed. We also have different facial expression recognition

Table 5.3: Comparison of accuracy from different models: (Top) male, female, general model
(mixed from both male and female), (Bottom) ensemble models (majority voting and aver-
age of probabilities) trained with dataset gender-tagged by hand and dataset automatically
tagged by gender detector.
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results from gender datasets classified by hand and by gender detector. However, there are

no significant differences between the two groups in gender tagging methods. The emotion

classifier trained by female dataset has better performance than that by male dataset. We

infer that facial expressions of female are more distinguishable than male facial expressions.

For ensemble models, we have experiments with average of probabilities and majority

voting as combination rules. In comparison with weak models, the ensemble model results

in better accuracy about 6.84-14.79%. The detailed rates such as true positive rate, false

positive rate, precision, recall, etc. are shown in Table 5.4. Mostly, disgust, happiness,

and surprise emotions are well classified, but fear and sadness are difficult emotions to be

classified.

Table 5.5 shows the accuracy results in combination of weak classifiers and test subsets

as different features set such as 154d and 13d). 154d is a feature vector as displacement of

x and y coordinates of 77 markers. 13d is a feature vector of high-level features shown in

Figure 5.1 and additional features. In comparison of two different features, 154d features

set produces better performance on some weak classifiers and the ensemble classifier with

majority voting. In Table 5.5 and Figure 5.5 we show the results with cross over evaluation

between different gender datsets.

The proposed ensemble model shows better accuracy rates on average than those result-

ing from combination of features in (Lucey et al., 2010) as a baseline method: (the accu-

racy rates from the proposed ensemble model are shown inside parenthesis.) Angry–75.0%

(95.6%), Disgust–94.7% (91.5%), Fear–65.2% (84.0%), Happy–100% (100%), Sadness–68.0%

(89.3%), Surprised–96.0% (98.8%). Additionally Figure 5.6 shows comparison of some re-

ported methods using static analysis approach on the same database (Shan et al., 2005;

Bartlett et al., 2003; Littlewort et al., 2004; Tian, 2004).
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Table 5.4: The accuracy results for facial expression recognition: (top to bottom) (1) male
model, (2) female model, (3) general model, and (4) ensemble model.
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Table 5.5: Comparison of accuracy from different models: (Top) male, female, general model
(mixed from both male and female), (Bottom) ensemble models with different voting methods
on CK+ dataset with 154D and 13D features.
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Figure 5.5: Comparison of accuracy from different models (10 folds cross validation evalua-
tion): male, female, general model (mixed from both male and female) and ensemble model
with majority voting using (Top) 154D features and (Bottom) 13D features.
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Figure 5.6: Comparison of different approaches using static analysis for facial expression
recognition. LBP+SVM (Shan et al., 2005), Gabor+AdaSVM (Bartlett et al., 2003), Ga-
bor+adaboost+SVM (Littlewort et al., 2004), Geometrical features+NN (Tian, 2004). Pro-
posed system is Geometrical features + SVM + Ensemble with Majority voting.

5.4 Context-Sensitive Multimedia Content Recommendation System

We present a context-sensitive multimedia content recommendation system in Figure 5.7.

The module for user’s gender and emotion recognition runs on a smartphone. (See Figure

5.8 In order to avoid high processing time in video sequences, the gender recognition needs

to be performed whenever a new face is detected in the smartphone camera. Figure 5.9

shows an example of contents such as videos, photos, and ebooks with some description.

The contents of this example result from a user who is man and acts happy expression.

For now, the recommendation system server performs the keyword based searching and

already has configuration for similar keywords. (e.g., man, men, boys, male, etc.) For the

demo application, the system server uses the YouTube Data API 2.0 to search for YouTube

videos, the Flickr API for Flickr photos, and Google Books API to perform a volumes search.

Because of API functional limitation for searching, current system performs a search with

some combination of keywords. However, the server would be enhanced much more if the
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server could search contents with statistic data. (e.g., searching sad movies women love,

funny videos men in the 15 - 20 age range like, etc.) Furthermore, the recommendation

system provides support for extensibility with additional information by other recognition

modules as well as user’s saved preference.

Figure 5.7: System Architecture of Context-Sensitive Multimedia Content Recommendation
System.
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Figure 5.8: Screenshots of gender and emotion recognition on smartphones. (Left) Neutral
and (Right) Happy.

Figure 5.9: Screenshot of contents a user receives feedback from multimedia content recog-
mendation system. list of videos from YouTube, photos from flickr, and eBooks from Google
Books.
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CHAPTER 6

EXPERIMENTAL STUDY FOR EXPANDED NOISY DATASET

6.1 Proposed System Overview

In this Chapter, we present CNN models to handle extended noisy dataset for facial expres-

sion recognition. Real world data is very challenging because they are captured under a

variety of uncontrolled environments and facial expressions are not unintended. We selected

large scale FER2013 dataset as real world noisy data. We build a state-of-the-art Deep CNN

model and train the dataset.

First of all, we evaluate small and basic CNN model on CK+ dataset, and compare the

results between CNN model and SVM model trained on CK+. Moreover, a larger CNN

model with deeper layers is built with FER2013 data, and we evaluate the performance for

7 classes of facial expression recognition. Lastly, we evaluate CNN model with cross dataset

(CK+ and FER2013).

6.2 Example of Noisy Images and Videos

In reality, real world data for facial expression recognition differ greatly from research data

that is controlled by lab environment.

Natural and spontaneous facial expression: In many cases, facial expressions of

subjects may be reflected by the experimenter’s intention, but the natural facial expressions

in everyday life are not posed and not all the same according to emotions and they may have a

wide variety of differences in intensity. The captured face is not always in an upright, frontal

position, but has head pose in various angles. Depending on the emotional expression, or

depending on the intensity of the emotions, the head may be rolled up or bowed. In addition

to facial expressions, hand gestures also mask the face. It is very difficult to obtain such
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as natural facial expressions data in laboratory environment, and it is clear that the system

that does not sufficiently reflect such data will easily fail under practical conditions.

Images under various circumstances: The facial features extracted from image are

also heavily influenced under different circumstances. For example, lighting and background

around the face have a lot of influence on the facial feature itself. However, existing systems

are not robust by lack of dataset in outdoor/indoor or day/night time environments. There-

fore, research is needed to find a better way to accept and process noisy image and video

data in more realistic environments.

6.3 State-of-the-art Deep Convolutional Neural Networks (CNN)

Deep learning has recently become a big trend in many fields. One of the biggest achieve-

ments in Deep Convolutional Neural Networks (CNN) is in a field of computer vision and

machine learning. There are two major contributing factors to the development of Deep

Learning. First, recently, since computer performance, especially Graphics Processing Unit

(GPU) performance, has been further enhanced, the myriad of parameters that Deep learn-

ing needs to calculate can be handled quickly by these GPU capabilities. Secondly, digital

devices such as digial camera, action camera (e.g., GoPro) and smartphone are able to gen-

erate numerous image / video data anytime and anywhere easily shared by Social networking

service (SNS) or several internal channels by using advanced Internet speed and cheap cloud

services. Therefore, the most important key element for Deep learning training, innumerable

dataset can be provided. In addition, good open source library and resources such as Ten-

sorflow and Microsoft COCO dataset (Lin et al., 2014) are provided for development of Deep

learning. This helps many researchers to be more involved and to make better outcomes. In

this chapter, we compare the results of previous experiments and recent experiments using

state-of-the-art deep learning, and present a new direction.
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6.4 Experimental Results

The FER2013 dataset, which is a lot of noisy image data with various subject and uncon-

trolled facial expressions, compared to CK + with focus on existing research, is introduced

in section 6.4.1. In section 6.4.2, we compare CNN model with CK + dataset with SVM

results for FER. Section 6.4.3 shows the CNN model with FER2013 dataset. In section 6.4.4,

the CNN models trained on CK+ and FER2013 are evaluated cross dataset.

6.4.1 FER2013 Dataset

We use the extended FER2013 dataset (Goodfellow et al., 2015) as noisy dataset for ex-

tended experiment. FER2013 dataset includes 48×48 grayscale face images – 28,709 facial

expression images for the training set, 3,589 images for public test set. The FER2013 dataset

was provided for Facial Expression Recognition Challenge of ICML 2013 Workshop on Rep-

resentation Learning. FER2013 dataset has 7 categories (Angry, Disgust, Fear, Happy, Sad,

Surprise, and Neutral). Compared to CK+, FER2013 dataset consists of the wider range of

unposed images, and differences in head pose or angle, expression intensity, occlusion, and

illumination under realistic environment.

6.4.2 Evaluation of Facial Expression Recognition Accuracy of CNN model and

SVM on CK+ Dataset

We build baseline CNN model for CK+ dataset. (See Table 6.1). The most important

consideration for this baseline CNN model layers is to devise a simple network so that even

small data sets like CK+ can be fully trained. Therefore, the 64x64 size input image is

fed into the baseline network which consists of 4 Conv2D layers, 3 MaxPooling layers, 2

Dropout layers with 0.2 rate, and Rectified Linear Unit (ReLU) and softmax as activation

function. During all the CNN training, we increase the input dataset by data augmentation
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Table 6.1: CNN model on CK+ dataset. The accuracy for 6 facial expression classes (anger,
disgust, fear, happiness, sadness, surprise) is 96.67% on CK+ training dataset

such as rotation, width/height shift, shear, zoom, and horizontal flip. After training this

CNN model on CK+ dataset, we obtain 96.67% accuracy for 6 emotion classes on CK+

training set. Figure 6.1 shows CNN model accuracy over training time. (Left graph is

model accuracy on train set, while right graph results from validation set). Because both

training set and validation set accuracy curves are converging similarly, this model does

not seem overfitted. Table 6.2 (a) is a confusion matrix evaluated by CK+ test set (20%

of CK+ all dataset) with 6 categories. The average accuracy is 93.7%. Table 6.2 (b) is

another confusion matrix evaluated by CK+ test set with 7 categories with neutral. The

average accuracy is 90.4%. Compared to the accuracy with 6 classes, the reason for the

drop in accuracy of 7 classes is that the neutral faces are misclassified into anger and sad

classes. Also this CNN result is very interesting that CNN baseline model seems pretty good
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Figure 6.1: CNN model accuracy over training period (300 epochs) on CK+ train (Left) and
validation (Right) dataset.

in comparison with SVM model’s result, 85.8% with 13D features from section 3.3.4. We

presume that data augmentation for training set is a great help to improve the result.

6.4.3 Evaluation of Facial Expression Recognition Accuracy of CNN model on

FER2013 Dataset

We build CNN model for FER2013 dataset. (Table 6.3 shows the example for the model

layers). These model layers are more complicated than baseline CNN model for CK+ dataset

in Table 6.1. These model layers are initially borrowed by the basic network in (Yu and

Zhang, 2015), but more simplified by reducing 5 convolutional layers into 3 layers, and use

max and average pooling instead of stochastic pooling. 48x48 size input image is fed into the

network which consists of 3 Conv2D layers, 1 MaxPooling layer, 2 AveragePooling layers, 2

Dropout layers with 0.2 rate, and Parametric Rectified Linear Units (PReLU) and softmax

as activation function. Like CNN training in section 6.4.2, we also increase the input dataset

by data augmentation such as rotation, width/height shift, shear, zoom, and horizontal flip.

We train CNN model on FER2013 dataset. Figure 6.2 shows model accuracy over training

period. Left graph is model accuracy on train set, while right graph results from validation

set. We evaluate CNN model on FER2013 dataset. Table 6.4 shows confusion matrix with

overall 63.8% accuracy for 7 emotion classes including neutral on FER2013 test dataset.
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Table 6.2: Emotions classification confusion matrix as result of facial expression recognition
(%) by using CNN Model on CK+ test dataset (20% of all dataset): (a) overall average
accuracy 93.7% on 6 categories (b) 90.4% on 7 categories–Anger (An), Disgust (Di), Fear
(Fe), Happiness (Ha), Sadness (Sa), Surprise (Su) and Neutral (Ne).

(a)

(b)

6.4.4 Evaluation of Facial Expression Recognition Accuracy of CNN model

Cross-Dataset

In this section, we evaluate and compare CNN models trained from both CK+ and FER2013

cross dataset. Table 6.5 (a) shows confusion matrix with overall 26.6% accuracy of FER2013

public test dataset for 6 emotion classes not including neutral category on CNN model trained
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Table 6.3: CNN model on FER2013 dataset. The accuracy for 7 facial expression classes
(anger, disgust, fear, happiness, sadness, surprise, neutral) is 63.8% on FER2013 test dataset

by CK+. Table 6.5 (b) is a confusion matrix with average 25.7% accuracy on CK+ CNN

model for 7 categories with FER2013 public test dataset. On the other hand, Table 6.6 shows

overall 75.9% accuracy with CK+ test set on CNN model trained by FER2013. Comparing
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Figure 6.2: CNN model accuracy over training period (1,200 epochs) on FER2013 train
(Left) and validation (Right) dataset.

Table 6.4: Emotions classification confusion matrix as result of facial expression recognition
(%) by using CNN Model. The accuracy for 7 facial expression classes (anger, disgust, fear,
happiness, sadness, surprise, neutral) is 63.8% on FER2013 test dataset

between Table 6.5 (b) and Table 6.6, CNN model trained by FER2013 outperforms model

by CK+.

6.5 Conclusion

With the development of technology at great speed, we can easily gather tremendous amount

of image/video data recorded by a variety of environments which are very different from

clean but relatively very small amount of dataset controlled under lab environment. In this
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Table 6.5: Emotions classification confusion matrix as result of facial expression recognition
(%) for FER2013 test dataset by using CNN model trained on CK+ dataset: (a) overall
average accuracy 26.6% on 6 categories (b) 25.7% on 7 categories–Anger (An), Disgust (Di),
Fear (Fe), Happiness (Ha), Sadness (Sa), Surprise (Su) and Neutral (Ne).

(a)

(b)

Chapter, we explored FER2013 dataset as such noisy dataset with unposed natural facial

expression. The large-scale FER2013 dataset is adequate and sufficient for use as as training

data in CNN. We compared accuracy performance of CNN model with SVM model with 13D

geometric features (introduced in Chapter 3) based on CK+ dataset. In contrast with small

and limited amount of feature set which has been already normalized per size, angle and
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Table 6.6: Emotions classification confusion matrix as result of facial expression recognition
(%) for CK+ dataset by using CNN model trained on FER2013 dataset: The overall average
accuracy is 75.9% on 7 categories–Anger (An), Disgust (Di), Fear (Fe), Happiness (Ha),
Sadness (Sa), Surprise (Su) and Neutral (Ne).

position, we were able to use data augmentation such as rotation, width/height shift, shear,

zoom, and horizontal flip in order to increase amount of training dataset for CNN during

training. The result of small and simple CNN model (93.7%) outperforms SVM model with

13D geometric features (85.8%) Moreover, deeper CNN model works well in Public Test

dataset of FER2013. (63.8% for 7classes) Moverover, we evaluated the performance of CNN

models cross dataset. The CNN model built by FER2013 dataset works well on CK+ dataset,

but CNN model by CK+ dataset does not perform well the FER 2013 dataset. Therefore,

we can say the CNN model is more appropriate to handle large amount of noisy dataset in

real world like FER2013 dataset as well as even small a mount of dataset like CK+ dataset.

We can expect more and more noisy but natural dataset will be collected because of

advance of technology sharing numerous image/video via platforms such as high speed net-

work, cloud services, and SNS. Then we can improve CNN model with innumerable amount

of natural facial expression data.
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CHAPTER 7

CONCLUSION

In Chapter 3, we present the real-time video based facial expression recognition system

good enough to run on commercial off-the-shelf smartphones. In order to find appropriate

features in terms of both accuracy and speed performance for smartphones with relatively

low hardware specification, we evaluated the performance of SVM classifiers built by 13D

geometrical features or LBP appearance features. Moreover the proposed system employs a

reliable SVM, well-known for facial expression recognition with high performance of accuracy

and speed. The dynamic features generated by the displacement between neutral frame and

non-neutral frames are simple and effective enough to be used in real-time sequence video

on smartphones. Although ASM module searching faces and fitting landmarks on detected

face is a costly process in terms of time, the ASM provides accurate facial features and the

system can process the facial expression recognition task in video sequences. We show the

proposed system runs with good performances in terms of speed and recognition accuracy by

evaluating the computation time and accuracy offline dataset (CK+) and online on various

commercial off-the-shelf smartphones in Section 3.3.

In Chapter 4, we have proposed an efficient approach for real-time temporal video seg-

mentation for facial expression recognition running on smartphones. We show experimental

results that the proposed system employing FSM instead of a sliding window or sampling

time for temporal segmentation runs on a low-powered smartphone with well-balanced per-

formance between speed and recognition accuracy, compared to existing system on high-

powered computer. Although the FSM approach can work with any other classifiers for

emotion recognition on apex state, we employ SVM models with dynamic features on non

frame-by-frame basis because of merits of a static classifier being less sensitive to temporal

patterns on different people as well as good practical results well known to the computer

learning community. In our approach, SVM prediction does not always happen every frame
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and it is carried out on apex states so that the mobile system lightens the computation

burden. Moreover, SVM as a static classifier is reinforced with dynamic features made of

displacement between facial features on neutral and apex states. As seen in comparison of

SVM and HMM in experimental result, SVM is more efficient than HMM and more suitable

to our system for smartphones. Our efficient approach runs smoothly on the smartphone

with good performances in terms of speed and recognition accuracy shown in section 4.2.

In Chapter 5, we propose a novel approaches for facial expression recognition based on

gender-driven ensemble model and introduce a prototype of context-sensitive multimedia

content recommendation system with the ability to detect and respond to emotions of users.

All the core modules such as facial expression recognition and gender recognition perform

on smartphones themselves, and then query based on user’s information including current

emotion state and prior knowledge are sent to a remote web server of the recommendation

system. Eventually users can receive a list of multimedia contents such as videos, photos,

ebooks from the server. The priori knowledge helps to recognize accurate emotion as well

as find appropriate content for the user. We have experimental results that a gender-driven

facial expression recognition can outperform other state-of-the-art approaches. For future

work, the ensemble model can be added to models with occluded faces or other prior knowl-

edge like age and race.

In Chapter 6, we present CNN models with large scale FER2013 dataset captured under

noisy realistic environment. Compared to overall accuracy of 13D SVM model proposed in

Chapter 3, CNN model outperforms overall accuracy. We employ data augmentation for

training dataset in order to avoid overfitting. Also though the cross dataset evaluation, we

prove that it is hard to apply the model trained by controlled facial expressions in CK+

dataset to FER2013’s samples with noisy natural facial expression. On the other hand,

CNN models based on FER2013 dataset produces good result with CK+. If we obtain more

datset and make deeper model, the CNN model can be improved in the future.
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CHAPTER 8

FUTURE WORK

• Adaptive thresholding for the state transition in the proposed FSM for temporal seg-

mentation. In the proposed FSM presented in Chapter 4, we used fixed values such

as ‘a’, ‘b’, and ‘thresholdb’ (See Figure 4.2). Particularly ‘thresholdb’ for tagging as

‘dynamic’ is compared to ‘distancei’, the distance of optical flow features between two

video frames. Therefore, while a dynamic feature in slow motion has short distance

between two frames of video sequences, fast motion makes the same dynamic feature

large displacement at the same FPS. Conversely lower FPS can produce dynamic fea-

tures with big displacement, but faster FPS has features with small movement between

frames. In the previous work, we have determined the thresholds with the experimental

result on testing smartphones. However it may not good in all the conditions where

the proposed system runs at different FPSs or people make facial expressions at differ-

ent speeds. Therefore the system should calculate the threshold according to different

FPSs so that the system for temporal video segmentation for facial expression recogni-

tion can automatically use different thresholds on varying environments such as video

resolutions, FPSs, and hardware performance of smartphones.

• Open mouth causing unexpected behaviors on FSM. Another problem in the proposed

system in Chapter 4 is the mouth status in FSM model. The mouth status is a

straightforward condition for state transition on facial expressions with open mouth.

The mouth status is determined by the distance between middle points of upper and

lower lips. Sometimes we found some unexpected erroneous state transitions on FSM by

the following causes: mouth markers incorrectly tracked by ASM and wrong threshold

for recognizing open mouth and open mouth when talking. Therefore, the system

needs to be improved by modified design.
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• To improve recognition performance on facial expressions in the presence of occlu-

sions, the presence of occlusions is one of the challenging problems in computer vision.

Likewise the system for smartphones can be easily exposed to varying environment

including occlusions. By making the facial expression recognition system robust to the

presence of occlusions, the system can improve the recognition performance on facial

expressions even under unexpected situations on smartphones.

• To improve performance on CNN models for facial expression recognition on a lack

of data amount from VR/MR environment, more dataset is required to train without

overfitting. Therefore, it is possible to employ other approach like Generative adver-

sarial networks (GANs) as data augmentation. Also it would be better to make CNN

model with deeper layers with more annotated dataset.
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