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The present research aims to understand and improve the aerodynamic performance of

airfoils in unmanned aerial vehicle (UAV) and wind energy applications using numerical

approaches. Specifically, the research applications include: 1) the flexibility tailoring of

passively induced airfoil shapes for thin UAV wings, and 2) the aerodynamic performance

evaluation of wind turbine blade airfoils that include idealized leading edge (LE) damage

patterns aimed at emulating erosion. In both applications, fundamental insights that moti-

vate subsequent optimum design configurations are sought through the use of computational

tools of varying efficiency and fidelity.

In regard to the first airfoil type studied, UAVs have attracted special attention in recent

decades due to their unique and adaptable functionality for both military and civilian appli-

cations. Among fixed-wing UAVs, those with flexible passively-deforming wings have been

shown to achieve extended aerodynamic endurance, reduced power consumption, and ben-

eficial stability characteristics. Since neither excessively flexible nor excessively rigid wings

maximize aerodynamic performance, flexibility tailoring for such membrane wings is still

of significant interest. However, the numerical and experimental studies to date have been

mostly limited to 2D studies, specifically to chordwise flexibility. To gain insights into fur-
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ther design improvements, such as enabling extended aerodynamic endurance, more complex

3D geometric flexibilities, as are investigated and described in this work. Emulating a bio-

inspired flexible UAV wing design, a novel topology optimization using a genetic algorithm

with an efficient fluid structure interaction (FSI) model produces a wing frame configuration

with optimal flexibility distribution. The decoupled effects of the induced camber and span-

wise bending deformation are analyzed to understand their contributions to performance

improvements.

Regarding the second airfoil type studied, designing wind turbine blades to achieve both

extended service life and high operating efficiency is of great interest. Leading edge erosion,

which poses significant problems to efficiency, necessitates research into the understanding of

the underlying fluid dynamics. However, strong three-dimensionality of flow and relatively

small scale of erosion poses great challenges to understanding and predicting the flow be-

havior numerically in terms of fidelity and computational time. Presented is a reduced order

model (ROM) proposed for efficient drag prediction on a streamlined body with surface im-

perfections that emulate leading-edge roughness or erosion-induced damage. It requires as

input only the geometric description of damage. Satisfactory performance is demonstrated

via comparison with direct numerical simulations. Insights into the flow physics influencing

both form and friction contributions to total drag are presented, a preferable damage mode

from an engineering design aspect is revealed.

In summary, the described work addresses the research gaps through applying a set of nu-

merical tools with varying fidelity and efficiency to conduct investigations from the aspects

of aerodynamic performance, geometric design, and optimization. The results of the research

provide new understanding in how to improve aerodynamic performance in both airfoil ap-

plication types.
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CHAPTER 1

INTRODUCTION

1.1 Bio-inspired unmanned aerial vehicle (UAV) wing

Unmanned aerial vehicles (UAVs) have been widely adapted for aerial photography, movie

cinematography, disaster/military/agricultural surveillance, package delivery, etc. Accord-

ingly, researchers and engineers have focused on improving UAV performance through extended-

capacity lightweight batteries, simpler system controllability, and improved aerodynamic

performance for carrying greater payloads, attaining longer flight duration, and increasing

flight maneuverability in diverse flight conditions. Research to date has recognized that

aerodynamic benefits can be gained by the adoption of flexible frame-membrane wings on

UAVs. Passive deformation of flexible wings under aerodynamic load was found able to

increase lift [101], decrease drag [2, 14], delay stall [42] and mitigate against strong gust

encounters [48]. To maximize the aerodynamic performance, the flexibility tailoring of such

flexible UAV wings draws great interest.

Figure 1.1. Sketch of the main wing veins (dashed lines) on the left forewing [33].

Initially inspired by insect wings, some flexibility studies of flapping wings were reported.

In a review paper by Gursul et al. [49], tailoring of both spanwise and chordwise flexibility

was identified by researchers as a potential means to improve thrust for flapping wings. Local

deformation and stiffness distribution of fly wings were studied by Wehmann et al. [97]. They

1



suggested that the local deformation greatly depends on the inertial and aerodynamic forces,

which are closely related to the wing stiffness distribution and geometry shape. A picture of

the forewing of the dragonfly is shown in Fig. 1.1 as another example [33]. At the perimeter

of the wing, thicker vein structures are observed, which are expected to provide the overall

structural rigidity. In the inner region, only a few main veins are found extending from the

root to the tip (dashed lines), but other areas are filled with thin vein “free mesh” wing

venation. These regions between the perimeter and the dashed lines have higher flexibility,

which are able to form variable camber and improve flight performance. Similar ideas have

been inspired from the observation of bats. The muscles in a bat’s wings behave as a ‘tuning’

mechanism, enabling local flexibility changes that reduce or increase passively deformed

camber of the bat’s membrane-like wings [23].

Though most of the studies above deal with flapping wings and at different Reynolds

numbers, the principle of flexibility tailoring should be applicable to fixed membrane and

frame wings too. However, the numerical and experimental studies investigating the fixed

membrane and frame wing flexibility distribution to date have been mostly limited to 2D

studies or only involving chordwise flexibility. For example, Sun and Zhang [93] studied the

effect of flexibility distribution on aerodynamic performance for a 2D membrane wing at

Reynolds number 2,500 using a fluid structure interaction (FSI) method based on a high-

fidelity fluid model with simplified finite element (FE) model. They noted that the flexible

membrane introduces a passive camber beneficial for increasing lift, especially at higher

angles of attack (AoA). The results also indicate that, even if 20% of the chord length

of the wing is rigid at the leading-edge portion, the time-averaged lift is not significantly

affected. However, inclusion of the same length rigid section on the trailing edge dramatically

deteriorates performance. Fujita et al [41] conducted experimental studies into how the

number of ribs and trailing edge would affect aerodynamic and deformation characteristics

for rigid spar-and-rib frame and membrane wings. They found that the lift-to-drag ratio

2



decreases as the number of ribs increase, and the flexibility of the trailing edge affected

pitching moment characteristics. Understandably, with more ribs, the deformable regions of

the membrane are reduced, the general flexibility of the membrane decreases, and then less

lift is generated.

To extend the understanding and optimize the flexibility distribution of a 3D complex

wing frame structure for thin fixed-wings, an efficient FSI model developed by Combes et al

[29] is adopted in this research. It couples an advanced potential flow aerodynamic model

with a corotational, large-deformation, frame-and-shell finite element structural model. How-

ever, this highly efficient FSI model was developed principally as a wing conceptual design

tool since, by definition, potential flow methods do not consider viscous effects and thus

cannot predict boundary layers, flow separation, or leading-edge vortex shedding [18]. As

such, it is hypothesized that by performing the topology optimization using the adopted FSI

model for the wing frame design, an optimal flexibility distribution can be achieved implicitly,

which would ultimately lead to improved aerodynamic performance. To test this hypothesis,

a higher-fidelity simulation is also required (large-eddy simulations (LES) in this proposed

work) to confirm the outcome results as well as give a more fundamental understanding of

the flow physics governing the aerodynamic performance of the UAV wings.

1.2 Streamlined body with leading edge (LE) damage

Surface roughness is found in a wide range of engineering applications as well as natural

environments, and it plays a critical role in drag generation and momentum transfer (mass

or heat). The broad engineering impacts of surface roughness, based on its associated flow

phenomena, render it of great interest to the fluid mechanics community. Roughness idealised

by very simple, regular shapes has been extensively studied, including square bars[79, 60],

riblets with triangular cross sections [10, 22], cubes [27, 59, 108], wavy surfaces [21, 11, 66],

and so on. Prior studies have demonstrated that the form drag is the dominant component,
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(a) (b) (c)

Figure 1.2. Wind turbine blade with LE erosion. (a) Field picture by Armour Edge [7]. (b)
Field picture by Blade Partners [12]. (c) Schematic cross section view of wind turbine LE
with erosion.

with friction only contributing a small portion to the total drag force [59, 66]. Moreover,

it has been shown that geometric characteristics of roughness elements reveal significant

impacts on the drag. For example, greater drag is observed when roughness elements are

relatively isolated [60]. Accordingly, drag reduction is feasible by manipulating the shape

and distribution of roughness elements in specific ways to reduce interactions between the

overlying turbulence and the solid surface [10, 32, 43, 6]. In reality, the shape and distribution

of roughness can be fairly complicated, and thus researchers have managed to come up

with statistical measures to quantify some influential geometric characteristics of roughness

[37, 38].

Although existing studies have contributed some understanding as to correlations be-

tween drag and the geometric characteristics of roughness, little research exists for curved

surfaces with non-equilibrium temporal and/or spatial variations of the bulk flow. Despite

this, roughness on streamlined bodies, ranging from the bio-fouling of ship hulls to the ero-

sion of airfoils, is known to significantly affect operational performance. Inspiration for the

work here stems from the wind energy industry, and specifically wind turbine blade erosion.

Atmospheric particles, raindrops, hail, or sand frequently impact the rotating blades, caus-

ing erosion on the leading edge (LE) regions in particular [8]. Since wind turbine blades

are usually laminated composite structures, severe damage on the LEs often appears as
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layer fracture. Indeed, an entire layer of material can be delaminated locally, as shown in

Fig. 1.2(a, b), with small steps subsequently formed on both the upper and lower surfaces

of the airfoil (Fig. 1.2(c)). Such steps can disturb the attached turbulent boundary layers

and trigger flow separations on the LE, which may further interact with any separations on

the trailing edges (TE), depending on the operating conditions. Such resulting unsteady

flows can complicate the loading conditions on turbine blades and reduce aerodynamic per-

formance. In the wind energy sector, for instance, compromised surface integrity of turbine

blades has been found to significantly decrease energy production; and both experimental

[87, 45] and numerical studies [95, 50, 46, 58] have been performed to quantify the effects of

erosion on the aerodynamic performance of turbine blades. The associated large increases in

drag and substantial lift losses at high angle of attack cause significant degradation in airfoil

performance, leading to consequential losses in annual energy production.

A complicating issue in understanding, predicting, and addressing the effects of turbine

blade damage is that their causes imply non-uniformity in their spanwise distributions. Fur-

thermore, chordwise penetrations of damage may also vary according to local levels of erosion

and delamination. The resulting strong three-dimensionality of flow associated with these

complex airfoil geometry defects poses great challenges to understanding and predicting the

flow behavior, and in efficiently estimating the reduced performance of damaged wind tur-

bine blades. From the perspective of performing numerical analyses, such simulations require

fine resolution to capture the small turbulent structures near the body, and thus also require

lengthy simulation time for statistical convergence. Both the fidelity and computational time

issues become more significant at higher Reynolds number. In addition, the complex physics

governing the geometry-introduced pressure gradients and flow separations make the devel-

opment of satisfactory and useful turbulence models fairly difficult [63, 68, 66, 31]. From an

application perspective, performing such computationally expensive numerical studies has

little direct benefit. Considering the aforementioned barriers, as well as the need for practi-

cal analysis tools in wind energy and other important applications, a reduced order model
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(ROM) of the comparative drag that offers rapid evaluation with favorable accuracy is of

great value, especially if it requires as input only the geometric description of damage.

The goal of this part of research, therefore, is to make the first step toward development

of a simple model to estimate the drag of an airfoil containing surface defects. A streamlined

bump taken from the literature is adopted for the present study, and LE erosion is idealized

as a series of simple forward-facing steps, of varying chordwise location and spanwise length,

superposed onto the streamlined bump. It is hypothesized that this useful ROM of total drag

can be derived based on superposition of the effects of the individual constituent steps that,

collectively, idealize LE damage (erosion) on the streamlined body. It is further hypothesized

that the ROM is bilinear mathematically, in accordance with individual linear dependencies

on the chordwise location and spanwise length, respectively, of each constituent step in the

aggregated LE damage representation.

1.3 Research summary

To summarize the research background, needs, and hypotheses, proposed are investigations

into the aerodynamic behaviors of passive airfoils associated with thin, flexible, fixed-wing

UAVs, and airfoils for wind turbine blades having LE erosion. The presented research aims

to provide suggestions for improvement from the aspects of airfoil geometric design based

on revelation of new insights into the underlying flow physics. Following this Introduction,

Chapter 2 provides literature reviews relevant to both applications fields. Chapter 3 in-

troduces both an efficient FSI model and a high-fidelity computational fluid model (LES)

used for the thin, flexible, fixed-wing UAV study. The validation of the fundamental model

predictions against experimental results is also provided. A novel wing-frame flexibility opti-

mization process is then introduced, which takes advantage of the high-efficiency FSI model.

Once the optimum wing frame design is found, simulations for the original (baseline) wing
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and the optimum wing are conducted using the higher-fidelity computational fluid dynam-

ics model. A test plan is then described and conducted that reveals the newly-discovered

decoupled effects of the induced camber and spanwise bending. A detailed discussion of

observations and new insights into flexible frame and membrane wing designs concludes the

chapter. In Chapter 4, discussed first are the geometric modeling and basic development of

the ROM for drag prediction of a streamlined bump with superposed surface defects idealised

by steps. Following this, an “in-house” DNS code—which is applied later in the chapter to

assess drag predictions, explain detailed flow behaviors, and justify the form of the ROM—is

itself first validated. Once validated, the DNS are conducted on increasingly complex step

configurations applied to the streamlined bump. The resulting flow fields are examined, and

intriguing insights into the flow physics are reviewed, justifying the proposed simple bilinear

mathematical form of the ROM. Subsequently, the ROM is applied to more complicated

series of stepped geometries applied to the streamlined bump, the aim of which is to more

closely emulate field damage of airfoils. The corresponding drag predictions are again com-

pared to those by DNS, and limitations of the ROM are analyzed. A discussion of the key

findings, and implications for applying the proposed ROM in practical applications, conclude

the chapter. Finally, in Chapter 5, main contributions of this dissertation are summarized.
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CHAPTER 2

LITERATURE REVIEW

2.1 Flexibility tailoring of bio-inspired UAV wing

Research to date has recognized that aerodynamic benefits can be gained by the adaption

of flexible membrane wings onto UAVs. Passive deformation of flexible wings under aero-

dynamic load was found able to increase lift[101], decrease drag [2, 14], delay stall [42] and

mitigate against strong gust encounters [48].

Since neither excessively flexible nor excessively rigid wings maximize aerodynamic per-

formance [52], flexibility tailoring for such membrane wings is still of significant interest.

Initially inspired by insect wings, some flexibility studies of flapping wings were reported. In

a review paper by Gursul et al. [49], tailoring of both spanwise and chordwise flexibility was

identified by researchers as a potential means to improve thrust for flapping wings. Local

deformation and stiffness distribution of fly wings were studied by Wehmann et al. [97].

They suggested that the local deformation greatly depends on the inertial and aerodynamic

forces, which are closely related to the wing stiffness distribution and geometry shape. A

picture of the forewing of the dragonfly is shown in Fig. 1.1 as another example [33]. At

the perimeter of the wing, thicker vein structures are observed, which are expected to pro-

vide the overall structural rigidity. In the inner region, only a few main veins are found

extending from the root to the tip (dashed lines), but other areas are filled with thin vein

“free mesh” wing venation. These regions between the perimeter and the dashed lines have

higher flexibility, which are able to form variable camber and benefit the flying. Similar

ideas have been inspired from the observation of bats. The muscles in a bat’s wings behave

as a ‘tuning’ mechanism, enabling local flexibility changes that reduce or increase passively

deformed camber of the bat’s membrane-like wings [23]. For fixed, flexible wings, Zhang et

al. [107] performed experimental studies on frame-membrane planforms of differing aspect
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ratio wherein the wings were partitioned into several equally-sized, rectangular, rubber cells

using varying numbers of aluminum ribs. The uniform cell aspect ratio for each wing, and

the overall membrane pretension, were parameters considered in studying the aerodynamic

performance. The conclusions were that the optimal cells had unit AR, and that preferred

aeroelastic pretension ranged between 0.5 and 2. More recently, Sun and Zhang [93] studied

the effect of flexibility distribution on aerodynamic performance for a 2D membrane wing

at Reynolds number 2,500 using a fluid structure interaction (FSI) method based on a high

fidelity fluid model with simplified finite element (FE) model. They noted that the flexible

membrane introduces a passive camber beneficial for increasing lift, especially at higher an-

gles of attack (AoA). The results also indicate that, even if 20% of the chord length of the

wing is rigid at the leading-edge portion, the time-averaged lift is not significantly affected.

However, inclusion of the same length rigid section on the trailing edge dramatically dete-

riorates performance. Fujita et al [41] conducted experimental studies into how the number

of ribs and trailing edge would affect aerodynamic and deformation characteristics for rigid

spar-and-rib frame and membrane wings. They found that the lift-to-drag ratio decreases as

the number of ribs increase, and the flexibility of the trailing edge affected pitching moment

characteristics. Understandably, with more ribs, the deformable regions of the membrane

are reduced, the general flexibility of the membrane decreases, and then less lift is generated.

2.2 The effect of induced camber and spanwise bending

Considering that the flexibility of thin wings affects their aerodynamics, flexibility optimiza-

tion implies attaining a preferred (or tuned) final, deformed geometry for the flexible wings

when they are loaded aerodynamically. Among the potentially advantageous deformations of

flexible membrane wings, spanwise bending and induced camber have been found to be two of

the most influential characteristics. Studying spanwise deformation, Sachs and Holzapfel [84]

showed that extreme dihedral (45 degrees) on a cambered pigeon wing plays an important
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role on lift and drag, particularly at low speeds. Wang and Liu [94] performed experiments

to study the effect of wing flexibility on lift characteristics for delta wings. Three types of

wing were designed and tested, including an elastic aluminum wing of 0.8 mm thickness, a

relatively rigid aluminum wing of 3 mm thickness, and a flexible wing consisting of a carbon

fiber outer frame and an extensible-film wing cover. The authors concluded that the flexible

delta wing generated much greater lift due to its spanwise deformation and accompanying

vibration. Paranjape et al. [77] found that dihedral angles can regulate sideslip during rapid

turns and therefore allow for a wider range of stable turn rates while maintaining flight

speed. An articulated micro air vehicle (MAV) studied by Oduyela et al. [72] included

rigid but divided spanwise wing frames wherein adjacent segments were connected by vari-

able compliance joints to offer high controllability of bending stiffness values and bending

locations. The MAV prototype was validated experimentally and showed capability in alle-

viating disturbances to wind gusts. A similar design can be seen in the work of Gatto et al.

[44], whose experimental investigation was performed for a wing with articulated winglets.

Their methodology demonstrated adequate roll control and lift distribution tailoring. The

aerodynamics effects of bending deflection on a flapping-wing MAV in hovering flight was

studied experimentally by Forouzi et al. [39]. They showed that thrust could be enhanced

up to 63% by introducing bending deflection.

Regarding camber effects in general, Pelletier and Mueller [78] carried out an experi-

mental investigation on the lift, drag, and pitching moment difference for a series of flat and

cambered plates. Their wind tunnel studies indicated cambered plates provide better perfor-

mance in terms of aerodynamic characteristics. Gordnier et al. [48] developed a high-order

Navier-Stokes solver that was coupled with a finite element plate model to understand flex-

ible membrane wing performance in low Reynolds number (24,300) flow. Simulations were

carried out for a wing of aspect ratio 2 at various AoAs, then the authors made comparisons

between their numerical study and the experiments of Rojratsirikul [83] et al. Gordnier et
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al.’s work indicated that flexibility of the membrane wings resulted in the development of

a mean camber, which they considered the primary factor in improved aerodynamic per-

formance. Similarly, a fully coupled direct numerical simulation (DNS) based FSI tool by

Yang et al. [100] was adapted to examine and understand the instantaneous flow field

of flexible membrane wings (with camber), and favorable agreement with experiments was

achieved. Bleischwitz et al. [13] conducted similar experiments to Galvao [42] using latex

sheet wrapped on rigid steel leading and trailing edges. The performance of different AR

wings was investigated, and it was found that passive deformation of the compliant mem-

brane and its attendant camber provided significant improvement in lift. Vibration modes

of the membrane and frame wings were also studied, and membrane oscillation induced by

leading edge vortex shedding was found. Wrist and Hubner [98] performed experiments on

flexible membrane UAV wings having 3D-printed polymer-based frames. Wings with cam-

bered and flat frames were tested, with the results indicating that the net frame camber

increases aerodynamic efficiency. Camber has also been seen to play an important role in

flight control; a study done by Keidel et al. [56] proposed a novel camber-morphing wing de-

sign, which was studied numerically and experimentally. They demonstrated the capability

of the morphing camber to vary lift, roll and pitch control.

Considering the above studies on the aerodynamic effects of spanwise bending and cam-

ber, an important issue that is ignored is that these two types of deformation are always

coupled for UAV wing designs based on flexible frames and membranes. The above studies

primarily focused on the effects of one of the deformation characteristics, i.e. the effects of

either spanwise frame flexibility or the induced camber. A study that does combine both,

as reported by Abudaram [1], was limited to relatively simple configurations; in their exper-

iments, flexible membrane wings were studied when containing both positive and negative

wing-frame stiffness gradients, but only along the spanwise direction. Nonetheless, no sub-

stantial difference was found between the positive and negative stiffness gradients for their

specific wing designs.
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Note that spanwise bending is predominantly determined by flexibility of the wing frame,

whereas the induced camber stems from both the size (area) and the inherent flexibility of

a constrained section of membrane. Lacking some means for active stiffness control of the

membrane, flexibility ‘tuning’ of UAV wings is achieved by manipulating frame structures,

which affects the individual compliant membrane regions that are constrained by the wing

frame portions. Hence, dense frame structures (e.g. many ribs and spars) not only make the

wing more rigid, but also create reduced area within which to develop induced camber. In

contrast, sparse frame structures allow for greater extent of membrane inflation, but with

an attendant increase in the overall wing flexibility.

Based on this correlation between spanwise bending and induced camber for flexible

frame and membrane wings, this paper includes a numerical investigation that reveals both

the combined and individual (de-coupled) static effects of spanwise bending and induced

camber for a moderate-AR, optimum flexibility membrane UAV wing at Reynolds number

80,000. While it is acknowledged that dynamic behaviors of membranes can affect the

aerodynamic performance of such flexible membrane wings (e.g. previously cited references

[14, 13, 49, 93, 83, 48]).

2.3 The effect of the wind turbine leading edge erosion

Experimental studies [87, 45] and numerical simulations [95, 50, 46, 58] were performed to

quantify the erosion effects on the aerodynamic performance of wind turbine blade. A large

increase in drag and substantial lift loss at high angle of attack (AoA) cause a significant

degradation in airfoil performance, which leads to the consequent loss in annual energy

production (AEP). Gaudern [45] performed wind tunnel tests to evaluate complex erosion

effect at different levels on wind turbine blade. The experiments are carried out at Reynolds

number 2.2 millions and erosion geometry is obtained by scaling photographs of damage from

real-world wind turbines of different ages. The degradation of performance is found on all
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wind turbine blades with erosion. An interesting point is revealed that a better airfoil design

exists, which can lead to higher lift to drag ratio under both clean and eroded condition.

Sareen et al. [87] conducted experiments using the airfoils with varying levels of leading edge

erosion at three Reynolds number between 1 million and 1.85 million. They estimated that a

relatively small LE erosion can cause 80% drag increase and 5% loss in AEP. As for moderate-

to-heavy erosion cases, drag can increase up to 400–500%. With the coupled loss in lift, such

defects can lead to 25% loss in AEP. Wang et al. [95] investigated the effects of leading edge

erosion through numerical simulations. Two-dimensional incompressible Reynolds-averaged

Navier–Stokes (RANS) simulations are performed for an S809 airfoil with pitting erosion

on the LE, which uses semicircle cavities to represent the erosion pits. They found the

aerodynamic coefficients are sensitive to the erosion area located at the first 15% of the airfoil

in chordwise. From the other aspect of LE erosion study, recently, Kyle et al. [58] carried

out 2D RANS simulations for NACA 64-618 airfoil at Reynolds number up to 11 millions.

Instead of investigating the impact on the performance introduced by the LE erosion, they

studied how a shield would be helpful to protect the LE and compensate the performance

degradation. The results show that such shield would slightly increase the drag coefficient

by 7%, but overall it is considered as minor impact on the aerodynamic performance.

However, the experimental approach inherently lacks the capability to probe the flow in

a relatively small scale (e.g. near the erosion). Therefore, it can only provide an overall

aerodynamic evaluation, but less detailed flow examination. As for the numerical approach,

most of studies are still limited in two-dimensional, which makes broad assumptions that

the erosion is spanwise identical and the flow motion along that direction is negligible.

Unfortunately, this is not the case in reality. Since wind turbine blades are usually laminated

using composite material, the severe damages on the LE often appear as fracture. As shown

in Fig. 1.2, the entire layer of material is delaminated locally. Viewed from the cross section

of damaged turbine blades (see Fig. 2.1, only show a region near LE), two small forward
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Figure 2.1. Schematic cross section view of wind turbine LE with erosion.

facing steps (FFS) are formed on the upper and lower side of the airfoil. Such steps are

non-uniformly distributed along the span, and the location of the steps can also vary in

chordwise depending on the erosion level. The complexity of the geometry qualifies the LE

erosion as a three dimensional problem.

2.4 Adverse pressure gradient and forward-facing step

To understand the turbulent flow behavior around the 3D LE erosion is critical. The flow

encounters a favorable pressure gradient (FPG) and local adverse pressure gradient (APG)

at the same time on the pressure side of the airfoil. The FPG is due to the shape of the

airfoil and the local APG is caused by the blockage of the FFS. Then the flow separates

behind the step and reattaches after some distance. In the end, before it reaches the tailing

edge (TE), the downstream flow undergoes another APG region introduced by the curved

surfaces on the suctions side. In the field of wind energy, such knowledge can be adapted

for providing better assessment of operating conditions and offering suggestions when the

maintenance becomes necessary for the damaged turbine blades. Considering the geometry

characteristic of erosion damage and its nonuniform distribution in spanwise, investigations

of three-dimensional near-wall turbulent flow subjected to pressure gradients are demanded

to examine the flow behaviors in detail. But performing numerical studies to investigate

the coupled effects of pressure gradients and FFS for aerodynamic applications can be chal-
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lenging. Such simulation requires fine mesh to capture the small turbulent structures near

the body and also long simulation time for statistical convergence. Those requirements may

become enormous hurdles, especially at a realistically high Reynolds number.

Alternatively, this problem could be addressed from the aspect of its basic components,

FPG/APG and FFS. As seen in literature, one of the well established configurations to

study the pressure gradient is with a bump placed on the wall [63]. By imposing FFS on the

bump, the investigation of combined effects can be carried out. Though, either experimental

or numerical studies are rather scarce on the flow encountering the combined effects in

existing literature. However, individually, they have been extensively studied.

Separating and reattaching flow phenomena caused by FFS are investigated with various

applications background. To study the wind flow in the vicinity of topological features such

as coastal cliffs and escarpments, experiments on a polycarbonate and acrylic model are

carried out in a water channel by Sherry et al. [88]. The dimension of the recirculation region

formed downstream of FFS is characterised over a range of Reynolds numbers (1400–19, 000).

The turbulent mixing mechanisms which affects the reattachment distance are discussed.

Hattori and Nagano [51] carried their investigations on the detailed turbulent structures of

the boundary layer over a FFS. DNS are performed at three Reynolds number, and turbulent

statistics as well as structures of boundary layers over the forward-facing step are present.

Fang and Tachie [35] performed experiments for a forward-backward-facing step to study

the turbulent separation characteristics. They stated that a higher approaching turbulence

level tends to shift transition to turbulence from the rear part of the separation bubble to

the leading edge.

As for most of atmospheric applications, including wind turbine blade of course, pressure

gradient inherently come with the design. Delaying or suppressing the separation of turbulent

boundary layer subjected to APG is of strong interest of these aerodynamic applications [63].

Webster et al.[96] conducted experiment and examined the turbulent boundary layer over
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a 2D bump. The boundary layer grew rapidly behind the bump apex, the mean velocity

profile deviated from the law of the wall above the bump and the turbulent stresses were

found to be increasing on the downstream side of the bump. Song and Eaton [92] presented

experimental measurements for a turbulent boundary layer over a ramp with and without

surface roughness. They found the separation region is larger in the rough wall case with

earlier separation and later reattachment. And the normalized Reynolds stresses are less

sensitive to the APG comparing with the smooth wall case.
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Investigated and revealed are new insights into the individual, decoupled effects of induced

camber and spanwise bending on the lift, drag, and endurance for an optimum flexibility

membrane-and-frame wing at Reynolds number 80,000. While previous studies into thin,

flexible-wing designs for fixed-wing unmanned aerial vehicles have been shown to improve

aerodynamic performance and delay the onset of stall, the individual contributions of local-

ized induced camber and spanwise bending on the performance improvement have not been

sufficiently examined. Furthermore, since the locally-induced camber and spanwise bending

generally occur simultaneously, their decoupled effects are not well understood. This paper

first introduces a wing frame optimization approach using a rapid fluid-structure interaction

model to identify a wing flexibility design that maximizes aerodynamic endurance. A higher-

fidelity, large-eddy simulation is then used for validation of the optimized wing flexibility, and

to help explain both the coupled and uncoupled effects of the induced camber and spanwise

bending that contribute to maximum performance. The formation of several locally-induced

cambers at specific planform regions is found to create greater endurance (minimum power

required) through favorable lift generation, in addition to reduced drag at relatively high

angles of attack. Spanwise bending, however, is observed to be a noncontributing byproduct

of the increased thin-wing flexibility. Detailed pressure distributions and instantaneous flow

structure visualizations from large-eddy simulation provide new insights into the individual

contributions of induced camber and spanwise bending while also justifying the optimum

wing design.

The work here addresses a gap in the literature as to the understanding of the coupled

and uncoupled contributions of bending and camber on the static-membrane aerodynamic

effects. After introducing both an efficient FSI model and a high-fidelity computational

fluid model used for the studies, validation of these models against experimental results

is provided. A novel wing-frame flexibility optimization process is then introduced, which

takes advantage of the high-efficiency FSI model. Once the optimum wing frame design is
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found, simulations for the original (baseline) wing and the optimum wing are conducted using

the higher-fidelity computational fluid dynamics model. A test plan is then described and

conducted that reveals the de-coupled effects of the induced camber and spanwise bending.

A detailed discussion of observations and new insights into flexible frame and membrane

wing design concludes the chapter.

3.1 Numerical Modeling

In the numerical study, two different fluid modeling techniques are adapted to balance the

computational cost and capability in understanding separated bending and camber effects,

the resulting fluid fields, and their influence on aerodynamic performance.

An efficient FSI model is used, as previously developed by Combes et al [29], which cou-

ples an advanced potential flow aerodynamic model with a corotational, large-deformation,

frame-and-shell finite element structural model. Since for most high-fidelity computational

fluid dynamics (CFD) models, resolving flow fields with high resolution in large domains

presents excessive computational cost, potential flow models are advantageous to approxi-

mate performance for a large number of configurations and flight conditions. Moreover, they

simply require definition of wing geometry and freestream/boundary conditions, allowing for

highly efficient FSI modeling.

By definition, however, potential flow methods do not consider viscous effects and thus

cannot predict boundary layers, flow separation, or leading-edge vortex shedding [18]. As

such, the highly efficient FSI model was developed principally as a wing conceptual design

tool. Considering this model lacks ability for detailed insight into the flow field, higher-

fidelity large-eddy simulations (LES) have been performed to confirm preliminary results as

well as give a more fundamental understanding of the flow physics governing the aerodynamic

performance of the UAV wings. Discussion and qualification among high fidelity turbulence

models have been presented by Celik [20]. Aside from DNS, which is widely agreed to be
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the most accurate numerical modeling technique, the LES are expected to provide the clos-

est results to DNS but at dramatically lower computational cost. While Reynolds-averaged

Navier-Stokes (RANS) is attractive because of its low computational cost, it lacks the capa-

bility to provide the instantaneous information on the flow structure [40].

3.1.1 Fluid-structure Interaction Model

The specific advanced potential flow method used in this work is based on that of Bramesfeld

and Maughmer [18], wherein the wing and wake are modeled as continuous circulation and

vorticity distributions using distributed vorticity elements (DVEs). So long as the flow

remains attached, the method attains similar aerodynamic load resolution and accuracy

as CFD but with significantly fewer elements; hence, the computational cost is drastically

reduced. Good agreement on lift and drag predictions compared to experiments and other

theoretical models has also been demonstrated [18, 16, 17].

The finite element structural model used in this work is formulated with frame and shell

elements. Specifically, wing frame members are modeled using two-node, shear-deformable

3D frame elements having 6 degrees of freedom per node to capture bending, torsion, axial

displacement, and transverse shear [30]. The flexible wing surface is modeled using shell

elements that combine Felippa’s OPT membrane element [36, 57] with the plate bending

element by Batoz [9]. Since most thin UAV wing structures are designed to be planar with

supports on the interior and perimeter, the frame and shell elements provide simpler struc-

tural formulation with reduced computational complexity and runtime than conventional

isoparametric solid (continuum) elements. Moreover, they offer more flexibility in model-

ing thin UAV wings compared to membrane-only or combined membrane/Euler-Bernoulli

(non-shear-deformable) plate bending formulations [29]. Large wing deformations resulting

from high flexibility brings added challenges in structural modeling. Thus, a corotational

algorithm is adopted to accommodate any nonlinear structural response [81, 82]. Validation

with published works [57, 81] has been provided, with details found in [28].
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3.1.2 High-fidelity Fluid Model

The adapted in-house LES model solves the filtered incompressible Navier Stokes and con-

tinuity equation. The numerical discretization is discussed in detail by Orlandi [73]. It

employs the second-order centered finite-difference scheme for the spatial derivatives on an

orthogonal staggered grid. The equations are advanced in time with a hybrid third-order,

low-storage Runge-Kutta scheme, with linear terms treated implicitly and non-linear terms

explicitly. The large sparse matrix resulting from the linear terms is inverted with an ap-

proximate factorization technique. Equations are advanced with the pressure at the previous

step, which results in a non-solenoidal velocity field. A scalar quantity is used to project the

velocity onto a solenoidal velocity and update the pressure in time. The presence of a body

(e.g. the wing) is treated with the efficient immersed boundary method described in Or-

landi and Leonardi [75]. This approach allows the solution of flows over complex geometries

without the need for computationally intensive body-fitted grids. It consists of imposing

a velocity equal to zero on the body surface, which does not necessarily coincide with the

grid. Another condition is required to avoid describing the geometry in a stepwise way. This

is done by discretizing the viscous terms taking into account the real distance between the

grid point and the boundary of the body and not the grid spacing. The method has been

extensively validated for flows over rough walls [75, 19, 103].

3.1.3 High-fidelity Fluid Model Validation for UAV Wing and Comparison with

Experiment

This LES model described was successfully adopted for large-scale wind turbine studies [25,

86]. However, it has not been applied to study thin UAV wings, which present computational

challenges, especially in using immersed boundaries. Validation with experimental data

collected by Anada et al. [4] is therefore provided below.
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(a) (b)

Figure 3.1. Reference wing geometry. (a) Top view. (b) Cross section view.

The experimental work done of Anada et al. [4] is one of the latest and most well

documented studies found [78, 89, 69]. Wind tunnel data for ten flat-plate thin wings of

multiple aspect ratios and taper ratios at Reynolds numbers ranging from 60,000 to 160,000

are provided in Anada’s thesis [3]. Data collected for a specific wing tested at Reynolds

80,000 is chosen for comparison to validate the capability of the LES model. The wing has

similar dimension and shape to that for the optimization study shown later in this work.

The wing geometry is shown in Fig. 3.1, which is accurately defined in the LES using the

ray triangle intersection technique [65].

Dimensions of the computational domain, normalized by 3.5-inch mean chord, are 12.288,

13.332 and 9.600 for X, Y and Z directions, respectively, as shown in the Fig. 3.2(a). The

cross-section dimension is determined by the wind tunnel size then nondimensionalized by

the 3.5-inch mean chord of the wing. Streamwise dimension is set large enough (more than

10 times mean chord) but less than the length of the wind tunnel test section to reduce

computational cost. The grid resolution is 768 × 256 × 512, which is determined from grid

sensitivity studies; the adopted grid resolution has shown the ability to provide sufficiently

accurate predictions at reasonable computational cost.
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(a) (b)

Figure 3.2. High-fidelity fluid simulation set up. (a) Simulation domain. (Dimensions are
normalized by 3.5-in mean chord. (b) Y (vertical) direction grid resolution.

The streamwise and spanwise directions (X and Z, respectively) have uniform resolutions,

whereas the Y direction resolution is finer in the center area where the wing is placed, and

coarser elsewhere (see Fig. 3.2(b)). The wing is placed 3 chords from the inlet. No-slip

conditions are imposed on the domain walls to mimic the wind tunnel. The inflow is uniform,

and radiative boundary conditions are imposed at the outlet of the domain. A sub-grid model

is used to represent the unresolved scales of motion. The classic Smagorinsky model [90]

is used, with model constant set to CS = 0.09. The van Driest damping function [34] is

applied on the walls but not on the wing surface. The eddy viscosity for the points closing

to the wing surface is computed using the actual distance from the wing rather than the

mesh spacing.

Simulations for the validation were performed at AoA of −5, 0, 5, 8, 10, 12, and 15

degrees. The experimental data are concurrently plotted with simulation results in Fig. 3.3.

Note that the LES shows good agreement with experiments, although the lift coefficient
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(a) (b)

Figure 3.3. Reference wing geometry. (a) Coefficient of lift versus AoA. (b) Coefficient of
drag versus AoA.

is under predicted at higher AoAs, and in general the results justify LES as a numerical

approach.

Note that the final LES grid resolution is determined by gradually refining the grid

until satisfactory agreement with experimental data is achieved. To illustrate this, a grid

refinement study has been carried out by doubling the number of points in the Y direction

(vertical direction in Fig. 3.2(b)) and maintaining the same resolution in X and Z at 10

degrees AoA (since the prediction at 10 degrees does not match the experiment as well, per

Fig. 3.3(a)). Grid resolution in the Y direction is considered the most sensitive due to the

numerical challenge in modeling the small wing thickness. As shown in Fig. 3.4 the results

are only weakly dependent on the resolution. A modest improvement is observed from the

coarsest grid (128 points) to the medium grid (256 points). Comparing the lift and drag

coefficients of the meduim and fine grid (512 points), a very minor difference is observed.

Thus a medium grid of 768×256×512 is adopted as suitable resolution for LES predictions.

24



Figure 3.4. LES grid sensitivity study. Coarse: 768× 128× 512, medium (adopted): 768×
256×512, fine: 768×512×512. The dashed lines represent respective coefficients of lift and
drag as interpolated from the experimental data for 10 degrees angle of attack.

3.2 Wing Frame Optimization

To achieve better aerodynamic performance, different optimization strategies were explored.

For example, optimal hovering motion was pursued for flapping wings using adjoint-based

algorithm [99]. And Local flexibility was tuned with an interesting morphing idea for fixed

UAV wings [106]. In this present paper, the efficient FSI model serves as a conceptual design

tool by providing the capability to rapidly explore a large number of wing configurations so

as to help narrow the design domain. Exploiting this advantage, an optimization study was

performed to minimize power required by maximizing the endurance parameter, defined in

Eq. (3.1)

η =
C

3

2

L

CD

(3.1)

Where CL and CD are the total lift and drag coefficients, respectively. This definition of

the endurance parameter assumes constant airspeed, altitude, and angle of attack. Increasing

the lift and reducing the drag are pursued.
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A related optimization work was done previously by Combes et al [29]. Using regularly

spaced control points as design variables, they allowed continuous variation of the elastic

moduli for both shell and beam elements to identify an ideal mechanical property distribu-

tion that resulted in maximum aerodynamic performance. Their approach provides general

insights into the preferred wing flexibility distribution, but in practice it would present major

manufacturing challenges. Therefore, in this work, a discrete frame segment optimization

problem is selected as a more practical alternative. Introduced is a novel wing frame topol-

ogy optimization approach that couples a genetic algorithm (GA) [47] with the efficient FSI

model to identify the best ‘skeletal’ flexible frame configuration [105].

3.2.1 Panel Mesh Sensitivity

Prior to the FSI optimization process a mesh sensitivity study is conducted to determine

appropriate resolution of the distributed vorticity aerodynamic panels since it is understood

that lift and drag predictions are correspondingly affected. The same wing geometry as that

studied experimentally in the literature [3] (see Fig. 3.1) is therefore simulated with varying

numbers of panels at 5 and 10 degrees AoA and with Reynolds number 80,000. Sample

aerodynamic meshes for 32, 128 and 512 panels (half wing) are shown in Fig. 3.5.

The aerodynamic panel mesh sensitivity results are shown in Fig. 3.6. Note that the po-

tential flow approach underpredicts both the lift and drag when compared to the respective

experimental values. Interestingly, with regard to lift prediction at both 5 and 10 degrees

AoA, the potential flow approach achieves better agreement with the experimentally deter-

mined lift when fewer panels are used. In fact, the potential flow lift coefficient using 32 and

128 panels at 5 degrees, and 32, 128 and 512 at 10 degrees is closer to the experimental lift

coefficient than that predicted by LES. However, as the number of panels is increased, the

potential flow lift coefficient continually decreases then converges below the LES predicted

lift coefficient, resulting in greater difference relative to the experiment than LES.
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(a) (b) (c)

Figure 3.5. Aerodynamic mesh of reference wing geometry. (a) 32 panels. (b) 128 panels.
(c) 512 panels.

(a) (b)

Figure 3.6. Aerodynamic panel mesh sensitivity study. (a) At 5 degrees AoA. (b) At 10
degrees AoA.
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Regarding the drag prediction, upon initial inspection it appears detrimental for opti-

mization that the potential flow method generates about a factor of 2 underprediction at 5

degrees AoA and factor of 3 underprediction at 10 degrees. Note, however, that the poten-

tial flow model assumes zero wing thickness. The same advanced potential flow model was

shown to match lift and drag reasonably well compared to high-fidelity RANS at low AoAs

(< 8 degrees) at Reynolds number 75,000 for a wing with similar geometry but a normal-

ized thickness of 4.23 × 10−4 (actual thickness 0.0254mm) [29]. As mentioned previously,

in the current comparison the normalized thickness of the experimental reference wing is

much larger at 3.37 × 10−2 normalized thickness (3.81mm). With much larger thickness,

the ‘thin-wing’ drag prediction is not expected to match the experiment. Moreover, greater

flow separation can be expected at the higher AoAs (i.e. 10 degrees), and even though this

contributes to the drag, it is not captured by the potential flow model, suggesting the reason

its drag prediction is worse at 10 degrees AoA.

Despite the underprediction of drag by the potential flow method, note that it actually

will not detrimentally affect the optimization process when identifying wing configurations

with preferable endurance parameter. This is because all wing flexibility configurations

are simulated under the same thin-wing assumption with lift and drag consistently under-

predicted. In other words, the maximum predicted endurance parameter still represents

the maximum for each flight condition, but it is simply a scaled value relative to the true

value. Nonetheless, to better understand the thickness-to-drag sensitivity of the potential

flow model, additional LES simulations are performed for varying wing thickness, as shown

later in this paper.

The time consumed for each single potential flow simulation at 5 degrees AoA is tabu-

lated in Table 3.1 (single work station, XEON CPU, 16G RAM). The computational cost

remains relatively constant at different AoAs. As the number of panels used is increased,

computational cost grows significantly. This cost is further amplified when the potential flow
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Table 3.1. The computational cost for potential flow method with different numbers of
panels.

No. Panels 32 128 512 2048 4096
Time(s) 3.5 23.6 330.2 5867.4 27099.9

based FSI is coupled to an optimization process. For this reason, the 32-panel mesh is used

for the FSI optimization, and while it does not represent a converged prediction, it does

achieve the closest agreement to the published experimental results. In addition, it serves

the main purpose of the optimization algorithm, which is to rapidly explore a large number

of wing configurations so as to narrow the very large design domain.

3.2.2 GA Topology Optimization

The basic initial wing configuration to be optimized is shown in Fig. 3.7(a). Span of the half

wing is 8 inches, it has a 4-inch root, and 2-inch tip. The half wing frame has three inner ribs,

which form connections between three opposing intersection points on the leading and trailing

edges. Two inner spars connect opposing intersection points on the wing root and tip. Frame

segments between any two intersecting points that do not both lie on the wing perimeter are

defined as ‘parts’. The intent during optimization is to remove or maintain frame part(s)

to influence the local flexibility of both the frame and the constrained membrane. For the

specific wing frame in Fig. 3.7(a), there are 17 parts that can be removed or kept, but

with the constraint that at least one end of remaining continuous ‘strings’ of frame parts is

connected to the perimeter so that no internal strings of frame parts ‘float’ inside the wing.

A ‘breadth first search’ (BFS) algorithm is employed to ensure this requirement, details for

which can be found in [105]. Note that even for such a simple initial frame configuration, a

total of 131,071 unique design adaptations are possible.

Prior to optimization, the efficient FSI simulation was run for the wing shown in Fig. 3.7(a)

at 5 degrees AoA and Reynolds number 80,600. The corresponding finite element mesh and
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(a) (b) (c)

Figure 3.7. Original wing simulation set up in FSI. Wing dimensions are normalized by mean
chord. (a) Original wing configuration. (b) Coarse FE mesh. (c) Aero. mesh w/ 32 panels.

aerodynamic grid of triangular DVE panels are shown in Fig. 3.7(b) and Fig. 3.7(c), respec-

tively. Figure 3.8 shows the resulting deformed geometry when all frame parts are main-

tained. This configuration is considered as the ‘original’ (baseline) design; it is subsequently

compared to an optimum-frame wing as well as derived wings constructed to examine the

de-coupled contributions of induced camber and spanwise bending. For this original baseline

wing, the advanced potential flow prediction of the FSI simulation gives CL = 0.3475 and

CD = 0.0166, from which the endurance parameter η is computed as 12.3657.

The frame optimization process was executed under the same flow condition with GA

population size of 51 and for 30 generations. Figure 3.9(a) shows the endurance parameter

trend during optimization. The circular symbols in the plot represent the best endurance

parameter achieved in a single generation whereas the triangular symbols represent mean

values of all individuals within each generation. Note that the optimization terminated

when there was no change in the best value after 5 generations (set by user). The mean

endurance parameter value increased from about 13.6 to 14.7, with the best value achieved

being 14.7707.
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Figure 3.8. Original wing deformation contour predicted using the efficient FSI model. The
color represents vertical deformation. All units are normalized by mean chord.

(a) (b)

Figure 3.9. GA optimization process. (a) GA optimization history. (b) Optimum config-
uration with deformed shape. The color represents the vertical deformation. All units are
normalized by mean chord. Noticeable ‘bubble’ deformations are encircled by dashed lines.
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The resulting deformed wing geometry for the optimum configuration is shown in Fig. 3.9(b).

Upon removal of specific frame parts during optimization, the overall flexibility of the wing

is increased, which explains the larger wing tip deflection compared to the original design

(Fig. 3.8). Four noticeable membrane deformation ‘bubbles’ (circled in the Fig. 3.9(b)) are

observed on the wing due to reduced membrane constraints accompanying the frame part

eliminations. The optimum endurance parameter, η = 14.7707, is based on the advanced

potential flow prediction giving CL = 0.4905 and CD = 0.0233.

Note that both the lift and drag coefficients as well as the endurance parameter all

increased for the optimum wing. In relative terms, the drag coefficient and lift coefficient

increased about 40%, while the endurance parameter increased about 13%.

3.3 FSI Model Verification with LES, and Decoupling of Camber and Bending

Effects

In order to verify the outcomes of the optimization using the efficient FSI model, simulations

using deformed shapes of both the original and optimum wings are performed using high-

fidelity LES. Since it is acknowledged that resolution of the aerodynamic panels in the

potential flow model directly affects resolution of the resulting pressure distribution (and thus

the loading condition for the FE structural model), both the FE mesh and aerodynamic mesh

for the optimum wing are refined, as shown in Fig. 3.10, to provide the deformed wing shape

for simulation and verification by LES. The LES simulation conditions with the optimum

deformed wing shape are identical to those cited earlier with Fig. 3.2(a) for validation of the

LES model against previously published experimental results.

Since the required wing thickness in LES is not physically defined in the FSI model (due

to the thin wing assumption), two different thicknesses are examined in LES. One wing has

0.05 thickness (as normalized by mean chord), which is the same as that used earlier for the
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(a) (b) (c)

Figure 3.10. Optimum wing simulation set up in FSI. Wing dimensions are normalized by
mean chord. (a) Optimized wing configuration. (b) Fine finite element mesh (995 triangular
shell elements and 213 beam elements). (c) Aerodynamic mesh using 2048 panels.

LES validation. The other wing, having 0.03 normalized thickness, is used for comparison

purposes to study the effect of thickness on the LES-predicted aerodynamic performance.

Figure 3.11 shows perspective and frontal views of the deformed optimum (OPT) wing

and the deformed original (ORI) wing as predicted earlier by the efficient FSI model (with

fine FE mesh and 2048 aerodynamic panels) which is simulated using LES.

Results of the LES, shown in Table 3.2, indicate that the OPT wing creates greater

lift, greater drag, and yields a larger endurance parameter as compared to the ORI wing.

This verifies the trends predicted by efficient FSI model. As expected, however, while an

increase in endurance parameter for the optimum wing is also identified by LES, significant

differences in the values of lift and drag coefficients predicted by LES and the FSI’s potential

flow method do exist. As discussed earlier, it has already been shown that the potential flow

method with zero wing thickness consistently underestimates drag as well as lift to a lesser

extent. From the LES results in Table 3.2, it is also observed that, as wing thickness is
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(a) (b)

Figure 3.11. Perspective and frontal views of deformed wing geometries (0.03 normalized
thickness) for use in LES. (a) Deformed optimum (OPT) wing. (b) Deformed original (ORI)
wing.

reduced by 40% (from 0.05 to 0.03), the drag correspondingly decreases about 15%. This

confirms the important role that wing thickness plays on drag, and also accounts for some

of the difference between the experimental and potential flow results seen earlier in Fig. 3.6.

Table 3.2. Simulation results comparison between the FSI’s potential flow method (PF) and
LES. Note: ‘2048F’ indicates 2048 distributed vorticity panels (Fig. 3.10(c)) with fine finite
element mesh (Fig. 3.10(b))

Method Resolution Configuration CL CD η
PF 2048F OPT 0.4933 0.0231 14.9987
LES 0.05 OPT 0.6831 0.1005 5.6177
LES 0.03 OPT 0.6942 0.0847 6.8289
PF 2048F ORI 0.2880 0.0141 10.9496
LES 0.05 ORI 0.4440 0.0903 3.2763
LES 0.03 ORI 0.4122 0.0649 4.0777

To better understand the differences in lift predictions between the efficient FSI and the

LES, a comparison of net pressure distributions is provided in Fig. 3.12 (for OPT wing) and

in Fig. 3.13 (for ORI wing). For both wings, the advanced potential flow model achieves
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Figure 3.12. Nondimensionalized net pressure distribution on the optimum (OPT) wing
predicted by potential flow model using 2048 panels (left), and LES (right). Wing dimensions
are normalized by mean chord.

Figure 3.13. Nondimensionalized net pressure distribution on the original (ORI) wing pre-
dicted by potential flow model using 2048 panels (left), and LES (right). Wing dimensions
are normalized by mean chord.

reasonably similar pressure pattern to that obtained by LES, despite the huge computational

cost difference (each LES requires 4 days using 64-core parallel processing). However, differ-

ences in magnitude of the net pressure are still observed, which explains the under-prediction

of lift using the potential flow method. Considering the OPT wing in Fig. 3.12, it is seen

that the ‘curled’ distribution pattern of the larger pressure difference (darker blue region)

matches with the optimized wing frame configuration, shown earlier in the Fig. 3.9(b) and

Fig. 3.10(a) in which the locally induced camber produces larger magnitude net pressure.

Recall from the frontal views for the optimum wing (OPT) versus the original wing

(ORI) in Fig. 3.11, two main geometrical differences were readily observed. The first being
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the larger tip deflection (spanwise bending) of the optimum wing, which arises due to the

removal of frame parts so as to increase the overall wing flexibility. The second being the

localized, convex, induced-camber deformations, i.e. ‘bubbles’. Compared to the original

wing, the membrane of the optimum wing develops enlarged bubbles because the removal

of its frame parts eliminates the localized (peripheral) membrane constraints. While the

original deformed wing does exhibit such bubbles, they are much smaller in comparison.

As pointed out in the introduction, both spanwise bending and induced camber are known

to be important aeroelastic effects in flexible frame and membrane type UAV wings. With

such wings these two deformation characteristics always occur simultaneously. The challenge

in studying these coupled behaviors is to understand how each contributes separately to the

combined effect. To facilitate this understanding, a third wing geometry (INT) is created and

is shown in Fig. 3.14(a). This wing does not represent the result of any wing design using the

FSI model. Instead, it is created by ‘manually’ removing the bubble deformations from the

deformed optimum wing shape. Geometrically, the new wing has the same spanwise bending

profile and tip deflection as the optimum wing while having a very smooth and flat surface

similar to the original wing. It is thus considered to have an ‘intermediate’ deformation

characteristic that is in between the original and optimum deformed wing shapes. For

further comparison, a rigid flat plate (FLT) wing (that also removes the spanwise bending)

is also created and as shown in Fig. 3.14(b).

Thus, the four different deformed wing shapes introduced above are studied to help

understand how the spanwise bending and induced camber bubbles contribute separately

to the combined beneficial effect of improved aerodynamic endurance. Hereafter, the three-

letter acronyms ORI, OPT, INT, and FLT are adopted to refer to the different deformed wing

shapes. To clarify the nomenclature, note that the optimum wing (OPT) and the original

(baseline) wing (ORI) are the final deformed shapes predicted by efficient FSI simulation.

ORI and OPT differ as a result of their different frame structure configurations due to the
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(a) (b)

Figure 3.14. Perspective and frontal views of additional wing geometries (0.03 normalized
thickness) for comparison in LES. (a) Intermediate (INT) wing. (a) Flat (FLT) wing.

GA optimization (see Fig. 3.7(a) and Fig. 3.10(a)). The intermediate wing (INT) is inherited

from the OPT wing by manually removing induced camber bubbles, while the rigid flat plate

wing (FLT) is similar only in terms of its planform and dimensions. Thus, INT and FLT

actually have no associated inner frame structure, but they share the same ‘ancestor’ as

the ORI and OPT wings. Note that when investigating the aerodynamics of the four wing

shapes using LES in the studies below, each wing is considered rigid, including when the

AoA is varied in those simulations which will be discussed later.

Simulations were performed at Reynolds number 80,000 and AoA 5 degrees. Coefficients

of lift and drag are computed and plotted in Fig. 3.15. The OPT wing’s superior lift-to-drag

ratio (dashed lines in Fig. 15) is clearly seen no matter which wing thickness is used.

In general, the ORI, INT and FLT wings show similar performance for each wing thick-

ness, with the thicker wing indicating small increases in lift but larger increases in drag. In

comparing the OPT and INT wings, the presence of the locally induced camber bubbles is

the only geometric difference; nonetheless, these local cambers lead to significant increase

in lift coefficient at the expense of a relatively small increase in drag. Referring back to the
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Figure 3.15. Coefficient of lift versus coefficient of drag for ORI, OPT, FLT, and INT wings
for two different thicknesses as predicted by high-fidelity LES.

wing net pressure distribution in Fig. 3.12, a higher pressure difference is produced where the

bubbles are formed, leading to greater lift generated in those regions. The localized camber

bubbles therefore appear to be influential for efficient generation of lift. The accompanying

drag increase for the OPT wing versus the INT wing (no bubbles) stems mainly from the

greater lift and partially from increased skin friction due to the more convex airfoil shape.

The spanwise bending deformation is not found to significantly affect either drag or lift.

From the dihedral angle point of view, a similar observation was discussed by Sachs and

Holzapfel’s [84]. They found a 22.5-degree dihedral did not create an obvious effect on either

lift or drag, while a dihedral angle as large as 45 degrees decreased lift and significantly

increased drag. The phenomenon is particularly evident at high AoA (> 10 degrees). In

the case here, the INT wing has just 12 degrees dihedral angle and is simulated at 5 degrees

AoA.

To further understand the performance on the four thinner wings, additional LES were

performed at various AoAs (based on pitch changes with same rigid geometries). The results

are shown in Fig. 3.16. In general, INT, ORI and FLT wings exhibit similar performance,
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(a) (b)

Figure 3.16. Coefficients of lift and drag versus AoA for ORI, OPT, FLT and INT wings as
predicted by high-fidelity LES. (a) Coefficients of lift versus AoA. (b) Coefficients of drag
versus AoA.

and the lift curve of the OPT wing is shifted upward. Also, the OPT wing always creates

greater drag than the other wings at lower AoA, but interestingly this circumstance inverts

at 10 degrees AoA. The reason for this is discussed below. Note that all four wings perform

better at 5 degrees AoA, and comparing the lift trend lines shown it is clear that 5 degrees

AoA is the angle at which the wing frame was optimized. A second order polynomial fit is

given in Fig. 3.17, made according to Eq. (3.2) [5] based on the data for the AoA sweep and

the corresponding drag polar for each wing.

CD = CD,min +
(CL − CLmin drag

)2

πeAR
(3.2)

In Fig. 3.17, increased slope for the tangent line indicates greater efficiency of the wing,

and intersection of tangents to the corresponding parabolic curve represents the best the-

oretically achievable aerodynamic performance for the given wing. It is seen that all four

wings at 5 degrees AoA operate near their respective best theoretical performance (a single

tangent is shown for FLT, ORI and INT since they would nearly overlap.). The OPT wing,
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Figure 3.17. Drag polar for FLT, ORI, OPT, and INT wings based on LES prediction.
Dashed lines are tangent to the respective parabolic curves from the origin.

Figure 3.18. Pressure distribution visualization at near middle chord for ORI, OPT, INT,
and FLT wings based on LES prediction.

however, is indeed confirmed as being optimized since at no AoA value does the ORI (FLT

or INT) wing achieve a better efficiency than the OPT wing.

Figure 3.18 shows contours of the pressure distributions from LES at chordwise location

X = 1 (near mid chord) for the ORI, OPT, INT, and FLT wings. From the figure, it
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is straightforward to infer why the OPT generates greater lift; a connected weak pressure

region is seen above the wing, and strong pressure region exists beneath the wing. This large

difference in pressure correspondingly creates larger upward force.

J ≡ ∇~u =




∂xux ∂yux ∂zux

∂xuy ∂yuy ∂zuy

∂xuz ∂yuz ∂zuz




(3.3)

S =
J+ JT

2
(3.4)

Ω =
J− JT

2
(3.5)

Returning now to the earlier observation from in Fig. 3.16(b) in which the OPT wing

is found to create more drag than the other wings at 5 degrees AoA, but less drag at 10

degrees. To better understand and explain this, coherent structures (vortices) are visualized

in Figs. 3.19 and 3.20 for the OPT and INT wings at 5 and 10 degrees AoA, respectively,

using the λ2 vortex criterion [55]. λ2 is one of the eigenvalues of S2 +Ω2 ordered such that

λ1 ≥ λ2 ≥ λ3, seen in Eqs. (3.3) to (3.5), J is the gradient velocity tensor, S and Ω are

symmetric and antisymmetric parts of J. (since the INT, ORI and FLT have fairly similar

performance, only INT is shown.)

At 5 degrees AoA (Fig. 3.19), flow remains attached, and no obvious coherent structures

are observed above the wing. Stronger wing tip vortices are generated by the OPT wing

compared to the INT wing due to the higher lift (net pressure) produced by OPT wing.

Such strong tip vortices contribute to higher drag. However, the dominant vortex structures

are different at 10 degrees AoA as shown in Fig. 3.20. The flow still remains attached, and

strong tip vortices are observed for both OPT and INT wings, but note that the INT wing

has stronger and greater number of vertical structures generated in the wake region than
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(a) (b)

Figure 3.19. Vortices visualization at 5 degrees AoA using vortex λ2 criterion. (a) OPT
wing. (b) INT wing.

(a) (b)

Figure 3.20. Vortices visualization at 10 degrees AoA using vortex λ2 criterion. (a) OPT
wing. (b) INT wing.
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the OPT wing, thus contributing to higher drag. This explains and confirms the previous

observation in Fig. 3.16(b) where locally induced cambers of the OPT wing are seen to

generate fewer vortices in the wake region at high AoA, thereby reducing drag.

3.4 Chapter Discussion

Simple spanwise bending alone appears not important in generating lift or drag, but when

occurring simultaneously with localized camber bubble type deformation, improved aerody-

namic performance can clearly be seen, but this is due to the camber bubbles rather than

the bending. Even though the optimization algorithm implemented in this work is in fact

‘blind’, the efficient FSI model applied retains sufficient fidelity for the process physics so

as to identify an improved wing flexibility design that can indeed be readily justified via

pressure and flow field examination using LES.

At first glance, the optimization procedure with the frame and membrane design may be

viewed as removing unnecessary frame parts so as to increase local flexibility and achieve

larger wing tip deflection, with the attendant passively induced camber that would be ex-

pected. On the contrary, it is now appreciated that constraining the membrane regions with

frame parts in a very specific pattern so as to enable development of a suitable, targeted

induced camber deformations is the motivation behind the optimization. The larger wing

tip deflection is actually a byproduct of the membrane bubble deformations. Noticing that

the GA optimization was allowed to remove any parts in any combination inside the wing

perimeter as long as the perimeter attachment constraint was satisfied, it is evident that for-

mation of several smaller bubbles is preferable to a single (or fewer) larger bubble(s). This

means that localized bubble deformations are beneficial for increasing lift, but that they also

need to be limited to some suitable size and number. Moreover, the actual locations of where

such localized deformations should be generated, and to what magnitude, may be critical (for

example, near the leading edge or near the trailing edge). As illustrated in the wing designs
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shown in this work and in previous studies, the greater trailing edge flexibility is generally

preferred [29, 105], while the leading edge is required to be relatively stiffer. In other words,

development of bubbles near the trailing edge may be more suitable than near the leading

edge [93, 29, 105]. The authors surmise that a single bubble can be readily explained by

well-studied induced camber theories [48, 83, 42, 94, 13, 52], but a group of several bubbles

may interact with the flow quite differently [85]. Additional research is needed to investigate

such detailed interactions.

By taking advantage of an efficient, coupled FSI solver, which allows for rapid exploration

of thousands of wing frame configurations, a novel GA topology optimization procedure is

used to improve the endurance parameter for a frame-and-membrane UAV wing. The final

achieved optimum wing frame configuration results in several bubble-like deformations in

addition to larger wing tip deflection normally associated with increased thin-wing flexibility.

The findings reveal that frame configurations which allow for spanwise bending together with

multiple bubble-like (locally) induced camber deformations offer significant improvement in

the aerodynamic endurance, in addition to reduced drag at high AoA. The optimum design

is verified and explained using a high-fidelity LES model. The coupled and uncoupled effects

of spanwise bending and locally induced camber are studied through examination of the

detailed pressure distributions and flow fields. The LES studies validate the efficient FSI

solver’s configuration preference, showing that although wing tip deflection alone has a minor

effect on lift and drag, its occurrence is incidental to the modified frame stiffness that leads

to the multiple locally-induced camber bubbles.
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CHAPTER 4
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BODY WITH LEADING EDGE DAMAGE1
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The goal of this chapter, therefore, is to make the first step toward development of a

simple model to estimate the drag of an airfoil containing surface defects. A streamlined

bump taken from the literature is adopted for the present study, and LE erosion is idealized

as a series of simple forward-facing steps, of varying chordwise location and spanwise length,

superposed onto the streamlined bump. It is hypothesized that a useful ROM of total drag

can be derived based on superposition of the effects of the individual constituent steps that,

collectively, idealize LE damage (erosion) on the streamlined body. It is further hypothesized

that the ROM is bilinear mathematically, in accordance with individual linear dependencies

on the chordwise location and spanwise length, respectively, of each constituent step in

the aggregated LE damage representation. Discussed first in this work are the geometric

modeling and basic development of the ROM for drag prediction. Following this, an “in-

house” DNS code—which is applied later in the paper to assess drag predictions, explain

detailed flow behaviors, and justify the form of the ROM—is itself first validated. The DNS

validation is performed through comparisons with a previously published DNS study of the

same streamlined bump in a turbulent channel flow. Once validated, the DNS are conducted

on increasingly complex step configurations applied to the streamlined bump. The resulting

flow fields are examined, and intriguing insights into the flow physics are reviewed, justifying

the proposed simple bilinear mathematical form of the ROM. Subsequently, the ROM is

applied to more complicated series of stepped geometries applied to the streamlined bump,

the aim of which is to more closely emulate field damage of airfoils. The corresponding drag

predictions are again compared to those by DNS, and limitations of the ROM are analyzed.

A discussion of the key findings, and implications for applying the proposed ROM in practical

applications, conclude the paper.

46



4.1 Geometrical modeling of leading edge erosion

Although LE erosion/damage on wind turbine blades often presents very irregular shapes,

for simplification purposes, it is idealized here as a series of steps, each characterized by

a chordwise location (d) and spanwise length (λ), on a streamlined bump. The height of

the bump is 0.6666δ with length 6.8477δ. The apex location is at x/δ = 3.6835 (Fig. 4.1,

δ is the half channel height of the simulation domain seen later), further details are given

in [54, 62]. Steps are modeled by shifting the original smooth bump profile downward by

a constant amount (0.0145c, where c is the chord length of smooth bump), representative

of delamination. In accordance with the chordwise location, the bump-with-step geometry

adopts the shifted profile in front of the step and the original profile behind the step. A

simple example with a single step at normalized location d/c = 0.435, and covering the

entire span (λ/s = 1), is shown in Fig. 4.1(a), where s is the span length. Cases with

spanwise limited steps are created by extruding the step profile for a certain length (λ)

along spanwise direction, then combining this with a (s − λ) wide extrusion of the smooth

profile. A specific case referred to hereinafter as ‘half step’ case is provided for illustration

(Fig. 4.1(b)), in which the step only covers half of the span (0 < z < 1.57). The other half

of the span (−1.57 < z < 0) maintains the original smooth profile. Since such geometry

contains two distinct chord lengths (c and c′), a weighted average chord length (c) is used in

the drag coefficient calculations seen later, where c = c(1− λ/s) + c′(λ/s).

4.2 Development of a reduced order model of drag

Considering first a single, full-span step, in developing a ROM that can estimate the drag

of the bump with step, the total drag is first expressed as a sum of the drag of the baseline

case (smooth bump, Cd,0) and the increment due to the single step (∆Cd,step):

Cd,total = Cd,0 +∆Cd,step (4.1)
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Figure 4.1. (a) Sketches of the bumps with a step at d/c = 0.435. Side view for the case
with λ/s = 1 ( ), smooth ( ), and shifted ( ). (b) Top view for the half step
case (λ/s = 0.5).

This drag increment due to the step can be decomposed into the change of the dominating

form drag and a small portion from the friction drag [59, 66], which is assumed negligible.

∆Cd,step = ∆Cd,form +∆Cd,viscous ≈ ∆Cd,form (4.2)

The form drag on the stepped bump from dimensional analysis is assumed to be di-

rectly proportional to the square of the local tangential velocity (Ut at the step’s chordwise

location), thus:

∆Cd,step = m1Ut
2 (4.3)

where m1 is a constant. Similarly, the increment of drag is also hypothesized to be

proportional to the step’s spanwise length (m2 is a constant):

∆Cd,step = m2(λ/s) (4.4)
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Combining Eq. (4.3) and Eq. (4.4), a bi-linear relation can be written as:

∆Cd,step = mUt
2(λ/s) (4.5)

where m is the combined constant. Substituting Eq. (4.5) into Eq. (4.1) gives:

Cd,total = Cd,0 +mUt
2(λ/s) (4.6)

To be useful in practical applications, however, Eq. (4.6) must be expressed as a function

of the geometric damage description only. Incorporating simple potential flow theory with

a conformal mapping approach, the dependence of the local tangential velocity, Ut
2, on d/c

is found.

1 2 3 4 5 6 7

-1

0

1

-1 0 1

(a) (b)

xx

y

Figure 4.2. (a) Streamline visualization around the mirrored smooth bump geometry us-
ing conformal mapping. (b) Streamline visualization around the cylinder with unit radius
obtained by the superposition of doublet and uniform elementary plane flow.

Consider that the smooth bump profile is mirrored (Fig. 4.2(a)) and conformably mapped

onto a cylinder having unit radius (Fig. 4.2(b)) using Koebe’s iterative method [70, 71]. The

velocity potential (φ) is computed around the cylinder by the superposition of doublet and

uniform elementary plane flows, and is then reversely mapped back to the domain containing

the bump. Velocity components around the bump are determined by u = −∂φ/∂x and

v = −∂φ/∂y. The tangential velocity is Ut = ~u · t̂ + ~v · t̂, in which t̂ represents a unit

vector tangent to the bump profile. As seen in Fig. 4.3, the distribution of the square of
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Figure 4.3. Squared tangential velocity distribution along the bump. Potential flow with
conformal mapping (◦) , Linear fit ( ).

tangential velocity, U2
t , on the windward side indicates a strong linear relation with respect

to its chordwise location (d/c), hence Eq. (4.7), where a and b are constants:

Ut
2 = a(d/c) + b (4.7)

Now, Eq. (4.6) can be re-written by substituting for Ut
2 from Eq. (4.7), where a′ and b′

are the new constants:

Cd,total = Cd,0 +m [a(d/c) + b]λ/s = Cd,0 + [a′(d/c) + b′]λ/s (4.8)

4.3 Justification for the form of the reduced order model

In this section, DNS are performed using the in-house code to test the hypothesis of bilin-

earity in the form of the proposed ROM, in addition to identification of the coefficients in

Eq. (4.8). A description of the numerical code is given in Appendix A.2. Validation of the

DNS is presented first in Section 4.3.1 through comparisons with the literature. A paramet-

ric study is then carried out in Section 4.3.2 to illustrate the bilinear geometric dependence

of the ROM, considering variations in the chordwise location and spanwise length of the
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single step. Each configuration is accompanied by the DNS, which are used to justify the

underlying hypothesis of bilinearity in the ROM, as well as to examine details of the corre-

sponding flow fields and reveal insights into the flow physics. Performance of the ROM on

more complex configurations is investigated in Section 4.4.

4.3.1 Validation of numerical method used to test hypotheses in model devel-

opment

The streamlined bump considered is replicated from a well-regarded study by Marquillie et

al. [63]. Parameters of the DNS are reproduced, and simulations are performed for a fully

developed channel flow with the smooth bump located on the lower wall. The simulation

domain has size 12.56δ× 2.0δ× 3.14δ (δ is the half channel height, see Fig. 4.4(a)) and grid

resolution of 1537×385×385. A uniform mesh is used along the streamwise (x) and spanwise

(z) directions. The channel height mesh (y direction) includes a refining gradient near the

lower half channel region (250 points in 0 < y/δ < 1 based on a constant ∆y = 0.004), see

Fig. 4.4(b)).
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Grid number

y
/δ

Figure 4.4. (a) Simulation setup plotted with instantaneous streamwise velocity (U) and
coherent structure visualization using Q criterion [53] colored by the pressure coefficient
(CP ). (b) Grid resolution along y direction. Every five grid points are plotted in symbols.

Periodic boundary conditions are imposed in spanwise directions, while the radiative

boundary condition [76] is imposed at the outlet. The inlet fields are taken from a precursor
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simulation to generate fully developed turbulence and avoid an excessively long streamwise

domain. No-slip boundary conditions are applied on both top and bottom walls.

The precursor simulation is a DNS turbulent channel flow with smooth walls, and is

performed in a domain of size 6.28δ×2δ×3.14δ with a uniformly distributed grid resolution

of 513×257×385. The turbulent Reynolds number is Reτ = Uτδ/ν = 395, where Uτ =
√
τ/ρ,

and τ is the wall friction. Periodicity is imposed in the spanwise and streamwise directions.

No slip conditions are imposed at both walls. The corresponding mean velocity profile in

wall units U
+
and root-mean-square (rms) velocity profiles of the precursor simulation agree

well with the DNS of Moser et al. [67], as shown in Fig. 4.5 (overbars indicate averages over

spanwise, streamwise, and time).
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Figure 4.5. Precursor validation with Moser et al. [67] (a) The mean velocity profile in wall

units, where y+ = Uτy/ν and U
+
= U/Uτ . The present data (◦) are plotted using every ten

grid points. Data by Moser et al. is shown as ( ). The log law, U+ = ln y+/κ+B, with
κ = 0.41, B = 5.2 is plotted as ( ). (b) The rms velocity profiles in global coordinates.
The present data are plotted in symbols using every five grid points, data by Moser et al.
are plotted in lines.

√
uu: (◦, ).

√
vv: (�, ).

√
ww: (△, ). u, v, w represent

the velocity fluctuations respect to the mean velocity.

As for the simulation with bump, the pressure coefficient is CP = (P − P0)/(
1
2
ρU2

max),

where P0 is a reference pressure taken near the outlet x/δ = 12 (averaged in y, z and time),

and Umax is the maximum velocity at the inlet (averaged in z and time) on the upper flat
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wall as well as the lower bump surface. The bump geometry, being a streamlined body,

has a pressure distribution around it that qualitatively resembles that over an airfoil. A

favorable pressure gradient (FPG) region exists beginning at the LE to the apex of the

bump, whereinafter an adverse pressure gradient (APG) region follows the apex to the TE

(Fig. 4.6(a)). Observation of the friction coefficient, Cf (= τ/(1
2
ρU2

max), where τ is the shear

stress at the wall), indicates that the flow separates from the lower wall (where Cf < 0) after

the apex of bump and then reattaches at x/δ = 5.6, as seen in Fig. 4.6(b). Separation is not

observed on the upper wall, but Cf tends to become zero at x/δ ≈ 6, which indicates the

flow is close to separating. In these numerical results, both CP and Cf agree well with the

DNS performed by Marquille et al.[63]. Although actual separation is only observed on the

lower wall, the occurrence of coherent structures are seen near both walls in Fig. 4.4, as is

also confirmed in the reference [63].
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Figure 4.6. Pressure and friction coefficients comparison with Marquillie et al. (in lines) [63].
Present data are plotted in symbols using every twenty five grid points for the lower wall
(◦, ) and thirty five grid points for the upper wall (�, ). (a) Pressure coefficient
computed at the two walls. (b) Skin friction coefficient computed at two walls.

The tangential velocity Ut is computed at various locations on both walls. Velocity

profiles are plotted in Fig. 4.7 and compared with the DNS by Marquillie et al. [63]. A

reverse flow (Ut/U
∗

b < 0) is observed at x/δ = 5.0 on the lower wall consistent with the
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negative friction observed in Fig. 4.6(b). The velocity profiles from different locations on the

upper wall confirm that no flow separation occurs (Fig. 4.7(b)).
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Figure 4.7. Mean tangential streamwise velocity profiles comparison with Marquillie et
al. [63]. yn is the normal distance to the wall. U∗

b is the projection of bulk velocity on
the tangential direction. Symbols are the present data and lines are from Marquillie et al.
x/δ = 0.5: ( ,◦) x/δ = 3.0: ( ,◦) x/δ = 11.0: ( ,◦). (a) At the lower curved wall.
x/δ = 4.0: ( ,◦) x/δ = 5.0: ( ,◦). (b) At the upper flat wall. x/δ = 4.5: ( ,◦)
x/δ = 5.5: ( ,◦).

4.3.2 Variations in the chordwise location and spanwise length of a single step:

parametric study and flow field examinations

To test the hypothesis regarding bilinear effects of chordwise location (d/c) and spanwise

length (λ/s) which form the basis of the proposed ROM, a parametric DNS study is per-

formed. Three chordwise locations of the step (d/c = 0.232, 0.348 and 0.435) are considered,

and each is further tested with three different spanwise lengths (λ/s = 0.5, 0.7, and 1).

Therefore, nine cases are simulated using the same setup described in Section 4.3.1.

The resulting drag coefficients for each configuration obtained by DNS, as well as their

constituent viscous and pressure contributions, are shown in Table 4.1 (note that Cd =

2Fd/(ρU
2
b cs), where Fd represents the corresponding drag force, and c is the spanwise aver-

aged chord length). With respect to the smooth case, the total drag coefficient increases with
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d/c as well as λ/s. The increment in drag is dominated by the contribution from form drag,

which is consistent with the findings by Mollicone et al [66], and justifies the approximation

in Eq. (4.2). In the smooth case, about 80% of total drag is contributed by the pressure

force. For cases with a uniform step (λ/s = 1), the pressure force contribution to the total

drag increases as the step approaches the mid chord, and is found to contribute 83%, 87%

and 90% of the total drag for d/c = 0.232, 0.348 and 0.435, respectively.

Table 4.1. Total drag coefficients and its breakdown contributions of bumps with step.

Cases
Cd,viscous Cd,form Cd,total

d/c λ/s

0.232
0.5 0.0084 0.0388 0.0472
0.7 0.0081 0.0402 0.0483
1.0 0.0081 0.0418 0.0499

0.348
0.5 0.0086 0.0415 0.0501
0.7 0.0083 0.0444 0.0527
1.0 0.0073 0.0492 0.0565

0.435
0.5 0.0089 0.0458 0.0547
0.7 0.0084 0.0502 0.0586
1.0 0.0067 0.058 0.0647

smooth 0.0089 0.0352 0.0441

To better explain the drag force changes due to the step, the pressure and velocity

distributions on the surfaces are investigated by comparing a selected case (a uniform step

(λ/s = 1) placed at d/c = 0.348) with the baseline smooth case. Referring to Fig. 4.8(a),

in terms of the pressure distribution, for the smooth case the pressure coefficient (Cp) on

the windward side (blue dash line) is greater than that on the leeward side (green dash line)

for the most of bump height (0 < y/δ < 0.59, note in Fig. 4.8(a) the region y/δ < 0.3

is not shown). The opposite circumstance occurs near the top of the bump (sub-region

I, 0.59 < y/δ < 0.67), where the pressure on the leeward side is larger. This is due to

the increased velocity and the consequent decrease of pressure. Considering now the stepped
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geometry, a recirculation zone in front of the step is induced along with flow separation behind

its upper edge, which reattaches to the bump surface after a short distance (Fig. 4.8(b)).

Between those two separated regions, a stagnation point is observed on the vertical wall

of the step. Correspondingly, the pressure increases (blue solid line) and achieves a local

maximum in sub-region II (0.49 < y < 0.59, Fig. 4.8(a)).
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Figure 4.8. (a) Pressure coefficient along the surface of smooth bump (dashed lines) and
bump with a uniform step (λ/s = 1) at d/c = 0.348 (solid lines). Blue: windward side,
green: leeward side. (b, c, d) Streamlines (ψ, positive, negative) superposed on
the color contours of pressure coefficient. Uniform step at three chordwise positions: (b)
d/c = 0.348, (c) d/c = 0.232, (d) d/c = 0.435. The flow field is averaged in time and
spanwise direction. Note (b, c, d) are from different cases with different magnification levels
for better visualization.

The area between the pressure distributions of the windward side and the leeward side

is proportional to the form drag. When the pressure coefficient is greater on the windward
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side, the area in between provides a positive contribution to the form drag. On the contrary,

where the pressure is higher on the leeward side, the pressure difference behaves as a suction

force in front of the bump, and hence contributes negatively to the form drag. Overall, the

form drag of the step case is about 20% higher than that of the smooth case. A portion

of the increment comes from the step (sub-region II, 0.49 < y < 0.59). Another part of it

is contributed by the region more upstream of the step (sub-region III, 0.26 < y < 0.49).

This is due to the formation of a small APG region with the presence of the step; the flow

decelerates locally inside this region before reaching the step. Qualitatively similar flow

structures are found when the step is positioned at other chordwise locations (Fig. 4.8(c,

d)). When the step is closer to the mid chord, however, the recirculation regions in front of

and behind it are larger.

Regarding the velocity field around the bump, in both the smooth and uniform step

cases, on the windward side the flow is subjected to a FPG which leads to an increase in

velocity and friction coefficient (Cf ) as a consequence (Fig. 4.9(a)). Downstream of the peak

of the bump, the velocity gradually decreases, as does the friction coefficient, consistent with

the APG. A separation is observed at x/δ ≈ 5 (Cf < 0) in the smooth case, and negative

friction is found around x/δ = 3 in the step case due to the two separated regions discussed

previously. One separated region coincides with the recirculation at the bottom corner of the

step, where near stagnant fluid acts as an equivalent friction-reduced ‘slope’ [88, 15]. Another

is the separation behind the step; however, the friction achieves a peak value immediately

downstream of the separation, and is even greater than that of the smooth case at the same

location. This is because the separation on the crests tilts the streamlines further upward

and the velocity has to increase due to the Venturi effect.

A strong shear layer is developed between the low-velocity reverse flow behind the step

and the mean free stream flow. Local mixing and turbulence intensity is increased within

the boundary layer, energizing it such that the boundary layer does not separate as it does
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Figure 4.9. (a) Friction coefficient along the bump profile: smooth bump ( ), bump
with step ( ). Streamlines are superposed on color contours of pressure coefficient and
shown in the inset to help the reader correlate the friction coefficient with the separated
regions. The vertical line indicates the step location ( ). (b) Streamlines superposed to
color contours of pressure coefficient for d/c = 0.232.

over the smooth bump (see x/δ ≈ 5 in Fig. 4.9(a)); a qualitatively similar phenomenon was

observed in [61]. This is not the case when the step is very close to the LE of the bump

since the increase of mixing due to the upwash caused by the step is weak and not sufficient

to prevent separation at the TE (see examples in Fig. 4.8(c) and Fig. 4.9(b)). Because of

the reverse flow in the separated regions and the consequent negative friction, the overall

viscous drag of this step case is found to be 30% less than for the smooth case. In addition,

the viscous drag is observed to decrease more as the step is located closer to the mid chord,

due to the growing size of the two recirculation regions.

Ultimately, the positive proportional relation between the form drag coefficient and the

step location (d/c) is due to the increased velocity impinging on the step (see Fig. 4.10(a)).

On the pressure side of the body, the FPG leads to an increase in velocity in the streamwise

direction. When the step is placed at a farther downstream location (but in front of the
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apex), the flow impinges on the step with higher momentum, thus resulting in greater drag

on the bump. As seen in Fig. 4.10(b), a strong linear relationship is exhibited between

the increment of form drag and the tangential velocity, which is probed at one step height

(yn/δ = 0.1) in front of the step. This supports the consideration underlying Eq. (4.3),

proposed while developing the basic form of the ROM in Section 4.2.
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Figure 4.10. (a) Mean tangential streamwise velocity profiles in front of the step. d/c =
0.232: ( ), d/c = 0.348: ( ) and d/c = 0.435: ( ). (b) Linear relation found
between (Ut/Ub)

2 and ∆Cd,form. Linear fit: ( ), DNS data: (◦).

For a finite step in the spanwise direction (instead of infinite/uniform step described by

a single parameter d/c), numerical simulations are performed to consider the effects of step

length (λ/s). As expected, drag increases with λ/s (see Table 4.1). Since the average of

the pressure field cannot be assessed in spanwise direction due to the heterogeneity of the

surface, a pressure force per unit length (fPr) is defined in Eq. (4.9) (Γ represents bump

profile, ~n is the local normal direction of the profile and x̂ is a unit vector in x direction)

and used for examining the spanwise distribution of form drag for the half step case. Results

are compared with the smooth case and a case with uniform step (λ/s = 1) at d/c = 0.435

(Fig. 4.11(a)).

fPr = −
∫
P~n · x̂dΓ (4.9)
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In both the smooth case and the case with a uniform step (λ/s = 1), due to the ho-

mogeneity of geometries a relatively constant pressure force is observed over the entire span

(note that the small oscillations relate to statistical convergence). When the step covers only

part of the span, however, the discontinuity in the geometry is also reflected in the pressure

force distribution, which can be generally divided into two regions (smooth and step) by

the change of profile at z/δ = 0. The majority of the span is covered by a pressure force

higher than what is found in the completely smooth case but also lower than that for the

full (λ/s = 1) step case. At z/δ = 0 and z/δ = 1.57 (recall periodic boundary conditions are

applied in the spanwise direction), corresponding to the transition between smooth and step

regions, the pressure force is similar to that of the smooth bump. This is where the geom-

etry induces streamwise vortices. In fact, as the flow approaches the bump, the step region

presents less resistance due to a smaller cross section profile (lower height and reduced chord

length). More flow leaning toward the step region leads to acceleration of the flow. Higher

streamwise velocity is observed in front of the step region (0 < z/δ < 1.57, Fig. 4.11(b)).

When streams of fluid reach the step, they are tilted upward and towards the smooth region

of the body because of the high pressure in proximity of the stagnation point on the step.

As a consequence, two counter rotating streamwise vortices are generated at the side walls

between the step and smooth regions (Fig. 4.11(c, d)).

The integral of the pressure force per unit length in Fig. 4.11(a) corresponds to the form

drag discussed previously. The form drag increment of the half step case (area between

dash-dot line and red line) is found to be half the increment in form drag from the smooth

case to the full step case (area between dashed line and dash-dot line), indicating that the

form drag change is indeed directly proportional to the spanwise step length, as proposed

in Eq. (4.4). Due to the upward motion induced by the step, the wake is seen much farther

behind the step region (0 < z < 1.57, Fig. 4.11(b)), and thus a much higher portion of the

total form drag might be expected from the step region. Perhaps surprisingly, the form drag

60



0.04 0.05 0.06 0.07 0.08 0.09

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2 � 6 8

1.3

0.9

0.5

0.1

-0.3

(a) (b)
z/
δ

x/δ

fPr

〈U〉 /Ub

Flow

step

-0.1 -0.05 0 0.05 0.1

0.6

0.65

0.7

0.75

1.50 1.55 1.60 1.65
-1.5

-0.5

0.5

1.5

2.5

(c) (d)

z/δz/δ

y
/δ

〈U〉 /Ub

Figure 4.11. (a) Pressure force per unit span (fPr). Smooth bump: ( ); Uniform step
(d/c = 0.435, λ/s = 1): ( ) ; Half step case (d/c = 0.435, λ/s = 0.5): ( ); Span
averaged half step case: ( ). (b) Color contours of time averaged streamwise velocity
on a horizontal section at y/δ = 0.4. (c,d) Velocity vectors superposed to color contours of
time averaged velocity on a cross section in proximity of the step at x/δ = 3.6. Note the
horizontal axis of (d) is extended based on the periodic boundary condition along spanwise.

contribution from the step region is actually slightly less than that which is created by the

smooth region—because the streamwise vortices redistribute momentum and balance the

drag of each segment (smooth and step regions) of bump. This can be explained by applying

the integral form of the conservation of momentum, per Eq. (4.10), to the control volume in

Fig. 4.12.
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−D =

∫

a

ρU · (−U)ds
︸ ︷︷ ︸

inflow

+

∫

b

ρU · (W )ds

︸ ︷︷ ︸
side wall flux

+

∫

c

ρU · (U)ds
︸ ︷︷ ︸

wake

+

∫

d

ρU · (−W )ds

︸ ︷︷ ︸
side wall flux

(4.10)

where D is the force of the flow over the portion of the bump in the control volume, U

and W are the streamwise and spanwise scalar components of the velocity, respectively. For

a uniform step, the two integrals accounting for side wall fluxes are zero, and the drag is

simply the difference between the momentum at the inlet and outlet of the control volume.

However, a less than full spanwise step induces counter rotating streamwise vortices, or

in simpler terms, streams of fluid move from the step region to the smooth region. In

such circumstance, the two side wall flux terms are no longer zero. Since the vortices are

counter rotating, W has opposite signs on faces (b) and (c), but it is always the same as the

normal direction (outward the control volume is positive with the notation in Eq. (4.10)).

These fluxes tend to reduce the drag of the step region. On the other hand, considering an

equivalent control volume for the smooth region, all terms remain the same as Eq. (4.10)

but the normal to the side walls changes sign. Therefore, both integrals become negative

and tend to increase the drag of the smooth portion of the bump. This explains the similar

value of the pressure force per unit length on the step and smooth region of the bump and

the larger wake behind the step region observed in Fig. 4.11.

Figure 4.12. Control volume schematic for the half step case.
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The remaining aspect of the ROM hypothesis to be tested is the linear relationship

found between the local tangential velocity and step’s chordwise location, as suggested in

Eq. (4.7). Although this relation is indicated by the potential flow approach using conformal

mapping, a higher-fidelity numerical simulation is still needed to confirm the relation due

to the inherent simplifying assumptions of potential flow theory. By applying the described

DNS to the smooth bump geometry, support for the hypothesis is indeed attained as follows.

By ‘probing’ the tangential velocity in the region ahead of the apex of the bump at a

constant height yn/δ = 0.2 (where Fig. 4.13(a) shows the tangential velocity gradients in the

normal direction to be relatively small), the square of the DNS tangential velocity is found

to exhibit a linear relation with chordwise location, consistently with potential flow theory

as shown in Fig. 4.13(b). The existence of minor differences between the DNS and potential

flow results is due to the fundamentally different flow characteristics of the two approaches

(i.e., inlet conditions, domain dimension in y, boundary layers, etc.). At this point, absent

one remaining hypothesis, which accounts for multiple steps, the basic mathematical form

of the proposed ROM has been justified by observations from the foregoing DNS studies.

Moreover, fitting of the coefficients in Eq. (4.8) using data from Table 4.1 leads to satisfactory

ROM performance for single steps, as shown in Fig. 4.13(c), where a′ = 0.0722 and b′ =

−0.01154. Note that Fig. 4.13(c) clearly illustrates the bilinear dependence of the total drag

on chordwise location and spanwise length with a single step. The next section addresses

the remaining hypothesis related to proposing a ‘useful’ ROM; that superposition of several,

geometrically distinct constituent steps is appropriate to idealize more complex LE damage

on a streamlined body.

4.4 Application of reduced order model to more complex geometries

In this section, the proposed ROM in Eq. (4.8) is extended to more geometrically complex

cases to explore its capabilities and limitations when more closely emulating LE damage.
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Figure 4.13. (a) DNS tangential velocity profiles at different chord locations (only the front
half part of the bump). Tangential velocity profiles: ( ), ‘Probing’ locations: ( )
(b) Squared tangential velocity distribution along the bump. Potential flow with conformal
mapping: (◦), present DNS: (�), Linear fit: ( ), ( ). (c) Total drag coefficient versus
the step’s chordwise location and spanwise length. DNS data points: (• ). The meshed
surface represents the proposed ROM.

Four new geometries are introduced and DNS are performed as reference to assess the per-

formances of the ROM, as shown in Table 4.2. The first three cases (1-3) have more than

one step, each of which is evenly distributed along the span (and each step has the same

spanwise length). Case 3 includes two steps at two different chordwise locations. The entire

span of Case 4 is covered by a ‘single’ step having random zig-zag face pattern rather than

a flat-faced step. Total drag coefficients are computed as described below using the ROM
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(based on the coefficients obtained earlier) and compared with the DNS results. Note that

Cases 1 and 2 are designed with the intent to understand the influence on drag due to the

spanwise length of each of the individual steps. In both cases, half of the total span is

covered by steps (i.e., λ/s = 0.5), hence, c is the same for Cases 1 and 2. In addition, all

steps in these cases share the same chordwise location (d/c = 0.435). Therefore, from the

viewpoint of the proposed ROM, these two cases have identical geometrical input parame-

ters (d/c and λ/s), which also happen to be the same as the half step case seen earlier in

Section 4.3.2. Referring to the results in Table 4.2, relative to DNS, the ROM under predicts

the drag coefficient for Case 1 (-2.17% error), but overpredicts it for Case 2 (+3.63% error).

Through comparison of the drag components of Cases 1 and 2 with the earlier half step

case, the increased error stems from the decreased form drag but increased friction, since

the single half step is now divided into multiple narrower steps (for the earlier half step case:

Cd,total = 0.0547, Cd,form = 0.0458, Cd,viscous = 0.0089, +1.30% error).

Table 4.2. Drag component analysis for more complex geometries using DNS, and corre-
sponding total drag estimation with reduced order model (ROM)

Case No. 1 2 3 4

Geometry

Description
2 steps
λ/s = 0.5
d/c = 0.435

4 steps
λ/s = 0.5
d/c = 0.435

2 steps
λ/s = 0.25, 0.25
d/c = 0.435, 0.348

zigzag
λ/s = 1

d/c = 0.348

Cd,total 0.0553 0.0522 0.0530 0.0613
Cd,form 0.0413 0.0378 0.0375 0.0492
Cd,viscous 0.0140 0.0144 0.0155 0.0121
ROM Cd,total 0.0541 0.0541 0.0526 0.0578
ROM Error -2.17% +3.63% -0.75% -5.71%

It is worth recalling that the proposed ROM is formed on the observation that friction

only contributes a small portion of the total drag, and as a consequence, that variations
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in friction across different cases are negligible. The respective contributions of friction are

found to be 16% for the half step case, 25% for Case 1, and a relatively greater 28% for Case

2. These results arise because larger number of steps implies increased number of vertical

side walls oriented along the streamwise direction, which lead to increased viscous forces

that are not accounted for in the ROM.

Regarding the decreased form drag for Cases 1 and 2 (relative to the half step), this is

caused by the narrower steps. On the one hand, stronger recirculation is observed in front

of the step when the single step’s spanwise length is shorter, see Fig. 4.14 together with

Fig. 4.8(d). The resultant lower pressure on the step reduces the form drag. Note also

that a longer separation distance behind a single step is seen for relatively longer (spanwise)

steps (e.g., Fig. 4.14(a)). This indicates that a narrow step benefits the turbulence mixing,

which brings high velocity free stream flow to overcome the momentum deficit created by

the separation behind the step and promotes reattachment. On the other hand, as the flow

collides with the step and tries to escape, it not only does so along the streamwise direction

but also in the spanwise direction by ascending the side walls. Indeed, as shown in Fig. 4.15,

vortices are formed on the edge of the smooth region in each case. However, circulations are

also found inside the channels of Case 2, as shown in Fig. 4.15(d), which actually shorten the

‘effective’ spanwise lengths of its steps, and hence reduce the form drag. A three dimensional

pathline visualization is also provided for a more straightforward view in Fig. 4.16.

As net outcome for Case 1, the increased friction is mostly canceled by the decreased

form drag, so the ROM estimation of the total drag coefficient still achieves reasonably good

agreement with the DNS data. Since the reduction in form drag is even larger for Case 2,

the increased friction is still insufficient to compensate; thus the ROM estimation for Case

2 gives a larger error relative to DNS.

Case 3 in Table 4.2 demonstrates the ability of the proposed ROM in providing reasonable

drag estimations even when multiple steps are present at different chordwise locations. Based
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Figure 4.14. Streamlines visualization superposed on the pressure coefficient contour. Pos-
itive ψ ( ), negative ψ ( ). The flow field is averaged within the step region in
spanwise and time. (a) Case with d/c = 0.435 and λ/s = 0.7. (b) The half step case. (c)
Case 1. (d) Case 2.

on the previous understanding, the three dimensionality can modify the spanwise pressure

force distribution (see Fig. 4.11(a) for the half step case) but does not change the overall

amount, which is only proportional to the step’s chordwise location and spanwise length.

In addition, the spanwise length of each individual step in Case 3 is similar those in Case

1 (and not as narrow as Case 2), so relative to a half step, the extra friction from the side

walls is similarly expected to be compensated by decreased form drag. Due to the different

chordwise step locations in Case 3, in accordance with the superposition hypothesis, the

ROM is extended as Eq. (4.11), where d1/c and d2/c define the corresponding chordwise
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Figure 4.15. Time averaged secondary flow visualization superposed on the streamwise
velocity contour at x/δ = 3.6. (a) Case with d/c = 0.435 and λ/s = 0.7. (b) The half step
case. (c) Case 1. (d) Case 2.

locations of the two steps. Or, in the more general expression of Eq. (4.12), the total drag

increment is obtained as the sum contribution of n steps, where each step’s chordwise location

is defined by di/c, and where the spanwise length is specified as λi/s.

Cd,total = Cd,0 +

[
a′(
d1
c
) + b′

]
(λ/s) +

[
a′(
d2
c
) + b′

]
(λ/s) (4.11)

Cd,total = Cd,0 +
n∑

i=1

[a′(di/c) + b′] (λi/s) (4.12)
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Figure 4.16. Pathline visualization for case 2. (a) Perspective view of the entire bump. (b)
Zoomed in view near the step. Pathline is colored by streamwise velocity.

Ultimately, since the inspiration of the present work comes from erosion on the LE of

wind turbine blades, Case 4 in Table 4.2 is specifically designed to mimic the realistic shape

of such damage, while allowing an investigation of its drag behavior compared to the flat

step case seen in Table 4.1. As seen in Table 4.2, the ROM unsurprisingly reveals greatest

error against DNS among all the cases examined. Nonetheless, the 5.71% underprediction

is commendable given the model’s simplicity and its rapid prediction based on only the

geometric characteristics. Interestingly, by looking into the DNS drag components, it is

seen that the form drag of Case 4 is actually about the same as the DNS form drag of the

flat step case (0.0492). Therefore, the resulting poorer estimation of the ROM total drag

coefficient stems solely from the friction contribution. Again, compared to the flat step case

(with Cd,viscous = 0.0073), extra friction is generated on Case 4’s zig-zag ‘step’ surface, which

leads to lower performance by the proposed ROM. Notably, this result also reveals that the

detailed shape of the step has negligible effect on the form drag while considerably impacting

friction. From the aspect of ROM development, therefore, the result also substantiates the

assumption form drag dominates over the friction drag, and that more importantly, the

decision to emulate LE damage as flat, forward-facing steps is justified. Even though a

few DNS are required to determine Cd,0 and coefficients a′ and b′ in Eq. (4.12) for a given
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streamlined body, once these are known the ROM can be applied to provide important

insights into total drag changes on the body due to widely varying configurations of leading-

edge damage.

4.5 Chapter Conclusion

A reduced order model is proposed and developed to provide rapid estimation of the change

in total drag coefficient for a streamlined body when leading-edge surface defects exist.

While applicability of the reduced order model is general, its motivation stems from damage

experienced by wind turbine blades due to leading edge erosion, which frequently mani-

fests as surface fracture and loss of the laminated sections of the airfoils. To ensure the

reduced model is useful, it is developed to be a function of only the geometric characteristics

of leading edge damage, including chordwise locations and spanwise lengths of individual

forward-facing ‘steps’ that emulate localized damage patterns. Hypotheses associated with

the reduced order model development, for which support is demonstrated and explained

through detailed direct numerical simulation studies, are that: 1) the reduced model of total

drag can superpose the effects of the individual steps that collectively idealize the leading-

edge damage, and that 2) the reduced model has bilinear dependency on the chordwise

locations and spanwise lengths of the stepped damage features. Despite these assumptions

of superposition and bi-linearity that form the basis of the reduced model, it still performs

reasonably well relative to direct numerical simulation, even for the more complex geometries

investigated. DNS results confirm that the pressure drag is the dominant component of total

drag in all cases evaluated. When step lengths are restricted to less than full span, it is found

that the resulting three-dimensionality of the frontal profile has a rather limited impact on

total drag, even though it alters the force distribution significantly across the span. More-

over, when steps are very narrow in spanwise direction, the form drag is found to decrease

substantially due to the strong recirculation formed in front of the steps, which reduces the
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‘effective’ chordwise lengths of the narrow steps, lowering the drag impact. Analogous to

using riblets (turbulators) with specifically designed dimensions and patterns to reduce drag

on surfaces, such behavior possibly reveals a preferable damage mode from an engineering

design aspect; if wind turbine blades, for example, are partially and intermittently reinforced

along the span during manufacture, then as damage due to erosion occurs, relatively wide

areas of connected erosion can be ‘engineered’ to only manifest as intermittent sections of

narrow delamination (narrow longitudinal grooves) on the airfoil leading edges, thereby ben-

efitting from reduced increments in total drag effects, as is demonstrated by the findings in

this work.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

Presented has been understanding and improving the aerodynamic performance of airfoils

in UAV and wind energy applications using numerical approaches of varying efficiency and

fidelity.

In the UAV flexible wing study, a novel topology optimization using genetic algorithm

with an efficient FSI model is presented, which produces a wing frame configuration with op-

timal flexibility distribution associated with high aerodynamic performance. Higher fidelity

simulation - LES is applied and verified the improvement achieved. The hypothesis proposed

remains supported. The decoupled effects of the induced camber and span-wise bending de-

formation are analyzed to understand their contributions to performance improvements.

As for the research about wind turbine blades with LE erosion, a bilinear ROM is de-

veloped for efficient drag prediction with satisfactory accuracy. The rationality of the ROM

is verified by DNS. The hypotheses proposed have been tested and remain supported. In-

sights into the flow physics influencing both form and friction contributions to total drag are

presented, a preferable damage mode from an engineering design aspect is revealed.

Future work will focus on extending the proposed ROM to real airfoil shapes at higher

Reynolds number where the friction contribution is expected to be even less, thus potentially

aiding accuracy and usefulness of the ROM further. Besides, the impact on the model

development due to the consideration of laminar-turbulent transition should be studied.

An additional erosion-related geometric parameter, step height, can also be incorporated to

extend the ROM applicability and realize potentially even greater engineering benefit.
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APPENDIX

NUMERICAL APPROACHES

Multiple numerical models have been applied for the present research above, though various

improvements are made for those models by the author, the model development is not

considered as the main contribution of this dissertation. However, to make the dissertation

more self-contained, each model is documented with reasonable details in this appendix.

A.1 Fluid-structure interaction methodology

A.1.1 Finite element structural model

Finite element approach is used to simulate the deformation of complex wing structure of

flexible micro air vehicle under aerodynamic load. Shear-deformable frame elements and

shell elements are used, the shared six degrees of freedom per node allow for automated

assembly during creation of a wing surface and simplified solid structural simulation of using

only planar elements oriented in three-dimensional space. It is a reasonable simplification

considering the micro air vehicle wings are often thin structures. Besides, this formula-

tion significantly reduces computational complexity and cost compared with conventional

isoparametric solid elements, which require a very resolute discretization for thin sections in

order to reach the same level of accuracy (due to aspect ratio effects).

The standard finite element method consists of the terms Kg corresponding to the global

stiffness matrix, Ug corresponding to the global nodal deformation vector, and Fg corre-

sponding to the global nodal force vector as shown in Eq. (A.1) below:

[Kg] {Ug} = {Fg} (A.1)
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Figure A.1. Frame element degrees of freedom (single arrows depict the translational DOFs;
double arrows depict the rotational DOFs).

Frame element

A shear deformable three-dimensional frame element [30] is used to model the wing

frame. This element has combined formulations of beam and truss element with shear

deformation considerations. For frame element, i, in a global system of n frame elements,

the element stiffness matrix [ke,f ] is first formulated in local coordinate system (subscript “e”,

“f” indicates “frame”) and then transformed to the global coordinate system using the frame

element transformation matrix [Tf ]i, where it will then be summed together with stiffness

contributions from other frame and shell elements to create the global stiffness matrix given

below:

[kg,f ]i = [Tf ]
T
i
[ke,f ]i [Tf ]i (A.2)

This 12 degree of freedom (DOF) element shown in Fig. A.1 contains six degrees of

freedom at each of the two nodes, corresponding to three translations and three rotations.

The element stiffness matrix depends on the following structural properties: cross sectional

area A, elastic modulus E, element length L, moments of inertia of the cross section Iy and

Iz, shear modulus G, torsional factor K (equal to the cross sectional polar moment of inertia

for circular cross sections), and shear deformation factors ky and kz.
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The frame element DOF is denoted below:

{Ue,f} = {u1, v1, w1, θx1, θy1, θz1, u2, v2, w2, θx2, θy2, θz2}T (A.3)

where u, v, and w signify translations in the x, y, and z axes respectively and θ denotes

a rotational degree of freedom around a specified axis.

The frame element stiffness matrix in local coordinates is a symmetric 12 by 12 matrix

given below:

[ke,f ] =




X 0 0 0 0 0 −X 0 0 0 0 0

... Y1 0 0 0 Y2 0 −Y1 0 0 0 Y2

...
... Z1 0 −Z2 0 0 0 −Z1 0 −Z2 0

...
...

... S 0 0 0 0 0 −S 0 0

...
...

...
... Z3 0 0 0 Z2 0 Z4 0

...
...

...
...

... Y3 0 −Y2 0 0 0 Y4

...
...

...
...

...
... X 0 0 0 0 0

...
...

...
...

...
...

... Y1 0 0 0 −Y2

...
...

... symm.
...

...
...

... Z1 0 Z2 0

...
...

...
...

...
...

...
...

... S 0 0

...
...

...
...

...
...

...
...

...
... Z3 0

...
...

...
...

...
...

...
...

...
...

... Y3




(A.4)

where the terms in the above matrix are defined:

X =
AE

L
(A.5)

Y1 =
12EIz

(1 + φy)L3
(A.6)
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Y2 =
6EIz

(1 + φy) L2
(A.7)

Y3 =
(4 + φy)EIz
(1 + φy)L

(A.8)

Y4 =
(2− φy)EIz
(1 + φy)L

(A.9)

Z1 =
12EIy

(1 + φz)L3
(A.10)

Z2 =
6EIy

(1 + φz)L2
(A.11)

Z3 =
(4 + φz)EIy
(1 + φz)L

(A.12)

Z4 =
(2− φz)EIy
(1 + φz)L

(A.13)

S =
GK

L
(A.14)

φy =
12EIzky
AGL2

(A.15)

φz =
12EIykz
AGL2

(A.16)

This stiffness matrix is then transformed to the global system by means of a 12 by 12

transformation matrix given below:
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Tf(12×12) =




[λ] [0] [0] [0]

[0] [λ] [0] [0]

[0] [0] [λ] [0]

[0] [0] [0] [λ]




(A.17)

where

[λ] =




cos θe1,g1 cos θe1,g2 cos θe1,g3

cos θe2,g1 cos θe2,g2 cos θe2,g3

cos θe3,g1 cos θe3,g2 cos θe3,g3




(A.18)

and

[0] =




0 0 0

0 0 0

0 0 0




(A.19)

The cosine terms correspond to direction cosines between the axes of the element “e”

coordinate system and those of the global “g” coordinate system.

Shell element

The triangular shell element formulation used in this analysis is based on the combination

of a membrane element formulation by Felippa [36] and a plate bending element formulation

by Batoz [9]. The membrane element has three DOFs at each node, two in-plane translational

degrees of freedom and one rotational degree of freedom with an axis of rotation normal

to the element surface. The plate bending element has, at each node, one out-of-plane

translational degree of freedom and two rotational degrees of freedom with axes parallel to

the triangle surface. The formulation of this element assumes a decoupling of the bending

and membrane actions much like the combination of the truss and beam elements for the

frame element formulation. The standard local coordinate system for the shell element is
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x

z �

Figure A.2. Shell Element Degrees of Freedom (18 total; 6 at each node) and local coordinate
system definition; (single arrows depict the translational DOFs; double arrows depict the
rotational DOFs).

shown in Fig. A.2 with the local x axis along the edge of the triangle between the first and

second nodes, the local y axis perpendicular to the x axis and parallel to the plane of the

triangle surface, and the local z axis oriented normal to the plane defined by the triangle

using the “right hand rule” convention according to node numbering.

The formulation of the OPT triangular membrane element can be found in [57, 36]. The

stiffness formulation involves the triangle coordinates, the thickness, h, the material Poisson

ratio, ν, and the elastic modulus, E0. The nine degrees of freedom are denoted according to

their corresponding coordinate axis of application as shown in Eq. (A.20) below where u and

v signify translations in the element x and y axes respectively and θ denotes the rotational

degree of freedom around the out-of-plane axis.

{Ue,m} = {u1, v1, θz1, u2, v2, θz2, u3, v3, θz3}T (A.20)

The membrane contribution to stiffness involves an assembly of a number of intermediate

terms into a 9 by 9 stiffness matrix, Km :

Km =
1

V
LELT +

3

4
β0T̃

T
θuKθT̃θu (A.21)

where V is the triangle volume (product of area and thickness), and the remaining terms

are:
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E =
E0

1− v2




1 v 0

v 1 0

0 0 1−v
2




(A.22)

L =
h

2




y23 0 x32

0 x32 y23

1
6
αby23 (y13 − y21)

1
6
αbx32 (x31 − x12)

1
3
αb (x31y13 − x12y21)

y31 0 x13

0 x13 y31

1
6
αby31 (y21 − y32)

1
6
αbx13 (x12 − x23)

1
3
αb (x12y21 − x23y32)

y12 0 x21

0 x21 y12

1
6
αby12 (y32 − y13)

1
6
αbx21 (x23 − x31)

1
3
αb (x23y32 − x31y13)




(A.23)

T̃θu =
1

4 A




x32 y32 4A x13 y13 0 x21 y21 0

x32 y32 0 x13 y13 4A x21 y21 0

x32 y32 0 x13 y13 0 x21 y21 4A




(A.24)

where the triangle area:

A =
1

2
(y21x13 − x21y13) (A.25)

and

Kθ = Ah
(
QT

4EnatQ4 +QT
5EnatQ5 +QT

6EnatQ6

)
(A.26)

where

Enat = T T
e ETe (A.27)
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Q4 =
1

2
(Q1 +Q2) (A.28)

Q5 =
1

2
(Q2 +Q3) (A.29)

Q6 =
1

2
(Q3 +Q1) (A.30)

Q1 =
2 A

3




β1

12
21

β2

l2
21

β3

l2
21

β4

l2
32

β5

l2
32

β6

l2
32

β7

l2
13

β8

l2
13

β9

l2
13




(A.31)

Q2 =
2 A

3




β9

l2
21

β7

l2
21

β8

l2
21

β3

l2
32

β1

l2
32

β2

l2
32

β6

l2
13

β4

l2
13

β5

l2
13




(A.32)

Q3 =
2 A

3




β5

l2
21

β6

l2
21

β4

l2
21

β8

l2
32

β9

l2
32

β7

l2
32

β2

l2
13

β3

l2
13

β1

l2
13




(A.33)

Te =
1

4 A2




y23y13l
2
21 y31y21l

2
32 y12y23l

2
13

x23x13l
2
21 x31x21l

2
32 x12x32l

2
13

(y23x31 + x32y13) l
2
21 (y31x12 + x13y21) l

2
32 (y12x23 + x21y32) l

2
13




(A.34)

αb =
4

3
; β0 =

1

2

(
1− 4v2

)
; β1,3,5 = 1; β2 = 2; β4 = 0; β6,7,8 = −1; β9 = −2 (A.35)

In all of the above equations, the convention for the coordinate differences is given in

Eq. (A.36):
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xij = xi − xj; yij = yi − yj (A.36)

while the length of the triangle side between node i and node j is:

lij =
√
x2ij + y2ij (A.37)

The triangular plate bending element formulated by Batoz [9] consists of two rotational

degrees of freedom and one out-of-plane translational degree of freedom per node. Whereas

triangular membrane elements can be considered a complement to two node axial finite ele-

ments, the triangular plate bending element can be considered a surface element extension

of the common two node beam element. Since the two stiffness matrix formulations are

decoupled (not sharing any degrees of freedom), the summation of the two stiffness contri-

butions can take place. The stiffness formulation in the publication by Batoz is given below

and involves the triangle coordinates, the thickness, h, the material Poisson ratio, ν, and

the elastic modulus, E0 . The nine degrees of freedom are denoted according to their corre-

sponding coordinate axis of application as shown below where signifies the translation in the

element z axis and θx and θy denote the rotational degree of freedom around the in-plane x

and y axes respectively.

{Ue,p} = {w1, θx1, θy1, w2, θx2, θy2, w3, θx3, θy3, }T (A.38)

The plate bending contribution to stiffness involves an assembly of a number of interme-

diate terms into a 9 by 9 stiffness matrix, Kb:

Kb =
1

2 A
[Q][α] (A.39)

where A is the triangle area, [Q] is the matrix given by:
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[Q] =
1

24




(
E1 [α11]

T + E2 [α21]
T
)
[R]

(
E2 [α11]

T + E3 [α21]
T
)
[R]

(
E4 [α31]

T
)
[R]

(
E1 [α12]

T + E2 [α22]
T
)
[R]

(
E2 [α12]

T + E3 [α22]
T
)
[R]

(
E4 [α32]

T
)
[R]

(
E1 [α13]

T + E2 [α23]
T
)
[R]

(
E2 [α13]

T + E3 [α23]
T
)
[R]

(
E4 [α33]

T
)
[R]




(A.40)

and [α] is the matrix given by:

[α] =




[α11] [α12] [α13]

[α21] [α22] [α23]

[α31] [α32] [α33]




(A.41)

where

E1 = E3 =
E0 h3

12 (1− v2)
; E2 = vE1; E4 =

E1(1− v)

2
; [R] =




2 1 1

1 2 1

1 1 2




(A.42)

α11 =




y3p6 0 −4y3

−y3p6 0 2y3

y3p5 −y3q5 y3 (r4 − 2)



;α12 =




−y3p6 0 −2y3

y3p6 0 4y3

y3p4 y3q4 y3 (r4 − 2)




(A.43)

α13 =




0 0 0

0 0 0

−y3 (p4 + p5) y3 (q4 − q5) y3 (r4 − r5)



;α21 =




−x2t5 x23 + x2r5 −x2q5
0 x23 0

x23t5 x23 (1− r5) x23q5




(A.44)

α22 =




0 x3 0

x2t4 x3 + x2r4 −x2q4
−x3t4 x3 (1− r4) x3q4




(A.45)

82



α23 =




x2t5 x2 (r5 − 1) −x2q5
−x2t4 x2 (r4 − 1) −x2q4

−x23t5 + x3t4 −x23r5 − x3r4 − x2 x3q4 + x23q5




(A.46)

α31 =




−x3p6 − x2p5 x2q5 + y3 −4x23 + x2r5

−x23p6 y3 2x23

x23p5 + y3t5 −x23q5 + y3 (1− r5) (2− r5) x23 + y3q5




(A.47)

α32 =




x3p6 −y3 2x3

x23p6 + x2p4 −y3 + x2q4 −4x3 + x2r4

−x3p4 + y3t4 y3 (r4 − 1)− x3q4 (2− r4) x3 − y3q4




(A.48)

α33 =




x2p5 x2q5 (r5 − 2) x2

−x2p4 x2q4 (r4 − 2) x2

t31 t32 t33




(A.49)

where

t31 = −x23p5 + x3p4 − (t4 + t5) y3 (A.50)

t32 = −x23q5 − x3q4 + (r4 − r5) y3 (A.51)

t33 = −x23r5 − x3r4 + 4x2 + (q5 − q4) y3 (A.52)

p4 = −6x23
l23

; p5 = −6x3
l31

; p6 = −6x12
l12

; t4 = −6y23
l23

; t5 = −6y3
l31

(A.53)

q4 =
3x23y23

l23
; q5 =

3x3y3
l312

; r4 =
3y23

2

l232
; r5 =

3y31
2

l312
(A.54)
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The membrane and plate bending stiffness contributions can be combined into a single

18 by 18 degree of freedom stiffness matrix with the degrees of freedom given below:

{Ue,s} = {u1, v1, w1, θx1, θy1, θz1, u2, v2, w2, θx2, θy2, θz2, u3, v3, w3, θx3, θy3, θz3}T (A.55)

The combination creates a symmetric stiffness matrix in the element coordinate system:

[ke,S] =



Km 0

0 Kb


 (A.56)

This stiffness matrix is constructed in the local coordinate system, and to transform the

matrix to the global system, an 18 by 18 transformation matrix similar to the 12 by 12

transformation matrix defined in Eq. (A.17) is used.

Ts(18×18) =




[λ] [0] [0] [0] [0] [0]

[0] [λ] [0] [0] [0] [0]

[0] [0] [λ] [0] [0] [0]

[0] [0] [0] [λ] [0] [0]

[0] [0] [0] [0] [λ] [0]

[0] [0] [0] [0] [0] [λ]




(A.57)

where

[λ] =




cos θe1, g1 cos θe1, g2 cos θe1, g3

cos θe2, g1 cos θe2, g2 cos θe2, g3

cos θe3, g1 cos θe3, g2 cos θe3, g3




(A.58)

and
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[0] =




0 0 0

0 0 0

0 0 0




(A.59)

where [λ] is the same as defined in Eq. (A.17) for the frame element transformation.

Once the shell element stiffness matrix has been formulated and transformed to the global

system, the global system stiffness can be formulated by summing all of the contributions

from both the frame and shell elements at nodal degrees of freedom.

[K] =
NF∑

i=1

[Tf ]
T
i [ke,f ]i [Tf ]i +

NS∑

j=1

[Ts]
T
j [ke,s]j [Ts]j (A.60)

where NF and NS are the total number of frame and shell elements respectively, and the

subscripts i and j are the index of the current frame and shell element respectively. Once

this stiffness matrix has been defined, it is the task of the aerodynamic model to generate

pressure loading on the wing surface which is converted to equivalent nodal loading for the

structural model.

A.1.2 Potential flow aerodynamic model

A potential flow model developed by Bramesfeld et al. [18] is incorporated into the present

fluid-structure interaction process, which is used to simulate the pressure load on the wing

structure. This method only requires the geometry definition of the wing structure and

corresponding flow conditions. Good agreements for predicting lift and drag forces with

experimental studies have been demonstrated [17, 18, 16]

This adapted potential flow method models the wing and wake with elements of dis-

tributed vorticity (DVEs) instead of the standard method of discrete vortex filaments of

constant strength. This approach provides a more accurate modeling of the wing bound

circulation distribution by using second order splines in the spanwise direction. The DVE
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Figure A.3. Wing and wake elements generated by the potential flow model. Note the
formation of the vortex sheet rollup behind the wingtip. This figure is reproduced from [28]

formulation results in a wake shear layer represented by a continuous vortex sheet with

linearly-varying strength in the spanwise direction instead of the conventional representa-

tion which uses discrete vortex filaments with singularities at their centers. A demonstration

of the wing elements and the wake elements it produces can be seen in Fig. A.3. A continu-

ous vortex sheet allows for the simulation of multiple lifting surfaces and also dynamic cases

such as flapping flight where conventional vortex-lattice or panel models would numerically

break down due to unfavorable interaction of the wake singularities. Another advantage of

this model over conventional models is the direct computation of lift forces along the bound

circulation. This direct computation facilitates the transfer between the aerodynamic loads

and the structural nodal loads by providing easily accessible load information at locations on

the wing surface. Drag forces are computed along the trailing edge, and like many potential

flow models, is a prediction of induced drag only. However, because most micro air vehicle

wings are relatively thin compared to conventional aircraft wings, induced effects generally

influence the drag coefficient more substantially than viscous skin friction and pressure drag

effects at pre-stall angles of attack.

A.1.3 Fluid-Structure coupling framework

The structural and aerodynamic solvers are weakly coupled in the present fluid structure

interaction model, a partitioned method is adapted to communicate the deformation and
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loading information between two solvers. The aerodynamic forces and the corresponding

structural deformation are computed one after the other, instead of being solved simulta-

neously (as is needed with strong coupling). A detailed review of the assumptions and

limitations of the partitioned fluid-structure interaction method is present by Potvin et al.

[80].

As a guide to the explanation of the solution method in this research, a flowchart of

the static fluid-structure interaction process is shown in Fig. A.4. Before the fluid struc-

ture interaction process begins, the initial aerodynamic and structural wing geometries are

generated from a structural design program. The fluid-structure interaction simulation is

initiated by calculating the aerodynamic loads on the undeformed structure. The aerody-

namic pressure distribution is then transferred to the structural model, where the loading

causes a deformation and formation of internal loads.

The structural surface deformation is then communicated back to the aerodynamic model

by translating the deformations to the aerodynamic panel attachment nodes introduced

earlier. The newly deformed aerodynamic surface geometry is then run to obtain the next

iteration of aerodynamic loads. From the first deformed state iteration onward, the internal

loading from the previous iteration is added to the equivalent nodal loads translated from

the new pressure distribution. Convergence occurs when the accumulated internal loads

equilibrate the externally applied pressure loads.

A.2 Direct numerical simulation

The present in-house DNS code solves the incompressible Navier Stokes and continuity equa-

tion, see in Eqs. (A.61) and (A.62).

∂Ui

∂t
+
∂UiUj

∂xj
= −∂P

∂xi
+

1

Re

∂2Ui

∂x2j
(A.61)
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Figure A.4. Static Fluid-Structure Interaction Method

∂Ui

∂xi
= 0 (A.62)

Where Ui is the component of the velocity vector in the i direction, i = 1 is for the

component U in the streamwise direction (x), i = 2 is for the component V in the wall-

normal (channel upper wall) direction (y) and i = 3 is for the component W in the spanwise

direction (z). P is the pressure and Reynolds number is defined as Re = Ubδ/ν. In the

present study, Ub is the bulk velocity and δ is the half channel height.
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The code employs the second-order centered finite-difference scheme for the spatial deriva-

tives on an orthogonal staggered grid. The equations are advanced in time with a hybrid

third-order, low-storage Runge-Kutta scheme, with viscous terms treated implicitly and con-

vective terms explicitly. The large sparse matrix resulting from the linear terms is inverted

with an approximate factorization technique. Equations are advanced with the pressure at

the previous step, which results in a non-solenoidal velocity field. A scalar quantity is used

to project the velocity onto a solenoidal velocity field and update the pressure in time. The

numerical discretization is discussed in more details by Orlandi [73].

The presence of a body (e.g. the bump on the lower floor seen later) is treated with the

efficient immersed boundary method described in Orlandi and Leonardi [74]. The geometry

boundary is found by performing ray-triangle intersection test [64]. Immersed boundary

method allows the solution of flows over complex geometries without the need for compu-

tationally intensive body-fitted grids. It consists of imposing a velocity equal to zero on

the body surface, which does not necessarily coincide with the grid. To avoid describing

the geometry in a stepwise way, the viscous terms are discretized to take into account the

real distance between the grid point and the boundary of the body, rather than the grid

spacing. The method has been extensively applied for geometries in different applications

[74, 19, 103, 24, 104, 102].

A.3 Large-eddy simulation approach

To achieve accurate numerical simulation, the discretized domain needs to be fine enough to

include the computation of all the dynamically important structures of the flow. However,

it can become challenging when the range of scales characterises is large. In that case, an

alternative numerical approach is adapted in the present dissertation - large-eddy simulations

(LES). In LES, only the the large scales of flow are solved, which contain the most of energy

and plays a significant role in the flow under investigation. On the contrary, small scales
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contain less energy and expected to be universal, since they are modeled based on the

resolved large scales. This approach reduces the grid resolution requirement and lowers the

computational cost.

The universality of the small scale is implied in the local isotropy hypothesis with the

Kolmogorov theory. This scales, being small, are independent of the flow, and thus isotropic

and statistically homogeneous. This assumption holds better as far as the Reynolds number

is larger, since the scale separation increases. Then, the energy cascade process is long and it

is reasonable to assume that the vortical structures, as their scale decreases and the energy

is transferred, lose memory of the large anisotropic flow-dependent eddies and thus becomes

locally isotropic.

The filtered Navier-Stokes equations are obtained after application of the filter:

∂Ūi

∂xi
= 0 (A.63)

∂Ūi

∂t
+

∂

∂xj

(
ŪiŪj

)
= − ∂p̄

∂xi
+

1

Re

∂2Ūi

∂xj∂xj
+
∂τij
∂xj

(A.64)

where τij is the so-called subgrid-scale (SGS) tensor which represents the interaction

between the resolved scales and the unresolved ones which otherwise would not be present

in the simulation.

To close the system of equations Eqs. (A.63) and (A.64) the subgrid tensor has to be

modeled as function of the filtered velocity field Ū (closure problem). A widely used type of

models are the eddy-viscosity models. These models describe the effects of the SGS terms

analogously to the viscous mechanisms which take place at a molecular level in the fluids

such as momentum or thermal exchanges.

The Smagorinsky model is used [91] in this present work. The subgrid viscosity is mod-

elled as:
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vsgs =
(
Cs∆̄

)2 √
2S̄ijS̄ij

=
(
Cs∆̄

)2 |S̄|
(A.65)

where Sij is the rate of strain tensor and Cs is Smagorinsky constant, which in general

depends upon the type of flow and usually ranges between Cs = 0.1 − 0.2. In this work,

Cs = 0.09 is used based on previous works [26, 104].
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