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Validating a business problem hindering a business goal is often more important than finding

solutions to the problem, specifically during requirements engineering. For example, vali-

dating the impact of a client’s low account, high transactions, or high loan payment per

month for a client’s unpaid loan decreasing the loan revenue of one bank would be critical

as an information system can be designed for the bank to take some actions to mitigate

the loan default. However, many business organizations are struggling to confirm whether

some potential problems hidden in Big Data are against a business goal or not. In other

words, they face difficulties finding real business problems and then improving business value,

although the investment in Big Data and Machine Learning (ML) projects has increased.

One challenge might include a lack of understanding about relationships between business

problems and data. The other challenges might consist of determining a testable factor

associated with a potential business problem, preparing a relevant dataset corresponding

to the business problem, analyzing the impact on the business problem to other problems,

and reasoning about inter-connected problems. Information systems solving unconfirmed

problems frequently tackle an erroneous problem and give incorrect predictions, leading to

some dissatisfying systems, consequently not achieving business goals, even redeveloping the

systems and taking many business resources. This dissertation presents a Goal-Oriented and
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M achine learning-based framework using the notion of a Problem HY pothesis, Gomphy, to

help validate potential business problems. We propose five main technical contributions: 1.

The domain-independent Gomphy ontology and process are presented explicitly and formally

for describing categories of essential concepts and relationships concerning business goals,

problems, problem hypotheses, ML, and a dataset. The ontology ensures that business goals

and the related business problem hypotheses are traceable to an ML dataset. 2. An en-

tity modeling method of a problem hypothesis is elaborated to help capture business events

and determine testable factors. 3. A data preparation method is described to build an ML

dataset, mapping a concept of a problem hypothesis to a data feature. 4. A feature eval-

uation method is presented using ML and ML Explainability library to detect contribution

relationships among the business hypotheses and problems. 5. A set of formalized valida-

tion rules are described for reasoning about connected problem hypothesis validation in a

goal-oriented problem hypothesis model. To see the strength and weaknesses of the Gom-

phy framework, we have validated potential banking problems about an unpaid loan and

customer churn in one retail bank as empirical studies. We feel that at least the proposed

framework helps validate business events that negatively contribute to a goal, providing

insights about the validated problem.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The assertion that “A problem unstated is a problem unsolved” expresses the importance of

eliciting business needs and problems [1]. Understanding and validating a business problem

likely to hinder a business goal is often more critical than developing solutions to the prob-

lem, especially during requirements engineering. Understanding and validating a business

problem helps define system boundaries in the early phase of requirements engineering [2].

For example, validating the impact of a client’s low account, high transactions, or high loan

payment per month for a client’s unpaid loan decreasing the loan revenue of one bank would

be critical as an information system can be designed for the bank to take some actions to

mitigate the loan default. If the correct problems are validated first, a business can save

precious time and cost to deal with erroneous problems [3, 4, 5, 6].

Business organizations invest in Big Data and Machine Learning (ML) projects to obtain

business value [7, 8, 9, 10]. Data analytics and ML technologies benefit from a continuous

improvement cycle where large amounts of data are constantly created. Although businesses

strive to solve actual business problems and then gain business value, many of these projects

are likely to fail [11, 12]. A study may have suggested a possible reason: the lack of under-

standing of how to use data analytics to improve business value [13, 14]. This finding clearly

shows that stakeholders have a vague perception of the end-to-end relationship between

essential business goals and the emerging Big Data and ML technologies [15, 16, 17].

1.2 Problem

Many business organizations face difficulties confirming whether some potential problems

hidden in Big Data are negatively impacting a business goal or not [18, 19]. In other words,

1



they are struggling to discover real business problems and improve business value. Specifi-

cally, some challenges to validate a business problem might include

• a lack of understanding about relationships among business problems, business goals,

a dataset, and ML,

• determining a testable factor associated with a potential business problem,

• preparing a relevant dataset corresponding to the business problems,

• analyzing the impact of the business problem to other problems, and

• reasoning about inter-connected potential problems and goals.

Information systems solving unconfirmed problems or using unimportant factors and irrele-

vant data frequently tackle an erroneous problem and give incorrect predictions, leading to

some dissatisfying systems, consequently not achieving business goals, even to redevelop the

systems, taking many business resources [20, 21].

1.3 Solution Overview

This dissertation presents a Goal-Oriented and M achine learning-based framework, using

the notion of Problem HY pothesis, Gomphy to help validate potential business problems

[22, 23, 24, 25]. Gomphy helps explore alternatives of problem hypotheses or potential

problems against goals, evaluate the alternatives with trade-off analysis, and select the best

one in a goal-oriented manner. Gomphy also utilizes ML and ML Explainability library to

get feature importance value which helps to get insights of hidden relationships or patterns

among problem hypotheses.

Gomphy consists of a domain independent ontology, a process, an entity modeling method,

a data preparation method, semantic reasoning methods, and an assistant tool.
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The domain-independent Gomphy ontology consists of categories of essential modeling

concepts, relationships among modeling concepts, and constraints on the concepts and rela-

tionships for validating problem hypotheses and preparing a relevant dataset while preventing

omissions and commissions in modeling essential concepts.

The Gomphy process is intended to help validate a problem hypothesis, providing trace-

ability among a goal, a problem, a dataset, and ML. The process consists of four steps but

should be understood as iterative, interleaving, and incremental in ML projects.

Gomphy provides several methods to support validating a problem hypothesis. The entity

modeling method of a problem hypothesis helps to determine a testable factor of a problem

hypothesis. The data preparation method helps build an ML dataset, mapping a testable

factor to a data feature in the database. The semantic reasoning methods formally describe

decomposition, selection, and other procedures necessary for validating problem hypotheses.

The evolving assistant tool helps model a problem hypothesis in the context of goals and

reason relationships among problem hypotheses and goals.

1.4 Validation

To see the strengths and weaknesses of the Gomphy framework, we apply the proposed

Gomphy framework for validating hypothesizedbanking events behind an unpaid loan and

a customer churn problem in one retail bank as empirical studies. Fig. 1.1 shows a high-

level context diagram for the unpaid loan problem. The PKDD’99 1 Financial database [26]

was used to represent data that the bank may have managed. We feel that at least the

proposed Gomphy framework helps validate business events that negatively contribute to a

goal, providing insights about the validated problem.

1European Conferences on Principles and Practice of Knowledge Discovery in Databases, Third European
Conference, 1999
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1.5 Contribution

Five technical contributions are made in this dissertation: 1. The domain-independent

Gomphy ontology and systematic Gomphy process are presented explicitly and formally

for describing categories of essential concepts and relationships of business goals, problems,

problem hypotheses, ML, and a dataset. It ensures that business goals and the related busi-

ness problem hypotheses are traceable to an ML dataset. 2. An entity modeling method of a

problem hypothesis is presented to help capture business events and determine testable fac-

tors. 3. A data preparation method is described to build an ML dataset, mapping a concept

of a problem hypothesis to a domain data feature and extracting a dataset from a source

dataset. 4. A feature evaluation method is presented to detect contribution relationships

among the business events and a problem, using ML and ML Explainability techniques. 5.

A set of formalized validation rules are described for reasoning about connected problem

hypothesis validation in a goal-oriented problem hypothesis model.

3. Grant Loans

Bank clients 4. Fail to
 Repay Loans Bank manager

The KPI of personal loan 
revenue shows less than 5% 
expected. 1. Apply for Loans

Bank clients

Financial databases
Bank clients

2. Evaluate the 
Loan Application

5. Problems behind 
the Unpaid Loan?
Any issues with 
Account balance?

Transactions?

Too much 
loan payment?

Figure 1.1. Unpaid loan problem in a bank
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1.6 Dissertation Outline

The rest of this dissertation is structured as follows. Chapter 2 discusses related work, and

Chapter 3 presents the Gomphy approach. Next, Chapters 4, 5, 7, and 6 illustrate the

Gomphy process in detail with an unpaid loan, a customer churn, and the occurrence of the

West Nile Virus problem. Finally, Chapter 8 summarizes the dissertation and future work.
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CHAPTER 2

RELATED WORK

The key distinctive of the Gomphy framework is to use a problem hypothesis for validating

potential business problems in an iterative, incremental, and interleaving manner using a

goal-oriented and Machine Learning-based approach. Gomphy explores alternative causes

of a potential business problem against a business goal, adopting a goal-oriented approach.

Next, a relevant ML dataset is prepared, and then ML techniques are used to get insights

into relationships among business events encoded in the dataset towards business problems

and goals. Finally, a problem hypothesis is then validated using Gomphy semantic rules.

Gomphy connects categories of essential concepts concerning goals, problems, ML, and an

ML dataset during the process. We believe our work is one of the first to propose a framework

for validating a business problem hypothesis in an end-to-end, explicit and formal manner

that shows traceability from business goals to problems, data, and ML.

Our work lies in the intersection of three evolving areas as shown in Fig. 2.1: goal

orientation, problem analysis, and goal validation in requirements engineering (RE), data

preparation, and data extraction in Big Data and database, and utilization of classification,

feature importance, feature selection, and feature reduction in Machine Learning.

2.1 Requirements Engineering

In the area of requirements engineering, goal-orientation, problem analysis, specifically root-

cause analysis, problem validation, and goal validation methods are related [27, 28, 29, 30].

Here, goal-orientation means exploring alternatives, evaluating alternatives with trade-off

analysis, and selecting the best one [31, 32]. The goal-oriented approach has been used in

other application domains, such as recommendation and risk analysis [33, 34].
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Goal Orientation
Problem Analysis

Problem/Goal Validation

Requirements Engineering

Machine Learning

Feature 
Importance

Feature Selection
Feature Reduction

Data Preparation 
Data Model

Data Extraction

Database
Validating
Business 
Problem 

Hypotheses

Mapping 
Problem to Data

Extracting/Building 
a Data Set

Feature Impact of 
Problems

Figuring out a 
factor to test

Figure 2.1. Three areas related to validating problem hypotheses

2.1.1 Problem Analysis in Requirements Engineering

In problem analysis, a Fishbone diagram has been used to identify possible causes for a

problem or an effect [35]. This technique helps enumerate potential reasons for a problem,

usually utilized in a brainstorming session. Fig. 2.2 shows an example of a Fishbone diagram.

However, the lack of a clear relationship between a cause and an effect, e.g., logical connec-

tives, such as AND, OR, and other kinds of relationships, makes problem validation difficult.

Suppose a Fishbone diagram needs to calculate the degree of relationships among identified

root causes. In that case, it should provide some methods for determining a testable factor

of a root cause and connecting the identified root causes to a business database.

Fault Tree Analysis (FTA) provides deductive procedures and a logic diagram to help

determine failures or errors of software, hardware, and people with a top-down approach [36].

7



Figure 2.2. An example of a Fishbone diagram

FTA provides Boolean logic operators, which help create a series of True or False statements.

Fig. 2.3 shows a Fault Tree diagram representing a Boolean algebra D = A · (B +C). When

linked in a chain, these statements form a logic diagram of failure. However, FTA does

not provide relationship direction and degrees, such as positive, negative, full, and partial,

making it challenging to validate business problems having uncertain relationships.

Figure 2.3. Fault Tree Diagram representing a Boolean algebra

(Soft-)Problem Inter-dependency Graph (PIG) uses a (Soft−)problem concept to repre-

sent a stakeholder problem against stakeholder goals, where a problem is refined into sub-

problems [37], which helps analyze a problem in the context of goals. As shown in Fig. 2.4,
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PIG provides contribution relationships, such as Satisficing conjunction/disjunction, par-

tial/full, and positive/negative Contributions. It also includes an evaluation mechanism.

However, PIG lacks the means to determine a testable factor of sub-problems and connect

the testable factor to data features to test. While the Fishbone diagram, FTA, and PIG

provide a sound high-level model, they lack validation mechanisms for confirming the causes

behind a business problem.

Figure 2.4. Analysis of ineffective manual ambulance dispatch using PIG

IRIS is a modeling framework for reengineering business processes that use big data

analytics and a goal-oriented approach [38, 39]. IRIS provides a modeling ontology, as

illustrated in Fig. 2.5. IRIS also provides a guiding process and an assistant tool for effective

business processes reengineering. IRIS is similar to Gomphy in that it hypothesizes problems

in business process goals and validates the problems. However, IRIS implicitly hypothesizes

a problem and lacks a mechanism to prepare a dataset to test. Whereas IRIS validates

potential problems using Big Analytics Queries, Gomphy explicitly models a problem using

a concept of a problem hypothesis and validates problem hypotheses using ML techniques.
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Figure 2.5. An Ontology of GO-BigBPRML in IRIS

2.1.2 Goal Validation in Requirements Engineering

In goal validation, a survey method to validate the GRL (Goal-oriented Requirements Lan-

guage) goal models was proposed in [40] using questionnaires and the statistical hypothesis

testing to validate different goal model elements (e.g., actors, goals, resources) and their

relationships (e.g., depends, make, hurt). It utilizes questionnaires constructed from goals

models and then gathers survey data as an empirical approach to validate them. Fig. 2.6

shows an essential process for validating goal models using a questionnaire-based survey.

However, this approach is not easy to apply as the questionnaire needs to be prepared and

data are gathered, which is time-consuming. In addition, some collected data may be in-

complete enough to validate. This approach also was not used to validate a problem model.

A goal model, an example of requirements modeling language, is created by requirements

engineers with assumptions that goals relate to each other and should be satisfied at some

specific time. [41] addresses the automated validation of goal models in requirements mon-

itoring. It uses probabilistic techniques (e.g., Bayesian Network model) to confirm a goal

model’s assumptions with a quantitative degree, such as fully valid, partially valid, or fully

wrong assumption, as shown in Fig. 2.7. A dataset from a traffic simulation is used to map

a goal model to a Requirements Bayesian Network. This work is similar to ours in terms

of relationship directions and degrees in goal and problems contributions. However, it does

not show how to identify data features from a goal model, and some relationships among
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Figure 2.6. Validating goal models using a questionnaire-based survey

goals were not fully simulated. The Bayesian network often requires datasets to be complete,

often difficult to use for real-world applications. This approach was not applied to validate

a problem hypothesis model.

Figure 2.7. A goal model for the transportation simulator with Bayesian Networks

Some non-functional requirements, such as scalability, cost, and reliability, are essential

goals in architectural design decisions before time-consuming and costly tasks are performed.

[42, 43, 44, 45] combines goal-orientation and simulation to validate and re-validate architec-

tural decisions on scalability and performance, as illustrated in Fig. 2.8. The goal model for

an architectural decision is used to develop simulation models. This work is similar to ours
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regarding the use of goal orientation for exploring architectural options. Whereas this work

uses simulation techniques to reconfirm the goal model, and the outcome depends on the pa-

rameters, our work uses ML-based techniques, such as classification and feature importance,

to validate problem hypotheses.

Figure 2.8. Goal models with simulation results for architectural decisions on scalability

Table 2.1 compares the surveyed techniques in Requirements Engineering concerning a

problem analysis and goal (problem) validation. We compared Gomphy with the related

work regarding ontology, process, problem validation methods while focusing on whether

each piece helps explore a business problem using logical connectives, relationship direc-

tions, and degrees. We also compared whether each research work provides data preparation

methods and utilization of ML. Lastly, we compared the end-to-end traceability and easy-

to-use quality of each work.
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Table 2.1. Comparison of RE work for validating problem hypotheses

2.2 Data Preparation in Big Data and Data Mining

Some conceptual data preparation frameworks guide data preparation tasks for ML process-

ing in the database or Big Data domain.

CRISP-DM (CRoss Industry Standard Process for Data Mining) model is a de facto

standard for the data mining process [46]. It has a comprehensive process model for carrying

out data mining projects, as shown in Fig. 2.9. The data preparation process includes Select

Data, Clean Data, Construct Data, and Integrate Data steps. However, it lacks a systematic

mapping method from business problems to data features [47, 5]. It also lacks support for

building an ML dataset for problem hypothesis validation.

Figure 2.9. CRISP-DM Process and Data Preparation
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GR4ML (Goal-Oriented RE for ML) is a modeling framework intending to design data an-

alytics systems based on requirements analysis [48]. The GR4ML framework includes three

modeling views: business view, analytics design view, and data preparation view. These

views are connected from business strategies to analytics mechanisms and data preparation

tasks. It supports data preparation view concerning mechanisms, algorithms, and prepa-

ration tasks while linking business view and analytics design view, as shown in Fig. 2.10.

However, it is not easy to get traceability from business views to data preparation views.

It also does not deal with concepts of business problems and systematic mapping methods

from business problems to data features for problem validation.

Figure 2.10. The partial metamodel for the Data Preparation View in GR4ML

An ML dataset is prepared in the structure or format that fits each machine learning

task. As business databases may include noise, missing values, similar features, or redundant

data, some low-quality data should be preprocessed or reduced for good prediction. There

can be two kinds of preparation techniques, data preprocessing and data reduction [49].

The data preprocessing techniques may include data cleaning, transformation, integra-

tion, normalization, missing data imputation, and noise identification [50, 51]. In data re-

duction, the amount of data is downsized, while the reduced data still includes the essential
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structure of the source data. The data reduction methods cover feature selection, instance

selection, discretization, feature extraction, and instance generation [52, 53].

Although the data preprocessing and data reduction techniques in ML are valuable in

partly preparing data, these techniques often lack high-level concepts, such as goals and

problems and their relationships, such as positive, negative contributions. These techniques

are often used to identify low-level problems informally and do not provide traceability

to higher-level problems [54]. Our approach prepares an ML dataset to support business

problem validation, adopting essential concepts of the goal-oriented and ML-based approach

in a complementary manner.

2.3 Feature Importance in Machine Learning

In the area of Machine Learning, some ML algorithms, such as Linear Regression and Deci-

sion Trees, provide feature importance value concerning their predictions. When ML models

predict a numerical value in the regression model or a target label in the classification,

relative feature importance scores are calculated for the features in the dataset [55, 5].

Figure 2.11. Coefficients as Feature Importance

Coefficients can be used as feature importance in the Linear regression model [56]. It

is easy to understand the feature importance (i.e., coefficients) in Fig. 2.11. However, co-
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efficients may oversimplify the complex reality of business interactions, and it is a little bit

simple to use the coefficient as a feature value in validating complex business problems.

Next, permutation feature importance can be used to get the relative importance of each

feature in the ML dataset towards classification. Permutation feature importance examines

the model’s prediction error development after permuting feature values and provides highly

condensed, global views or patterns into the model’s behavior. However, it is not easy to

know whether feature importance positively/negatively contributes to a business problem (a

target label). Fig. 2.12 shows the importance of each of the features for predicting cervical

cancer with a random forest.

Figure 2.12. Feature Importance for predicting cervical cancer with a random forest

Explainable machine learning models also provide feature importance. LIME(Local Inter-

pretable Model-agnostic Explanations) explains individual predictions [57]. However, there

is some instability of the explanations, which may hurt validating business problems, as

shown in Fig. 2.13.

SHAP (SHapley Additive exPlanations) is a framework for interpreting predictions, as

illustrated in Fig. 2.14. SHAP assigns each feature an importance value for a particular
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Figure 2.13. Explaining Individual Predictions in LIME

prediction and outputs intuitive feature value that helps to understand and validate business

problems. However, SHAP may take a long computational time [58].

Figure 2.14. Explaining John’ Loan Application in SHAP

Feature importance in ML algorithms could be utilized to get insights about features in an

ML dataset. However, there are some issues identifying factors to test corresponding to the

business events and preparing the dataset, such as mapping business events to data features.

The data features are often selected on informal identification of a low-level problem, making

it challenging to understand transparent relationships between the low-level problem and

high-level business problems in the context of goals [54]. The Gomphy adopts a goal-oriented

and ML-based approach, bridging the gaps in a complimentary manner.
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CHAPTER 3

GOMPHY: A MODELING FRAMEWORK FOR VALIDATING BUSINESS

PROBLEM HYPOTHESES

The Gomphy 1 framework, aiming to help validate business problem hypotheses, consists

of a domain-independent ontology, the Gomphy process adopting a goal-oriented and ML-

based approach, a method of determining a testable factor of a problem hypothesis, a data

preparation method, semantic reasoning methods, and an assistant tool.

The domain-independent Gomphy ontology consists of categories of essential modeling

concepts, relationships between modeling concepts, and constraints on the concepts and

relationships for validating problem hypotheses and preparing a relevant dataset while pre-

venting omissions and commissions in modeling essential concepts. The Gomphy process is

intended to help guide the validation of a problem hypothesis, providing traceability among

a goal, a problem, a dataset, and ML. The process consists of four steps but should be

understood as iterative, interleaving, and incremental in ML projects.

Gomphy provides several methods to support validating a problem hypothesis. The entity

modeling method of a problem hypothesis helps to determine testable factors of a problem

hypothesis. The data preparation method helps build an ML dataset, mapping a testable

factor to a data feature in the database. The Gomphy reasoning methods formally describe

decomposition, evaluation, selection, and other procedures necessary to validate problem

hypotheses. The evolving assistant tool helps model a problem hypothesis in the context of

goals and reason relationships among problem hypotheses and goals.

1This chapter contains material previously published as: ©2021 Springer. Reprinted, with permission,
from Ahn, R., Supakkul, S., Zhao, L., Kolluri, K., Hill, T., & Chung, L. (2021, December). Validating
Business Problem Hypotheses: A Goal-Oriented and Machine Learning-Based Approach. In International
Conference on Big Data (In press). Springer, Cham.
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3.1 The Gomphy Ontology

The Gomphy ontology consists of categories of essential modeling concepts, relationships

among modeling concepts, and constraints on the concepts and relationships for a validating

problem hypothesis, as shown in Fig. 3.1, where boxes and arrows represent the concepts

and relationships.

Figure 3.1. The Gomphy ontology for validating a problem hypothesis

Some essential concepts of Gomphy ontology are introduced. A (Soft-)Goal is defined as

a goal that may not have a clear-cut criterion and can be specialized into a Non-Functional

(NF) softgoal, an Operationalizing softgoal, and a Claim softgoal. While a (Soft-)Problem

is a phenomenon against a softgoal, a Problem Hypothesis is a hypothesis that we believe a

phenomenon is against a softgoal.

There are two kinds of problem hypotheses, an Abstract Problem Hypothesis and a

Testable Problem Hypothesis. An abstract problem hypothesis is conceptual and not con-

19



crete enough to test, whereas a testable problem hypothesis is measurable and testable. A

Testable Problem Hypothesis may be further refined, forming a testable Source Problem

Hypothesis and a Target Problem Hypothesis. A Problem Hypothesis Entity, consisting of

Attributes, Constraints, and Relationships, is an entity representing a Testable Problem Hy-

pothesis and may be mapped to a relevant Database Entity having Attributes, Constraints,

and Relationships in a source data model. The identified database entities are used to extract

data from source data using Data Extraction Method. The selected attributes of a database

entity are used to build an ML dataset consisting of Data Features and a Classification Label

depending on either a source or target problem hypothesis.

The Contribution relationships among Goals, Problems, and Problem Hypotheses are

categorized into Decomposition types, such as AND, OR, EQUAL, or Satisficing types, such

as Make, Help, Hurt, Break, Some-Plus, Some-Minus, Unknown adopted from the NFR

Framework [59]. The relationships between Problem Hypotheses and Problems are either

Validated or Invalidated.

One crucial constraint about a problem hypothesis includes time-order among a target

and a source problem hypothesis, where a source problem hypothesis must have occurred

before the target problem hypothesis. Other constraints are a positive contribution from a

source problem hypothesis to a target problem hypothesis, and the contribution should be

reasonably sensible [60].

3.2 The Gomphy Process

The Gomphy process, shown in Fig. 3.2, is intended to help guide the validation of a problem

hypothesis, providing traceability among a goal, a problem, a dataset, and ML. The process

consists of four steps but should be understood as iterative, interleaving, and incremental

in ML projects. The sub-steps of each step are described in detail in the following chapters

with empirical studies.
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Step 1: Explore 
Problem Hypotheses

Step 2: Prepare 
an ML Data Set

Step 3: Evaluate Impact 
of Problem Hypotheses
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Importance

S4.1 Select the most influential 
source problem hypothesis
S4.2: Apply qualitative  reasoning 
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S1.1: Capture business goals 
S1.2: Hypothesize problems 
hindering business goals

S2.1: Model a concept in a problem 
hypothesis (PH) as an entity 
S2.2: Map a PH entity to a database 
entity
S2.3: Build an ML Data Set

Incremental, interleaving iteration

Figure 3.2. The Gomphy process for validating a problem hypothesis

3.2.1 Step 1: Explore Problem Hypotheses

Requirements engineers begin Step 1, understanding the application domain, modeling, and

refining stakeholders’ goals in business. Potential problems that could hinder the goals are

then hypothesized and refined.

3.2.2 Step 2: Prepare an ML dataset

In this step, we model a concept in the testable problem hypothesis as a problem hypothesis

entity, map the attributes of a problem hypothesis entity to the database’s data attributes,

and construct an ML dataset based on the identified data attributes.

3.2.3 Step 3: Evaluate the Impact of Problem Hypotheses Using ML

The impact of problem hypotheses towards a business problem, hidden in the relationships

among data features and a target label, is uncovered using Supervised ML models and ML

Explainability model, decoding hidden feature patterns in the dataset.
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3.2.4 Step 4: Validate Problem Hypotheses

This step selects the most critical problem hypothesis as a validated one among alternative

hypotheses and evaluates the impact of the validated problem on other high-level problems.

3.3 The Gomphy Methods

Gomphy provides several methods to support validating a problem hypothesis. The entity

modeling method of a problem hypothesis helps to determine testable factors of a problem

hypothesis. The data preparation method helps build an ML dataset, mapping a testable

factor to a data feature in the database. The semantic reasoning methods formally describe

decomposition, selection, and other procedures necessary for validating problem hypotheses.

3.3.1 A Method of Determining a Testable Factor of a Problem Hypothesis

A potential business event against a business goal is hypothesized as an abstract problem

hypothesis. The identified abstract problem hypothesis is further decomposed into a testable

problem hypothesis that contains a testable factor. A testable factor in a testable problem

hypothesis is usually a categorical or numeric type.

The concept in an elicited testable problem hypothesis is modeled as a problem hypothesis

entity using the entity-relationship model [61] [62]. A problem hypothesis entity consists of

attributes, constraints, and relationships. An attribute is a property of an entity having

measurable value. A constraint is a condition restricting the value or state of a problem

hypothesis. A relationship shows other entities associated with this entity. Here, an attribute

of categorical or numeric type in a problem hypothesis entity may be determined as a testable

factor using Algorithm 1. While the categorical type includes nominal and ordinal types,

the numeric type includes interval and ration types.
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Algorithm 1 Figuring out a Testable Factor of a Testable Problem Hypothesis

input: testableProblemHypothesis . A statement for a testable problem hypothesis
output: testableFactor
procedure DeterminingTestableFactor(testableProblemHypothesis)

TestableProblemHypothesisEntity tphe =
EntityModeling(testableProblemHypothesis);

String testableFactor = null;
if (tphe.getAttributeType(), ’nominal’) then

testableFactor = tphe.getAttributeName();

else if (tphe.getAttributeType(), ’oridnal’) then
testableFactor = tphe.getAttributeName();

else if (tphe.getAttributeType(), ’interval’) then
testableFactor = tphe.getAttributeName();

else if (tphe.getAttributeType(), ’ratio’) then
testableFactor = tphe.getAttributeName();

else
testableFactor = ’unknown’;

return testableFactor;

3.3.2 The Gomphy Mapping Method

A mapping rule or method is needed to determine a data feature corresponding to a testable

factor of a testable problem hypothesis. The mapping from the attribute of the problem

hypothesis entity attributes of the database entity is precisely defined as follows:

Mapping : Attributes→ 2Attributes (3.1)

The attribute of the problem hypothesis entity may be mapped to attributes of the

database entity, considering the constraints and relationships of the problem hypothesis

entity using Algorithm 2.

However, due to ambiguous or abbreviated attributes names of an entity and constraints

to enforce in the database, the one-to-one or one-to-many mappings may not be efficiently
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Algorithm 2 Mapping a Testable Problem Hypothesis Entity to a Database Entity

input: testableProblemHypothesisEntity, databaseEntities
output: mappedEntityList
procedure MappingEntities(testableProblemHypothesisEntity, databaseEntities)

phName = testableProblemHypothesisEntity.getName();
phAttName = testableProblemHypothesisEntity.getAttributeName();
phRelName = testableProblemHypothesisEntity.getRelationshipName();
phConName = testableProblemHypothesisEntity.getConstraintName();

DatabaseEntityList mappedEntityList;

for each dbEntity ∈ databaseEntities do
DatabaseEntity entity = dbEntity;
for each dbAtt ∈ dbEntity do

if dbAtt.getAttributeName() == phAttName then
entity.addAttribute(dbAtt);

else if dbAtt.getAttributeName().contains(phAttName) then
entity.addAttribute(dbAtt);

else
entity.addAtribute(’not mapped’);

for each dbConstraint ∈ dbEntity do
if dbConstraint.getConstraintName() == phConName then

entity.addConstraint(dbConstraint);
else if dbConstraint.getConstraintName().contains(phConName) then

entity.addConstraint(dbConstraint);
else

entity.addConstraint(’not mapped’);

for each dbRelationship ∈ dbEntity do
if dbRelationship.getRelationshipName() == phRelName then

entity.addRelationship(dbRelationship);
else if dbRelationship.getRelationshipName().contains(phRelName) then

entity.addRelationship(dbRelationship);
else

entity.addRelationship(’not mapped’);

mappedEntityList.addEntity(entity);

return mappedEntityList;
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performed. We also need to consider the relationships of a problem hypothesis entity to

determine an accurate data feature corresponding to a testable factor of a testable problem

hypothesis. The automatic mapping may not be possible due to the above and other issues

[63]. As an alternative, semi-automatic or manual mapping with tool support may be utilized.

3.3.3 The Gomphy Semantic Reasoning Methods

An important aspect of contributions in the hypothesis validation process is the propagation

of validations throughout the connected hypotheses since a hypothesis might contribute

to multiple other hypotheses. This validation process starts in the lowermost level of the

hypotheses and propagates until we validate or invalidate problems.

A formal definition for validating problem hypotheses may be described as follows: Let

validated(Pn) be the proposition that the problem hypothesis Pn is validated, for n ∈ Z+. For

all i, j ∈ Z+, let Pi+1,j be the jth problem hypothesis directly decomposed from Pi. Assuming

this decomposition is of type OR/AND, the validation propagation can be represented by

the following:

(∨
j

validated(Pi+1,j)
)
→ validated(Pi) (3.2)

(∧
j

validated(Pi+1,j)
)
→ validated(Pi) (3.3)

Alternatively, hypotheses can also be connected using a positive (S+), negative (S-) or

unknown contribution type.

Gomphy defines feature importance value (I) obtained from running ML and ML Explain-

ability models. The feature importance is associated with their respective Contributions, i.e.,
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a Contribution from a problem hypothesis Ps (source) to Pt (target) has an importance value

Is,t, and the following Formulas may determine its weight and Contribution type.

weight(Ps, Pt) = Is,t (3.4)

ctr type
(
Is,t
)

=


S+ if Is,t ≥ 0

S- if Is,t < 0

(3.5)

A source hypothesis has a score based on the weight of the targeted hypotheses and

their respective contributions. The function weight(Pt) describes the importance weight of

a target hypothesis. Hence, the overall score for a source hypothesis Ps can be given by the

utility function as follows:

score(Ps) =

(#targets∑
t=1

weight(Pt)× weight(Ps, Pt)

)
(3.6)

After computing the scores for all source hypotheses, the selection process may be carried

out in a bottom-up approach [64]. We need to select the maximum value in the lowest source

hypothesis set to propagate that validation to the target hypothesis set. In other words, the

selection process for a target is represented by choosing the source with the highest score:

selection(Pt) = max
(
score(Ps)

)#sources

s=1
(3.7)

We want to determine which hypothesis in the source set (i.e., hypotheses that originate

the contributions) is more relevant to the target set (i.e., hypotheses that receive the contri-

butions) to maximize the validation insights generated by the application of ML models. In

this case, validating a hypothesis Pi will now depend on the validation of the selection for

Pi. After the lowest source hypothesis set is evaluated, we proceed to the next one until the

selection process covers the entire set of hypotheses.

validated(selection(Pi))→ validated(Pi) (3.8)
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CHAPTER 4

VALIDATING BANKING PROBLEMS BEHIND UNPAID LOAN

This chapter 1 applies the proposed Gomphy framework to explore hypothesized business

events behind an unpaid loan problem in one bank and validate the problem hypotheses

as an empirical study. Fig. 4.1 shows a high-level context diagram for the overdue loan

problem. We use the PKDD’99 Financial database [26] to represent data that the bank may

have managed.

3. Grant Loans

Bank clients 4. Fail to
 Repay Loans Bank manager

The KPI of personal loan 
revenue shows less than 5% 
expected. 1. Apply for Loans

Bank clients

Financial databases
Bank clients

2. Evaluate the 
Loan Application

5. Problems behind 
the Unpaid Loan?
Any issues with 
Account balance?

Transactions?

Too much 
loan payment?

Figure 4.1. Unpaid loan problem in a bank

4.1 Introduction

The assertion that “A problem unstated is a problem unsolved” expresses the importance of

eliciting business needs and problems [1]. Understanding and validating a business problem

likely to hinder a business goal is often more critical than developing solutions. Validating

1This chapter contains material previously published as: ©2021 Springer. Reprinted, with permission,
from Ahn, R., Supakkul, S., Zhao, L., Kolluri, K., Hill, T., & Chung, L. (2021, December). Validating
Business Problem Hypotheses: A Goal-Oriented and Machine Learning-Based Approach. In International
Conference on Big Data (In press). Springer, Cham.
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a business problem helps define system boundaries in the early phase of requirements engi-

neering [2]. If the correct problems are validated first, a business can save precious time and

cost to deal with erroneous problems [5].

However, business organizations face difficulties confirming whether an elicited business

event causes or impacts other high-level problems [18, 48]. Specifically, some challenges

might be determining testable factors for the elicited problem, constructing a dataset to

test, and determining whether the identified problem has some relationships and how many

degrees towards the high-level problem and a business goal. The challenges can be illustrated

in Fig. 4.2. Developing an information system with unconfirmed problems frequently leads

to a system that is not useful enough to achieve business goals, costing valuable business

resources [12, 20].

Is this phenomenon a business problem?
RQ. How to validate a business problem?

Business Problem

Database
(Business Data)

RQ4. How to reason out the inter-relationships of problems?

RQ1. How to figure out  a 
testable factor corresponding 
to potential problems?

RQ2. How to map a 
testable factor to a 
data feature?

RQ3. What is the implication of 
data features to a problem? 
RQ3. What is the implication of 
data features to a problem? 

Figure 4.2. Research questions corresponding to research challenges

Drawing on our previous work Metis [22], we present GOMPHY, a Goal-Oriented and

M achine learning-based framework using a Problem H Ypothesis, to help validate business

problems [29, 65]. This paper proposes four main technical contributions: 1. An ontology
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for modeling and validating a business problem hypothesis is described. 2. An entity mod-

eling method for a problem hypothesis is presented to help identify an entity, attributes,

constraints, and relationships for a problem hypothesis in the source dataset. 3. A data

preparation method is described, mapping a problem hypothesis entity to a database entity

and features, extracting and transforming a dataset. 4. An evaluation method is elabo-

rated to detect positive or negative contributions among business problems and goals using

Machine Learning (ML) and ML Explainability techniques.

4.2 The Gomphy In Action

We suppose a hypothetical bank, the Case bank providing client services, such as opening

accounts, offering loans, and issuing credit cards. The bank has experienced an unpaid

loan problem. Some clients failed to make recurring payments when due. However, it did

not know what specific clients’ banking behaviors were behind this issue. Since this is a

hypothetical example, we used the PKDD’99 Financial database to represent data the bank

may have managed [26].

PKDD’99 Financial Database: The database contains records about banking services,

such as Account (4,500 records), Transaction (1,053,620), Loan (682), Payment Order (6,471),

Client (5,369), Credit cards (892), and Demographic (77). Six hundred six loans were paid

off within the contract period, and seventy six were not among the loan records. Fig. 4.3

shows the schema of the Financial database.

4.2.1 Step 1: Explore the Case Bank’s Problem Hypotheses

Requirements engineers begin Step 1, understanding and modeling the Case bank’s goals.

Potential problems hindering the goals are then hypothesized.
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Loan

loan_id
account_id
date
amount
duration
payments
status

Account

account_id
district_id
date
frequency

Client

client_id
birth_date
gender
district_id

PaymentOrder

order_id
account_id
bank_to
account_to
amount
symbol

Transaction

trans_id
account_id
district_id
date
type
operation
balance
symbol
bank
account

Disposition

disp_id
client_id
account_id
type

CreditCard

card_id
disp_id
type
issued

District

district_id
district_name
region
no_inhabitant
no_municipality_lt500
no_municipality_lt2000
no_municipality_lt10000
no_municipality_gt10000
no_city
ratio_urban_inhabitant
average_salary
unemployment95
unemployment96
no_entrepreneur
no_crime95
no_crim96

1 1

1

1..*

1
1..*

Figure 4.3. The schema of the Financial database

Step 1.1 Capture the Case bank’s goals

After understanding the bank domain, one of the bank’s goals, Maximize revenueNFsoftgoal

2 is modeled as an NF (Non-Functional) softgoal to achieve at the top level, which is AND-

decomposed and operationalized by Increase loan revenueOPsoftgoal and Increase fee rev-

enueOPsoftgoal as operationalizing softgoals, as shown in Fig. 4.4. The former is further

AND-decomposed to more specific softgoals of Increase personal loan revenueOPsoftgoal and

Increase business loan revenueOPsoftgoal.

During an interview, the bank staff indicated that the personal loan revenue of this

quarter is less than 5 percent for the Key Performance Indicator (KPI) they intended to

achieve due to some clients’ unpaid loans. So, the bank wanted to know which specific

banking events of a client contribute to the outstanding loan. However, the bank staff had

difficulties with how to do that.

2The Gomphy concept is expressed in the notation from [66].

30



Step 1.2: Hypothesize problems hindering the Case bank’s goal

We modeled that a client’s Unpaid loanOPsoftproblem Breaks(−−) the Increase personal

loan revenueOPsoftgoal. After understanding the loan process and analysis of the Finan-

cial database, we explored potential clients’ banking behaviors against the unpaid loan.

We hypothesized that a client’s LoanAbstractPH , Account BalanceAbstractPH , and Transac-

tionAbstractPH might somewhat positively contribute to the Unpaid loanOPsoftproblem, as illus-

trated in Fig. 4.4.

Figure 4.4. Hypothesizing problems for an unpaid loan

An abstract problem hypothesis is further decomposed into a testable problem hypoth-

esis that usually contains nominal, ordinal, interval, or ratio factors. For example, the

Balance of an AccountAbstractPH may be divided into the more specific Minimum balance of

an AccountTestablePH , Average balance of an AccountTestablePH , and Maximum balance of an

AccountTestablePH for the client’s loan duration using an OR-decomposition method.
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Based on the goal and problem hypothesis graph above, we can express one of the problem

hypotheses in a conditional statement. Let PH1 be the problem hypothesis The minimum

balance of an Account somewhat positively contributes to an unpaid loan for the loan dura-

tionPH . Then, we can consider the Minimum balance of an AccountSourcePH as a source prob-

lem hypothesis (or an independent variable), Somewhat positively contributesPHcontribution as

a contribution relationship, and an Unpaid loan for the loan durationTargetPH as a target

problem hypothesis (or a dependent variable).

Minimum balance of an AccountSourcePH

Some−plusPHcontribution−−−−−−−−−−−−−−→ Unpaid loan for the loan durationTargetPH

(4.1)

4.2.2 Step 2: Prepare an ML Dataset

In this step, we model a concept in the testable problem hypothesis as a problem hypothesis

entity, maps the attributes of a problem hypothesis entity to the attributes of a database

entity in the database or a domain dataset, and constructs an ML dataset based on the

identified data attributes.

Step 2.1: Model a concept in a problem hypothesis as an entity

The concept in a testable problem hypothesis is modeled as an entity using the entity-

relationship model [67]. The entity has attributes, constraints, and relationships. An at-

tribute is a property of an entity having measurable value. A constraint is a condition

restricting the value or state of a problem hypothesis. A relationship shows other entities

associated with this entity.

For example, the Minimum balance of an AccountSourcePH in PH1 is modeled as a problem

hypothesis entity of AccountPHE, having an attribute of balancePHEattribute, a constraint of

a minimum balancePHEconstraint, and a relationship of a LoanPHErelationship, as shown in
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Fig. 4.5. The testable factor, balancePHEattribute of a source problem hypothesis entity, may

be determined using Algorithm 1 in Section 3.3.

PH1: Minimum balance of an Account somewhat positively contributes to an unpaid loan for the loan duration

AccountPHE

balanceattribute

minimum balanceconstraint

Loanrelationship

LoanPHE

loan statusattribute

durationconstraint

Accountrelationship

TransactionDE

balanceattribute

minimum balanceconstraint

Loanrelationship

LoanDE

statusattribute
loan_date < d < 
loan_date+duration constraint

Transactionrelationship

Step 2.1

Step 2.2

Step 2.3 SELECT l.loan_id, min(t.balance)
FROM Transaction t, Loan l, Account a
WHERE t.account_id = a.account_id AND l.account_id = a.account_id AND

l.loan_date <= t.trans_date AND
t.trans_date <= l.loan_date+ INTERVAL + l.duration MONTH

GROUP BY l.account_id

S+

AccountDE

account_idattribute

Transactionrelationship
Loanrelationship

Minimum balance of an AccountSourcePH Unpaid loan for the loan duration TargetPH

Figure 4.5. Preparing an ML dataset for validating a problem hypothesis

Step 2.2: Map a problem hypothesis entity to a database entity

The attribute of a problem hypothesis entity may be semi-automatically mapped to at-

tributes in the database entity using Algorithm 2 in Section 3.3 while considering the

constraints and relationships of a problem hypothesis entity. Another way to map an at-

tribute of a problem hypothesis entity to attributes in the database entity may be possible

with tool support in Fig. 4.6. The tool first reads the database schema and shows the con-

cerned entity and attributes. We then select a database entity and check whether attributes

in the entity are similar to the attributes of the problem hypothesis entity.

For balancePHEattribute of AccountPHE, we first select the Account entity and check

whether an attribute in the entity semantically matches the balancePHEattribute. As we can
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Figure 4.6. Mapping attributes between a problem hypothesis entity and a database entity

not find a relevant attribute of the Account, we check the subsequent entities. While iterat-

ing database entities, we can find a balance attribute of the Transaction entity, representing

a balance after the banking transaction. So, we map AccountPHE to TransactionDE and

balancePHEattribute to balanceDEattribute. The constraint and relationships of a problem hy-

pothesis entity are similarly mapped to those of a database entity.

Step 2.3: Build an ML dataset

The identified attributes, constraints, and relationships corresponding to the source and

target problem hypothesis entity are used to build a database query and extract a dataset,

as shown in Fig. 4.5. Data preprocessing techniques are then applied to the extracted dataset.

For example, the data of the Minimum balance of an AccountSourcePH can be extracted

using the identified balanceDEattribute, and minimum balanceDEconstraint in TransactionDE.

SQL group function, min() may be used to select minimum balanceDEconstraint. Also, to
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apply the relationship LoanDErelationship, we need to identify a primary key and a foreign key

relationship between LoanDE entity and TransactionDE, which lead to identifying AccountDE

entity. The loan durationDEconstraint of LoanDE is also applied, as shown in Fig. 4.5.

We then tentatively store the resulting dataset for each testable problem hypothesis and

integrate it into an ML dataset. Next, we may need to transform some feature values using

preprocessing techniques, including scaling feature value using a normalization method and

converting categorical data to a numeric value, such as using a one-hot encoding method,

in our example on the transaction type, mode, symbol features. We may also fill in some

missing values, replacing the null value with an average value and others [68].

4.2.3 Step 3: Evaluate the Impact of Problem Hypotheses Using ML

The impact of banking events towards the unpaid loan encoded as data features and a target

label is uncovered using Supervised ML models and ML Explainability model, decoding

hidden feature patterns in the dataset [69, 70].

Step 3.1: Detect feature importance

To decode the relationships among banking events and an unpaid loan, four ML models,

such as Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), and eXtreme

Gradient Boosting (XGBoost) were built with the dataset. The ML models then predicted

the loan instances as Paid or Unpaid Loan. The accuracy of each ML model was 0.92 (LR),

0.95 (DT), 0.973 (RF), and 0.977 (XGBoost), as shown in Fig. 4.12. The more accurate

an ML model, the more confidence we can use feature importance value to get insight for

validating a problem hypothesis.

Next, we utilized the SHAP (Shapley Additive exPlanations) model to get an intuitive

and consistent feature value [58]. The XGBoost model was given as input to the SHAP

model. To analyze the feature importance for prediction results, we first collected predicted
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instances of unpaid loans. Fig. 4.7 shows the SHAP value of some important features for

one case, where we can notice that the minimum balance, the minimum amount transaction,

the average balance, and the household remittance somewhat positively impact the unpaid

loan. The wider the width, the higher the impact. After that, we summed up the feature

values of all the unpaid loans to detect the feature impact of all unpaid loans.

Figure 4.7. Feature importance for one unpaid loaner

Step 3.2: Update a contribution weight and type with feature importance

The collected feature importance value (Isource,target) can be considered a contribution weight

from a source to a target problem hypothesis. The contribution weight and type of each leaf-

level problem hypothesis are updated based on the detected feature importance value using

Formula 4.2 and 4.3.

weight(PHsource, PHtarget) = Isource,target (4.2)

ctr type
(
Isource,target

)
=


S+ if Isource,target ≥ 0

S- if Isource,target < 0

(4.3)

For example, the Contribution weight and type of the leaf node, the minimum balance,

are updated with the detected value 15.32 and S+ in Fig. 4.8. Similarly, the contribution

weight and type of other leaf nodes are updated accordingly.
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Next, to know the direct and indirect impact of leaf-level problem hypotheses towards a

high-level problem in the problem hypothesis model, we first calculate the fitness score of a

source problem hypothesis using Formula 4.4.

score(PHs) =

(#targets∑
t=1

weight(PHt)× weight(PHs, PHt)

)
(4.4)

We assume the weight of each problem hypothesis is 0.2, adopting a weight-based quan-

titative selection pattern [64]. For example, the fitness score of the Minimum balance of an

AccountSourcePH is calculated as (0.2 * 15.32 =) 3.064.

4.2.4 Step 4: Validate Problem Hypotheses

This step selects the most critical problem hypothesis as a validated one among many al-

ternative hypotheses and evaluates the impact of the validated problem on other high-level

problems, as shown in Fig. 4.8.

Step 4.1: Select the most influential source problem hypothesis

Among alternative problem hypotheses contributing to a target problem in the problem

hypothesis model, we select a problem hypothesis having the highest fitness score in the leaf

nodes. Banking staff may give a qualitative priority for some problem hypotheses, depending

on some schemes, such as normal, critical, or very critical. Here, we assume a normal priority

for all the problem hypotheses.

For example, the Minimum balance of an AccountSourcePH in the problem hypothesis

model was selected by Formula 4.5 as it has the highest fitness score among the leaf problem

hypotheses under Unpaid loanOPsoftproblem.

selection(PHtarget) = max
(
score(PHsource)

)#sources

s=1
(4.5)
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Discovering Feature Importance Using SHAP Model 

An ML Data Set
ML Models for Unpaid Loan Prediction

Logistic  
Regression

Decision 
Tree

Random 
ForestXGBoost

Prediction of 
Loan Status

True Positive (TP)
(Unpaid Loan)

True Negative (TN)
(Paid Loan)

False Positive False Negative

Prediction Accuracy 
[Unpaid Loan]

Collective 
Feature Importance

+15.3 -0.02

S+
S+

S+
S-

S-

TP records predicted by ML model

+1.1 +0.05 -0.04 +0.30

Loan amount

Loan duration

Monthly payment

Loan Status

Unpaid

Average balance

Minimum balance

Maximum balance

Figure 4.8. Validating a problem hypothesis using feature importance

The chosen problem hypothesis is considered a validated problem hypothesis by Formula

4.6, as it is most likely to be the cause for the target problem hypothesis [59]. It means

the Minimum balance of an AccountSourcePH is likely to be the most important cause of the

Balance of an AccountAbstractPH .

validated(selection(PHi))→ validated(PHi) (4.6)

Step 4.2: Apply qualitative reasoning methods to reason the validation impact

towards a high-level problem

Once the most likely problem hypothesis is validated, as shown by check mark in Fig. 4.8,

qualitative reasoning, e.g., the label propagation procedure [29], is carried out to determine

the validated problem’s impact upward a problem.
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If the Minimum balance of an AccountSourcePH and Somewhat positively contribute to

PHcontribution are satisficed, then the Balance of an AccountAbstractPH is satisficed. The

reasoning propagation shows that the Balance of an AccountSourcePH somewhat positively

contributes to the Unpaid loanOPsoftproblem, which Breaks the Increase personal loan rev-

enueOPsoftgoal in Fig. 4.8.

4.3 Experimental Results

We performed three experiments to see the strength and weakness of Gomphy. While ex-

periments 1 and 2 were performed without Gomphy, experiment 3 was conducted with the

Gomphy framework.

4.3.1 Experiment 1

In this experiment, we treated all the features in the Financial database as potential events

causing unpaid loans. We prepared the ML dataset by selecting all the data features in the

database, except the table identifiers, where the selected features were considered potential

problems and loan status as a target label. The prepared ML dataset included 72 features

and 449,736 records based on the Transaction id. The large records are due to the join

operation among Account, Transaction, and Payment Order tables.

As some ML algorithms such as Gradient Boosting Tree provide feature importance, we

analyzed whether the provided essential features could be possible banking events leading

to the unpaid loan. Fig. 4.9(a) shows some important features predicted by the XGBoost

model. However, it was not easy to get some ideas about whether the loan granted year and

the credit card type, classic, has some relationships towards the unpaid loan.

One critical issue of this approach is that the ML models, e.g., XGBoost, showed different

prediction results for the same loan instance. For example, different transaction records,
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(b) Top 3 important features in XGBoost in Exp.2(a) Top 10 important features in XGBoost Exp. 1

Figure 4.9. Top important features in experiment 1 and 2

having the same Loan ID 233, showed different loan prediction results (i.e., paid and unpaid),

which confused in identifying a banking event leading to the unpaid loan.

4.3.2 Experiment 2

In this experiment 2, the ML dataset was prepared based on the loan ID, unlike experiment

1, to understand the primary features produced by ML models. For preparing the loan-based

dataset, we used SQL group functions, such as Sum, Min, and Avg, to select records for the

one-to-many relationships between Account and Transactions. The final dataset contained

682 records, including 72 features. Four ML models were built to predict the loan instances.

Fig. 4.9(b) shows some important features for the XGBoost model.

Among the three important features, minimum balance, minimum transaction amount,

and average balance, it could be possible that the minimum balance could cause an unpaid

loan. However, it was confusing whether the minimum amount of transaction could lead to

unpaid loan events. Other banking events related to the minimum amount of Transactions

seemed to be needed to get a deep understanding of this issue.

A critical issue of this approach is that the prepared dataset did not consider the boundary

condition of the records within the loan duration, which may give incorrect predictions and

show a lack of rationale for identifying critical root causes of the unpaid loan. For example,

when the loan duration of loan ID 1 is two years from 1993, the dataset included records of
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1996 and 1997. The prediction based on the inaccurate dataset would not be reliable and

cause other consequences in the bank.

4.3.3 Experiment 3

In this experiment 3, we applied the Gomphy framework to validate clients’ banking events

towards the unpaid loan. The banking events were hypothesized as four groups: Loan,

Account, Transaction, and Client. The hypothesis is further analyzed into testable problem

hypotheses, as shown in Fig. 4.8.

Transaction

Deposit Withdrawal

Cash Transfer from 
other banks

Remittance to 
other banks

Pension

Interest Insurance
(Remittance)

Household 
(Remittance)

Loan Payment
(Remittance )

Credit CardCash

Insurance
(Cash)

Interest Rate
(Cash)

Household 
(Cash)

Payment for Statement
(Cash)

Figure 4.10. Deposit and withdrawal classification in Transaction

While preparing a dataset, we could understand that the balance of Transaction depends

on transaction type (deposit or withdrawal), operation (mode of a transaction), and symbol

(characterization of the transaction) features, as shown in Fig. 4.10. So, we hypothesized

events related to the operations and symbols as possible causes to the change of the balance,

which were added to the set of a problem hypothesis. Otherwise, the category features would

be hot-encoded in a usual ML approach, like in experiments 1 and 2.

Based on the modeled problem hypotheses with banking domain understanding and

database analysis, six hundred eighty-two records with 25 features were prepared. Four ML
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models were run then to predict whether each loan could be paid off or not. Next, the ML

Explainability model was applied with separately collected unpaid loan cases to understand

better the impact of the features.

(a) Important features with SHAP in summary graph (b) Features Value and Contribution Type

Figure 4.11. Important features and contribution type in experiment 3

Fig. 4.11, produced by the SHAP model, shows some important features for the un-

paid loan, including the minimum balance, the minimum transaction amount, remittance

withdrawal for household cost, and others. We could also understand that the minimum

transaction amount is related to the sanction interest if the balance of an Account is nega-

tive after we performed further analysis.

The accuracy, precision, and F1-Score of the ML models in Experiment 3 are shown in

Fig. 4.12. XGBoost showed slightly better accuracy than Random Forest. So, we selected

XGBoost as the ML model for getting feature importance.

The trade-off analysis for the experiments is shown in Table 4.1. Experiment 1 is easier to

perform validation assuming all the features as problem hypotheses. However, its results are

difficult to understand, even giving different predictions for the same loan case. Experiment

2 shows more sensible results than experiment 1 but is still challenging to understand the
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Figure 4.12. ML models’ performance comparison in experiment 3

rationale and the relationships among the problem hypotheses and a target label. To validate

and explain potential events, it needs to apply some systematic process, data constraints,

e.g., data boundary and feature analysis. Experiment 3 provides sensible and understandable

relationships between the banking events and an unpaid loan. It takes some time to apply

the Gomphy process but helps identify the most critical banking event and provides insights

into the hypothesized banking events.

Table 4.1. Experiments comparison for validating problem hypotheses
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4.4 Discussion and Related Work

Problem analysis and validation have been studied to understand real-world problems in

two major areas: Requirements Engineering and Machine Learning. The distinctive of our

approach is to use a concept of a problem hypothesis to refute or confirm potential business

problems using ML.

In Requirements Engineering, a Fishbone diagram has been used to identify possible

causes for a problem or an effect [35]. This technique helps enumerate potential causes for a

problem. However, the lack of a clear relationship between a cause and an effect, e.g., logical

connectives, such as AND, or OR, makes problem validation difficult.

The Fault Tree Analysis (FTA) provides deductive procedures and a logic diagram to help

determine failures or errors of software, hardware, and people with a top-down approach [71].

FTA provides Boolean logic operators. When linked in a chain, these statements form a logic

diagram of failure. However, FTA does not provide relationship direction and degrees, such

as positive, negative, full, and partial, making it challenging to validate business problems

using ML. (Soft-)Problem Inter-dependency Graph (PIG) uses a (Soft−)problem concept

to represent a stakeholder problem against stakeholder goals, where a problem is refined

into sub-problems [37]. However, PIG lacks a mechanism to connect sub-problems to data

features to test. While the Fishbone diagram, FTA, and PIG provide a sound high-level

model, they need validation mechanisms for confirming the causes behind business problems.

In the area of Machine Learning, some ML algorithms, such as Linear Regression and

Decision Trees, provide feature importance value concerning their predictions. When ML

models predict a numerical value in the regression model or a target label in the classifi-

cation, relative feature importance scores are calculated for the features in the dataset [5].

Explainable machine learning models also provide feature importance [56]. LIME(Local In-

terpretable Model-agnostic Explanations) explains individual predictions, but there is some

instability of the explanations, which may hurt validating business problems [57]. SHAP
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(SHapley Additive exPlanations) outputs feature value that helps to understand business

problems. However, SHAP may take a long computational time [58].

Although we could utilize feature importance in ML algorithms to get insights about busi-

ness problems, one issue is identifying essential factors to test. Some features or attributes,

among many features, in the dataset, might be redundant, irrelevant, or less critical to busi-

ness problems. Dimensionality reduction techniques, such as Principal Component Analysis

(PCA), and Formal Concept Analysis (FCA), are often used to find essential features for a

target label [72, 73]. However, the data features selected by the dimensionality reduction

techniques often makes it difficult to understand transparent relationships between the fea-

tures and high-level business problems in the context of goals [74]. The Gomphy framework

provides traceability from goals to problems, data features, and ML, bridging the gaps in a

complimentary manner.

While some banking events, such as pension deposit at the end of a month, regularly

occur, others, such as household payment with cash, randomly. Our work deals with the

time-series nature of both banking events, but not in a strict sense. In-depth analysis and

validation of the time-series banking events may provide other insights about potential causes

of the unpaid loan.

Limitations This paper has some limitations. 1) Correlation among problem hypotheses

and goals could be utilized to understand the business events better, but the correlation

analysis was not explored yet. 2) The mapping process between a problem hypothesis entity

and a database entity is partially supported with a prototype mapping tool, although the

tool needs more work to be more effective. 3) After a potential problem, e.g., a minimum

balance, is validated, bank staff may take tentative actions. For example, the bank may

waive fees on missed loan payments or offer affected clients options to defer loan payments

for a finite period. The more long-term and effective solutions need to be explored and

validated using a solution hypothesis to mitigate the validated problem.
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4.5 Conclusion and Future Work

This paper has presented the Gomphy framework to validate business problems with an

empirical study validating clients’ banking events behind an unpaid loan. Business organi-

zations may use Gomphy to confirm whether some potential problems hidden in Big Data

are against a business goal or not. Gomphy would help find real business problems and

improve business value, especially in Big Data and Machine Learning (ML) projects. Four

main technical contributions were: 1. A domain-independent Gomphy ontology, helping

avoid omissions and commissions in modeling categories of essential concepts and relation-

ships, 2. A method of modeling a concept of a problem hypothesis as a problem hypothesis

entity, 3. A data preparation method, supporting to identify relevant features to test in a

database and build a dataset; 4. An evaluation method detecting the positive and negative

relationships among problem hypotheses and validating the problem hypothesis with feature

importance and reasoning scheme.

Future work includes an in-depth study about the positive or negative impact of corre-

lated features and analysis of time-series events on validating problem hypotheses, exploring

potential solutions to mitigate the validated problem using ML and a goal hypothesis, and

developing a reliable Gomphy assistant tool.
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CHAPTER 5

DATA PREPARATION FOR VALIDATING BANKING PROBLEMS

BEHIND UNPAID LOAN

Preparing an essential dataset representing business problems is vital in the Machine Learn-

ing (ML) project to mine some hidden patterns in data and discover insights leveraging the

patterns in alleviating or mitigating business problems. In this chapter 1 , we show how an

ML dataset about potential banking problems behind the unpaid loan is constructed from

the Case bank’s Financial database by applying the Dregon ontology and process.

5.1 Introduction

Preparing an essential dataset representing business problems is vital in the Machine Learn-

ing (ML) project to mine some hidden patterns in data and discover insights leveraging the

patterns in alleviating or mitigating business problems [3, 49, 5]. For example, preparing

a relevant dataset from a banking database for predicting a client’s loan default would be

critical to the success of the ML project as the bank may take some actions to mitigate the

problem with the prediction result.

However, preparing an ML dataset for identifying some events behind a business problem

is challenging [13, 18]. Specifically, some challenges might be systematically exploring poten-

tial events leading to a business problem, identifying testable factors for the specified events,

and mapping the testable factors to data features to extract relevant data from source data.

Problem validation with an irrelevant or unimportant dataset may give inaccurate predic-

tions, leading to dissatisfaction systems, consequently not solving business problems and

failing to achieve business goals [20, 21].

1This chapter contains material previously published as: ©2021 IEEE. Reprinted, with permission, Ahn,
R., Supakkul, S., Zhao, L., Kolluri, K., Hill, T., & Chung, L. (2021, October). A Goal-Oriented Approach for
Preparing a Machine-Learning Dataset to Support Business Problem Validation. In 2021 IEEE International
Conference on Cloud and Big Data Computing (CBDCom). pp. 282-289, IEEE.
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Drawing on our previous work, GOMA [75], Metis [22], and Gomphy [24], we present

a goal-oriented data preparation framework, DREGON (Data pREparation using GOal-

orieNtation), to support business problem validation. Four technical contributions are made

in this chapter. Firstly, a domain-independent ontology and a process for data preparation

are described. Secondly, a method for capturing business events likely causing problems is

presented. Thirdly, an entity modeling method determining a testable factor of the captured

business event is elaborated. Fourthly, a mapping method for connecting a testable factor

to a database entity and features is shown.

This chapter illustrates the proposed Dregon approach using a retail banking application

and a Financial database. We suppose a hypothetical bank, the Case bank provides client

services, such as offering loans and issuing credit cards. The bank has experienced an

unpaid loan problem, where some clients failed to pay loan payments when due. However, it

was challenging for the bank manager to know what specific clients’ banking behaviors were

behind this issue. So, the bank consulted a data analytics company to address this issue. The

company hypothesized potential events impacting the loan problem against the bank’s goals.

It then prepared some data from the Financial database, performed an in-depth ML analysis

by validating the hypothesized events, and suggested highly likely client’s banking behaviors

leading to the loan problem to the bank manager. This chapter shows how goals, problems,

hypothesized banking events, and some ML concepts, such as data features, a target label,

and classification, can be systematically applied to prepare a dataset to validate potential

banking events towards the unpaid loan. Our approach could help the bank manager make

sound decisions about alternative potential banking events and get confidence in mitigating

the problem. Fig. 5.1 shows a high-level context diagram concerning the unpaid loan.
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Figure 5.1. Unpaid loan in Case bank (empirical study context)

5.2 Related Work

The distinctive of our data preparation approach is to use a problem hypothesis for exploring

alternative causes of a business problem in a goal-oriented manner, map the alternatives to

data features of a database entity, and extract relevant data from a source database. The

prepared data set is then entered into ML models to support business problem validation.

Problem analysis and data preparation have been studied to understand and solve real-

world problems in two major areas: Requirements Engineering and Machine Learning [46,

76]. In Requirements Engineering, a Fishbone diagram [35], Fault Tree Analysis (FTA)

[71], Problem Frame [77], and (Soft-)Problem Interdependency Graph (PIG) [37] have been

used to analyze root causes behind a problem. A Fishbone diagram supports enumerating

potential reasons for a problem and is typically used in a brainstorming session. FTA depicts

a failure path and forms a logic diagram of failure. Problem Frame uses concepts including

phenomena, shared phenomena, and domain requirements to analyze business problems and

develop software solutions. PIG uses a (Soft−)problem concept to represent a stakeholder

problem against stakeholder goals and provides refinement methods for a (Soft−)problem.
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While these techniques provide a sound, high-level model for analyzing business problems

into sub-problems and some relationships, they lack mechanisms for connecting high-level

concepts to the data features in a database and validating the identified problems using

operational data in business.

In the area of Machine Learning, data is prepared in the structure or format that fits each

machine learning task. As business databases may include noise, missing values, similar fea-

tures, or redundant data, some low-quality data should be preprocessed or reduced for good

prediction. There can be two kinds of preparation techniques, data preprocessing and data

reduction [49]. The data preprocessing techniques may include data cleaning, transforma-

tion, integration, normalization, missing data imputation, and noise identification [50, 51].

In data reduction, the amount of data is downsized, while the reduced data still includes

the essential structure of the original data. The data reduction techniques include feature

selection, instance selection, discretization, feature extraction and/or instance generation

[52, 53]. Although the data preprocessing and data reduction techniques in ML are useful

in partly preparing data, these techniques often lack high-level concepts, such as goals and

problems and their relationships, such as positive, negative contributions. These techniques

are often used to identify low-level problems informally and do not provide traceability to

higher-level problems [54]. Our approach prepares an ML data dataset to support business

problem validation, adopting essential concepts of the goal-oriented and ML-based approach

in a complementary manner.

5.3 The Dregon Approach

The Dregon approach provides a domain-independent ontology and a series of steps, helping

prepare a dataset by exploring problems, determining a testable factor and data features,

and extracting data.

The Dregon approach provides
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1. a domain-independent ontology and a series of steps,

2. helping prepare a dataset by exploring problems,

3. determining a testable factor and data features, and

4. extracting data.

5.3.1 The Dregon Ontology

Goal Problem
(Phenomenon)

Database 
Entity

Problem 
Hypothesis 

(Phenomenon)

Source 
Data

ML 
Dataset

against

In/Validated

Mapped

Encoded

Extracted /
Transformed

ML Model
helps

Predict

Entered

Used

likely against

Figure 5.2. The data preparation ontology at a high-level

The Dregon ontology, adopting critical concepts from a goal-oriented [59] and ML-based

approach [78], intends to help data preparation for validating a problem hypothesis. The

ontology consists of essential categories of modeling concepts, relationships among concepts,

and constraints on the concepts and relationships. Fig. 5.2 shows a high-level ontology. The

boxes and arrows represent concepts and relationships among concepts.

The more detailed Dregon ontology is shown in Fig. 5.3. A few essential concepts needed

for preparing a dataset are described. A (Soft-)Goal is defined as a goal that may not

have a clear-cut criterion and can be specialized into a Non-Functional (NF) softgoal, an

Operationalizing softgoal, and a Claim softgoal. While a (Soft-)Problem is a phenomenon
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against a softgoal, a Problem Hypothesis is a hypothesis that we believe a phenomenon is

against a softgoal.

Legend

Figure 5.3. The detailed data preparation ontology for a validating problem hypothesis

There are two kinds of problem hypotheses, an Abstract Problem Hypothesis and a

Testable Problem Hypothesis. An abstract problem hypothesis is conceptual and not concrete

enough to test, whereas a testable problem hypothesis is measurable and testable. A Testable

Problem Hypothesis may be further refined, forming a testable Source Problem Hypothesis

and a Target Problem Hypothesis. A Problem Hypothesis Entity is an entity representing

a Testable Problem Hypothesis and may be mapped to a relevant Database Entity having

Attributes, Constraints, and Relationships in a source data model. The identified database

entities are used to extract data from source data using Data Extraction Method.

The Contribution relationships among goals, problems, and problem hypotheses are cat-

egorized into Decomposition types, such as AND, OR, EQUAL, or Satisficing types, such

as Make, Help, Hurt, Break, Some-Plus, Some-Minus, Unknown adopted from the NFR

Framework [59]. The relationships between problem hypotheses and problems are either

Validated or Invalidated.

One crucial constraint about a problem hypothesis includes time-order among a source

and target problem hypothesis, where a source problem hypothesis must have occurred before
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the target problem hypothesis. Other constraints are a positive contribution from a source

problem hypothesis to a target problem hypothesis, and the contribution relationship should

be reasonably sensible [60].

5.3.2 The Dregon Process

The Dregon process, shown in Fig. 5.4(a), consists of four steps, Step 1: Explore business

goals, Step 2: Hypothesize business problems, Step 3: Identify data features for a problem

hypothesis, and Step 4: Extract and transform datasets. The steps are necessary to sys-

tematically prepare an ML dataset and should be understood as iterative, interleaving, and

incremental in ML projects. The detailed sub-steps are described in the following Section

4.2.
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Figure 5.4. The data preparation process and the Financial database schema

5.4 The Dregon in Action

PKDD’99 Financial Database: The database contains records about banking services,

such as Account (4,500 records), Transaction (1,053,620), Loan (682), Payment Order (6,471),

and Credit cards (892) [26]. Six hundred six (606) loans were paid off within the contract pe-

riod, and 76 were not among the loan records. The Financial database schema in Fig. 5.4(b)

shows the conceptual schema of the Financial database in the UML notation.
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5.4.1 Step 1: Explore Business Goals

We begin Step 1, understanding and modeling the Case bank’s goals, and then refining

high-level goals into concrete and measurable goals.

Step 1.1: Capture the Case bank’s goals

To better understand the relationships between the Case bank’s goals and problems, we

interview the bank manager and staff to understand and capture the Case bank’s business

goals and process. Maximize revenue 2 is captured as one of the bank’s high-level goals

and then is modeled as an NF softgoal, Maximize revenueNFsoftgoal to achieve, as shown in

Fig. 5.5(a).

Step 1.2: Refine the Case bank’s goal

The modeled NF softgoal is AND-decomposed and operationalized by Increase loan rev-

enueOPsoftgoal and Increase fee revenueOPsoftgoal as Operationalizing softgoals. The former

is further AND-decomposed to more specific Operationalizing softgoals of Increase personal

loan revenueOPsoftgoal and Increase business loan revenueOPsoftgoal. During an interview, the

bank staff indicated that the personal loan revenue of this quarter is less than 5 percent for

the Key Performance Indicator (KPI) [79]. This KPI indicates the unpaid loan is a problem

hurting Increase personal loan revenueOPsoftgoal.

5.4.2 Step 2: Hypothesize Business Problems Hindering Goals

In Step 2, we explore possible banking events leading to the unpaid loan and determine a

testable factor of the problem hypothesis to validate.

2The Dregon concept is expressed in the notation from [66] to show the modeling concepts in a class and
an instance level.
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Step 2.1: Hypothesize banking events hindering the Case bank’s goal

We first model that a client’s Unpaid loan OPsoftproblem Breaks(−−) the Increase per-

sonal loan revenueOPsoftgoal. There could be many banking events related to the Unpaid

loanOPsoftproblem. To narrow the scope of business events to analyze, we then explore po-

tential banking events that could positively contribute to the Unpaid loanOPsoftproblem and

eventually hurt Increase personal loan revenueOPsoftgoal. In other words, a goal and a prob-

lem are used as the context to search potential banking events.

After more understanding of the loan process and analysis of the Financial database, we

hypothesize that a client’s Poor LoanAbstractPH , Abnormal Account BalanceAbstractPH , and

Exceptional TransactionAbstractPH might positively contribute to the Unpaid loanOPsoftproblem

at an abstract level, as shown in Fig. 5.5(a).

S+

PH1: If the minimum balance of an Account associated with a Loan is below certain 
threshold, then the status of a Loan is likely to be unpayable for the loan duration. 

AccountSourcePHE

balanceattribute

below thresholdconstraint

Loanrelationship
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loan statusattribute
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If the minimum balance of an Account is below  
certain threshold associated with a Loan, 

then the status of a Loan is likely to be 
unpayable for the loan duration
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[acc.balance < threshold ∧ Has(acc, l)]

l.status = likely unpayableà

<<contribute>>

TransactionSourceDE
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Step 3.2
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Transactionrelationship

AccountSourceDE

account_idattribute

Transactionrelationship
Loanrelationship

Step 3.1

(a) Modeling the banking goals and hypotheses of unpaid loan (b) Identifying data features for a problem hypothesis
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+
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Figure 5.5. Applying the Dregon process for an unpaid loan

Step 2.2: Refine an abstract problem hypothesis into a testable problem hypoth-

esis

The identified abstract problem hypothesis is further decomposed into a testable problem

hypothesis that usually has a value of categorical or numeric type. For example, the Balance
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of an AccountAbstractPH is OR-decomposed into the Minimum balance of an AccountTestablePH ,

Average balance of an AccountTestablePH , and Maximum balance of an AccountTestablePH for

the client’s loan duration, which has a numeric balance.

Based on the goal and problem hypothesis graph, we can express one of the problem

hypotheses in a conditional statement. Let PH1 be the problem hypothesis If the minimum

balance of an Account associated with a Loan is below a certain threshold, the status of

Loan is likely to be unpayable for the loan duration. Then, we can consider the minimum

balance of an Account associated with a Loan is below a certain thresholdSourcePH as a source

problem hypothesis (or an independent variable), some positively contributesPHcontribution as

a contribution relationship, and the status of Loan is likely to be unpayable for the loan

durationTargetPH as a target problem hypothesis (or a dependent variable).

Minimum balance of an account below a thresholdSourcePH

Some−plusPHcontribution−−−−−−−−−−−−−−→

Status of a loan unpayable for the loan durationTargetPH

(5.1)

5.4.3 Step 3: Identify Data Features for a Problem Hypothesis

We model a concept in a testable problem hypothesis as a problem hypothesis entity and

map the entity to a database entity.

Step 3.1: Model a concept in a problem hypothesis as an entity

The concept in the elicited testable problem hypothesis is modeled as a problem hypothesis

entity using the entity-relationship model [61] [62]. A problem hypothesis entity consists

of attributes, constraints, and relationships. An attribute is a property of an entity having

measurable value. A constraint is a condition restricting the value or state of a problem

hypothesis. A relationship shows other entities associated with this entity.
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For example, the Minimum balance of an Account below a thresholdSourcePH in PH1

is modeled as a AccountSourcePHE, having balancePHEattribute, minimum balance, less than

thresholdPHEconstraint, and a LoanPHErelationship. Similarly, the Status of a loan unpayable

for the loan durationTargetPH is modeled as LoanTargetPHE having statusPHEattribute, dura-

tionPHEconstraint, and AccountPHErelationship, as shown in Fig. 5.5(b).

Step 3.2: Map a problem hypothesis entity to a database entity

The attribute of the problem hypothesis entity (PHE) may manually be mapped to attributes

of the database entity (DE), considering the constraints and relationships of the PHE. To

guide systematic mapping, we identified five types of mappings from a PHE to a DE, as

shown in Fig. 5.6.

The first type of mapping is from a target PHE to a target DE. The attribute and

constraints of the target PHE are mapped to those of the target DE, where the attribute of

the target DE becomes a target or classification label. For example, loan statusPHEattribute

of LoanTargetPHE in Fig. 5.5(b) is mapped to the LoanDE and statusDEattribute.

The second type is from a source PHE to a target DE. Here, we can notice that the

mapped entity is the same target DE in the first type of mapping, but the attribute of a

target DE is not a target label.

The third type is from a source PHE to a source DE, where the source DE is directly

associated with the target DE in the database schema. The attribute and constraints of the

source PHE are mapped to those of source DE. The relationship of a source DE is the name

of the target DE and vice versa.

The fourth type is from a source PHE to a source DE similar to the third type, but

the source DE is indirectly related to the target DE. In other words, there are other DEs

between the source DE and the target DE. For example, for the balancePHEattribute of Ac-

countSourcePHE in Fig. 5.5(b), we first select the Account entity of the database schema and
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Figure 5.6. Mapping types from a problem hypothesis entity into a database entity

check whether some attributes of the Account semantically match the balancePHEattribute. If

we could not find a relevant attribute of the Account, then we check the subsequent enti-

ties. While iterating domain entities, we could see a balance attribute of the Transaction

entity, representing a balance after the banking transaction. So, we mapped AccountPHE

to TransactionDE and balancePHEattribute to balanceDEattribute. As TransactionDE is not di-

rectly related with LoanDE, we identify AccountDE that is related with both LoanDE and

TransactionDE.

This mapping may be streamlined with the Dregon prototype tool in Fig. 5.7. The tool

first reads the Financial database schema and shows the concerned entity and attributes.

Each entity may be selected and checked whether the entity’s attributes are similar to that

of the problem hypothesis entity.

5.4.4 Step 4: Extract and Transform an ML Dataset

This step extracts a dataset using the identified database entity, data features, and con-

straints. We then merge each dataset corresponding to the problem hypothesis and transform

the integrated dataset for ML processing.
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Figure 5.7. Mapping a problem hypothesis entity into a database entity

Step 4.1: Extract and merge an ML dataset

The identified database entities corresponding to the source and target PHE are used to

make a database query, as shown in Fig. 5.5(b). For example, the data of the Minimum

balance of an Account below a thresholdSourcePH in PH1 can be extracted using the identified

balanceDEattribute, minimum balance < threshold DEconstraint, and Loan, AccountDErelationship

in TransactionDE. SQL group function, min() may be used to select minimum balance

DEconstraint. Also, to apply for the relationship Loan, AccountDErelationship, we need to identify

a primary key and a foreign key relationship between LoanDE and TransactionDE, which

leads to identify AccountDE. The loan durationDEconstraint of LoanDE is also applied, as

shown in Fig. 5.5(b).

The data of Unpaid Loan for the loan durationTargetPH can be extracted using the fol-

lowing SQL code, which needs to join Loan and Account tables.
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SELECT l.loan_id, l.status

FROM Loan l, Account a

WHERE l.account_id = a.account_id

Each dataset for the hypothesized business events is extracted, tentatively stored in the

database, and then integrated into one dataset. Those datasets are then merged into one

dataset based on the loan status, as shown in Fig. 5.8.
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Figure 5.8. Merging partial datasets into an ML dataset

Step 4.2: Transform an ML dataset

The merged dataset may need to be preprocessed for some features, including filling in

missing values, scaling feature values, converting categorical data to a numeric value, and

others. The clean data are then entered into ML models. For example, we scaled the features

of the integrated dataset using the data normalization method. We also used a one-hot

encoding on the transaction type, mode, symbol features, and other nominal features.
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5.5 Experimental Results

We performed three experiments to see the strength and weakness of the Dregon approach. In

experiments 1 and 2, we prepared the ML dataset without the proposed approach, assuming

all the features in the Financial database are potential banking events that could cause the

unpaid loan. In experiment 3, we prepared the dataset to validate banking events towards

the outstanding loan, following the Dregon process.

5.5.1 Experiment 1

For this experiment, we assumed all the attributes, except the table identifiers, of the entities

in the Financial database schema as potential events causing unpaid loans without a goal

and problem analysis. We selected the loan status as a target feature. The prepared ML

dataset included 72 features with some transformation methods, such as hot encoding for the

nominal features and 449,736 records based on the transaction id. The significant records

are due to the join operation among Account, Transaction, and Payment Order tables.

As some ML algorithms, such as Gradient Boosting Tree, provide feature importance

[65, 56], we analyzed whether some features could be important factors towards the unpaid

loan. Fig. 5.9 shows some crucial features predicted by the XGBoost model. However, it was

not easy to get some ideas about whether the loan granted year and the credit card type,

e.g., classic, has some relationships towards the unpaid loan.

One critical issue of this approach is that one ML model, e.g., XGBoost, showed different

prediction results for the same loan instance. For example, different transaction records,

having the same Loan ID 233, showed different loan prediction results (i.e., paid and unpaid),

which made the dataset poor in identifying a banking event for the unpaid loan.

Another issue is that this experiment included some unlikely features, such as no. of

committed crimes ’95. It was not easy to understand whether the no. of committed crimes
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Figure 5.9. Top important features in experiment 1

is related to clients’ loan payments as the feature is highly related to the community behavior,

not a client’s banking behavior.

5.5.2 Experiment 2

In experiment 2, we also assumed all the attributes in the database as potential problems

without considering steps 1 and 2 of the Dregon process. However, we prepared the ML

dataset centered on the loan ID to prevent duplicate data values of a loan record, un-

like experiment 1. We used SQL group functions, such as Sum, Min, and Avg, to select

records for the one-to-many relationships, for example, the relationship between Account

and Transactions. The final dataset contained 682 records, including 72 features. Fig. 5.10

shows important features the Random Forest model provided, although it was challenging

to understand whether they positively contribute to the loan status.

A critical issue of this approach is that the prepared dataset did not consider some

boundary constraint of the loan. For example, the loan duration of loan ID 1 is two years

from 1993. However, the dataset included records of 1996 and 1997, which could violate

the time order constraint between the source and target problem hypothesis and then give

incorrect predictions leading to ineffective problem validation. The constraint of time order
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Figure 5.10. Top important features in experiment 2

is essential in identifying a cause and effect relationship between banking events, but difficult

to enforce this constraint in this experiment without some mechanisms.

5.5.3 Experiment 3

In this experiment 3, the Dregon approach was applied to prepare an ML dataset to validate

business events behind the unpaid loan. The banking events were hypothesized as four

groups, including Loan, Account, Transaction, and Client, as shown in Fig. 5.5(a).
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Figure 5.11. Deposit and withdrawal classification in Transaction
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While preparing a dataset, we could discover that the balance depends on the transaction

type (deposit or withdrawal), operation (mode of a transaction), and symbol (characterization

of the transaction) features in the Transaction entity. We could organize the structure of

deposit and withdrawal transactions and analyze these features, as shown in Fig. 5.11, to

get insights into transaction impact [47]. We then hypothesized deposit and withdrawal of

transactions leading to the balance change. These category features would be hot-encoded

in a usual ML approach, like in experiments 1 and 2.

Based on the modeled problem hypotheses, six hundred eighty-two (682) loan records

with 25 features were prepared. We then ran ML models to predict whether each loan could

be paid off or not. Fig. 5.12 shows performance results for some ML models. The accuracy

of ML models was overall satisfactory, and XGBoost gave the highest accuracy (0.91). We

could also identify significant features regarding the unpaid loan.

Figure 5.12. ML performance using the prepared dataset in experiment 3

The trade-off analysis for the experiments is shown in Table 5.1. Experiment 1 is easier

to prepare an ML dataset assuming all the features as problem hypotheses. However, its

results are not easy to understand, even giving different predictions for the same loan case,

thus not trustworthy. Experiment 2 shows more sensible results than experiment 1 but still
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challenging to understand the relationships among the problem hypotheses and a target label.

It needs to apply some systematic process for asserting constraints of time order. Experiment

3 provides more sensible and understandable relationships among the banking events and an

unpaid loan with fewer features than experiments 1 and 2. Although experiment 3 may take

some time to prepare data, it helps identify potential banking events causing the unpaid loan

and get some insights into the hypothesized banking events. In addition, it helps understand

some implicit patterns of the data features otherwise overlooked.

Table 5.1. Experiments comparison of data preparation

5.6 Discussion and Observation

In constructing a problem hypothesis concerning the unpaid loan, it may not be easy to

keep the time constraint between a source and a target problem hypothesis. To prevent the

violation of this constraint, we used a date feature and potential banking events together to

ensure the time order constraint between a source and a target problem hypothesis.

Some problem hypotheses may not be mapped to data features in the database schema,

such as the fifth type mapping in Fig. 5.6, due to unmatched data features or type and

cannot be validated. In that case, the data for the problem hypothesis may need to be

acquired from external data sources [80].
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Our data preparation approach may be applied to identify potential business problems in

other business domains, such as logistics, telecommunication, or healthcare. However, as the

data preparation in this empirical study is the first attempt and ML performance depends

on ML algorithms, their parameters, data characteristics, and others, more empirical studies

are needed to show the usefulness of our approach.

Limitations Problem hypotheses are conceived and manually constructed, which tends

to be error-prone and ineffective in managing different hypotheses. Some guiding template

or tool support may help refine a problem hypothesis into a source and target problem

hypothesis and a relationship. A prototype mapping tool partially supports the mapping

process between a problem hypothesis entity and a database entity. However, the tool needs

more work to automate the presented approach. The process also needs to be fully formalized

to define precise semantics.

5.7 Conclusion and Future Work

This chapter has presented a goal-oriented ML data preparation approach to support the

validation of a business problem. Starting with modeling business goals, we explored po-

tential business events against goals, modeled the events as a testable problem hypothesis

entity, identified data attributes along with constraints and relationships, and built an ML

dataset from a source database. Specifically, this chapter presented 1) a domain-independent

ontology and a process for guiding the preparation of an ML dataset, 2) a method to cap-

turing potential business events in the context of goals and problems, 3) a modeling method

of a problem hypothesis entity to help to determine a testable factor, constraints, and re-

lationships of the captured business events and 4) a mapping method and mapping types

from a problem hypothesis entity to a database entity. The experiment, we feel, shows that

our approach helps prepare an appropriate ML dataset, enforce time order constraints, and

provide traceability from problem hypotheses to data features.
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There are several lines of future work. Tool design and support, such as a template,

helping to manage a problem hypothesis are needed. Formalization of the mapping process is

planned using first-order logic. The development of a fully-fledged tool also would be helpful

to automate the mapping between a problem hypothesis entity and a database entity. We

also plan to apply the Dregon approach to other domains, such as the public health domain,

to see the strength and weaknesses of our work.
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CHAPTER 6

VALIDATING BANKING PROBLEMS BEHIND CUSTOMER CHURN

6.1 Introduction

Data Analytics and Machine Learning (ML) technologies benefit from a continuous improve-

ment cycle where large amounts of data are constantly being created. Organizations invest

in Big Data and ML projects, but most of these projects are predicted to fail [12, 81]. A

study may have suggested a possible reason: the lack of understanding of how to use data

analytics to improve business value [13]. This finding clearly shows that stakeholders do not

see the end-to-end relationship between important business goals and the emerging Big Data

and ML technologies [15][17].

Additionally, some business problems can only be hypothesized as they are difficult to

validate using traditional data analysis techniques. For example, applying data analysis on

the customer churn dataset [82] during our experiment showed no evidence to suggest that

the customers who left the bank had a higher degree of dissatisfaction with many of the

service qualities than those loyal customers.

Building on our previous approach, GOMA [75], this chapter 1 proposes Metis2 to support

goal-oriented hypotheses and validation of business problems. Three technical contributions

are made in this chapter, including 1) an ML-based approach to extracting an actual root

cause hidden in the data to validate hypothesized business problems, 2) an ontology that

more explicitly and formally describes the relevant modeling concepts related to business

goals, problems and ML, and 3) a set of formalized validation rules for reasoning about

problem hypothesis validation in a goal-oriented problem model.

1This chapter contains material previously published as: ©2021 Springer. Reprinted, with permission,
from Supakkul, S., Ahn, R., Junior, R. G., Villarreal, D., Zhao, L., Hill, T., & Chung, L. (2020, September).
Validating goal-oriented hypotheses of business problems using machine learning: An exploratory study of
customer churn. In International Conference on Big Data (pp. 144-158). Springer, Cham.

2A Greek goddess that has been associated with prudence, wisdom, or wise counsel.
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The proposed approach is illustrated using a real-world banking customer churn problem,

which was adapted from the example used in [75]. In the adopted case study, a retail

bank hired a company specializing in data mining to help address the churning problem by

using insights from detailed transaction data in a newly installed powerful data warehouse

[54, 83]. The company hypothesized potential reasons why the customers were canceling

their accounts and validated them with descriptive insights mined using a data classification

technique. Since the actual dataset used by the consulting company was not available, we

used a publicly available bank customer churn dataset [82] and reversed engineer to update

the business problem hypotheses so that they are consistent with the dataset used. We

use this example to demonstrate that Metis could be used to provide traceability between

business problems and an ML solution, which can also reveal insights about the root cause

of a problem that may be difficult to discover using data analysis.

6.2 Metis: A Goal-Oriented Problem Hypothesis Validation Method using Ma-

chine Learning

To be able to hypothesize business problems and subsequently data features needed for

developing an ML model, a good understanding of concepts in the domain in question is

required. In this section, we first present an example banking domain-specific ontology that

underlies the customer churn problem that we use as a running example. We then describe

the Metis domain-independent ontology to support the modeling and validation of problem

hypotheses in Metis ; Finally, we describe and illustrate the Metis process.

6.2.1 Domain-Specific Banking Ontology

This section describes an example of domain-specific ontology for the banking example,

which can vary significantly depending on different organizations and processes. Fig. 6.1

shows a typical set of banking concepts and their relationships. It is worth mentioning that
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this domain-specific ontology supports the understanding of the banking domain, and it does

not represent a schema or model related to database design.

Figure 6.1. Banking domain-specific ontology diagram

Some of the ontological concepts are briefly described here as examples. Banks provide

numerous services, such as financial advising and cash withdrawal. It is crucial to study

the qualitative aspect of these services in order to have a clear understanding of customer

satisfaction. For example, customers may feel that there is not enough parking space, a lack

of pleasant ambiance, no comfortable seating arrangements, and lack of immediate attention.

For the customer churn problem in the running example in this chapter, the quality aspect

of both facility and service-related concepts are essential to generate hypotheses about the

customer churn problems.

6.2.2 The Metis Ontology

While modeling the mapping between a goal-oriented ontology and an ML-based ontology,

completeness and soundness are two major concerns. To completely and formally address
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these concerns for the Metis method, the following subsections describe the modeling con-

cepts and the semantic reasoning formalization for the Metis ontology.

Modeling Concepts

A complete set of concepts and their relationships can be found in Fig. 6.2. We explicitly

represented essential concepts such as Problem, Hypothesis, and Machine Learning Model

to avoid omissions while mapping Goal-Orientation and ML. In addition, the ontology also

comprehends concepts related to Big Data and Big Queries, and Features are derived from

modeling concepts from a domain-dependent ontology. Metis is a domain-independent on-

tology that can be applied to a variety of domains. Section 6.2.1 describes a banking

domain-specific ontology example.

Figure 6.2. Metis domain-independent ontology diagram

An acceptable representation of hypotheses and problems can be generated, but ulti-

mately, we want to determine whether we can validate these hypotheses for the problems

in consideration. In this context, ML is used to build models to identify the importance
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of features such as Immediate Attention. Using the relevant features makes it possible to

establish how to validate or invalidate hypotheses. For instance, in Fig. 6.4 we hypothesize

that Lack of immediate attention has a S+/S- contribution to the problem Poor Service,

which in turn contributes to Customer Churn.

6.2.3 The Metis Process

The Metis process consists of four steps: 1) Model business goals and problems, 2) Acquire

data, 3) Detect feature importance, and 4) Validate hypotheses of business problems as shown

in Fig. 6.3.

Figure 6.3. The Metis process for validating goal-oriented hypotheses of business problems

Step 1: Model business goals and problems explicitly captures stakeholders’ needs and

obstacles as goals and problems using a goal-oriented modeling approach [29][37], where

potential problems are posed as problem hypotheses to be validated. The outputs from

this step are problem hypotheses in the context of business goals. Step 2: Acquire data

derives data features from the business problems hypotheses to acquire the necessary data

from external and/or internal sources, for instance, using a customer survey or Big Data

Spark SQL if the data are already available online. Step 3: Detect feature importance uses

ML to learn patterns in the data to identify how problems are collectively associated with

the data features. In addition, the output from this step includes Feature Importance that

determines the degree of each feature contributing to a problem. The final step, Step 4:

Validate hypotheses of business problems uses the Feature Importance to validate the problem

hypotheses modeled during Step 1.
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Step 1: Model business goals and problems

In this step, important business or stakeholders’ needs are explicitly captured as Softgoals

that can be further refined using AND or OR decomposition [59]. Using Fig. 6.4 as an ex-

ample, at the highest organizational level, Increased profitability is a Softgoal to be achieved,

which is refined using an AND decomposition to Increased revenue and Increased profit mar-

gin sub-goals, where the former is to be operationalized by Increase customer base strategic

level goal. Increase customer base is then further AND-decomposed to more specific opera-

tionalizing goals of Retain existing customers and Acquire new customers.

Each lowest level goal is used as the context to identify potential problems that could

hinder the goal achievement. The validity of each problem may be unknown at this point.

Therefore, each problem is considered a target problem hypothesis to be validated by data.

Like the goal refinement, each problem hypothesis may be further refined or realized by more

specific problem hypotheses until they are low-level enough to identify the data features

needed for data analysis or ML.

In this example, Customer Churn is a problem hypothesis that could BREAK (- -) the Re-

tain existing customers goal. Customer Churn is further refined using an OR-decomposition

to Poor Facility or Poor Service sub-problem hypotheses, which are used to identify potential

causing problem hypotheses. Poor Facility is hypothesized to be caused by Long distance to

a residence, Lack of pleasant ambiance, or other causes. Since each potential cause has not

been validated whether it is indeed a contributing cause to the problem, the contribution

link is labeled as unknown (depicted by a question mark).

Step 2: Acquire data

This step examines the lowest level problem hypotheses to identify data features needed

for data analysis. Using Fig. 6.4 as an example, Long distance to a residence and Lack of

pleasant ambience may be used to identify Distance to a residence and Pleasant ambience
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Figure 6.4. Step 1: Model business goals and problems

as the corresponding data features. The identified features are then used to build database

queries or Big Data queries if the corresponding data are already available online. Otherwise,

the required data features need to be acquired through other means, such as purchasing from

a data provider, using a customer survey or generation from online sources [84].

An example of the acquired dataset is given in Fig. 6.5(a), where F1 - F5 represent all

features and L corresponds to the Churner or Non-churner indicator associated with the

satisfaction scores for F1 - F5, provided by individual customers C1 - C5. For example, cus-
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tomer C1 expressed dissatisfaction with features F1 and F3 with scores of 2 and 3 accordingly.

On the other hand, he/she expressed satisfaction with F2, F4 ,and F5 with scores of 8, 7,

8 accordingly. C1 is noted by label 1 as a Churner customer in correlation with the given

scores.

Step 3: Detect feature importance

The intuition for using ML is to encode the knowledge about the features hidden in the cus-

tomer survey data and then decode the knowledge representation to identify which feature

is the true cause for the customer churn problem. To encode the feature knowledge, we use a

Supervised ML algorithm assuming that an accurate prediction model represents the knowl-

edge about features. To decode the influential features, we use an ML Explainability library

[58, 85] that was designed to explain how features contribute to the prediction outcomes.

Referring to Fig. 6.5(b), this step splits the dataset into training and testing datasets.

All features F1 - F5 and label L are processed by one or more Supervised ML algorithm

to obtain the most desirable prediction model Mp. To determine whether Mp has been

sufficiently trained to recognize the general patterns in the training dataset, it is measured

on how accurately it can predict label L in the testing dataset. The accuracy is represented

by an accuracy metric A1, which is based on the differences between predicted label L′ and

actual label L, where L′ is generated from F1 - F5 in the testing dataset.

Once an accurate model Mp is obtained, it is processed by an ML Explainability algorithm

to produce an Explainability model Me, which is in turn used to detect feature importance

I1 - I5, where I1 contains two pieces of information: sign and weight of the contribution F1

makes towards the label L′ as predicted Mp. The sign of the value indicates whether the

corresponding feature helps or hurts towards the predicted label, while the weight represents

the amount of influence the feature has. Similarly, I2 and I3 represent the feature importance

of F2 and F3, respectively. By having the highest value among all feature importance values,
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F1 is considered the most influential feature, followed by F2 and F3 in the context of the

testing dataset.

Figure 6.5. Step 2, 3, 4 of the Metis process

Step 4: Validate hypotheses of business problems

Referring to Fig. 6.5(c), this step uses the feature importance values produced by the Ex-

plainability model Me to validate problem hypotheses in the goal-problem model created in

step 1, one parent-child problem set at a time in a bottom-up approach, using the quantita-

tive and qualitative semantic reasoning formalization, as described in Section 6.2.2.

Using Pb - (P1, P2, P3) parent-child set as an example, the contribution link between

each parent-child pair is updated by applying Formula 3.4 and 3.5 against the corresponding
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feature importance value where (P1, P2, P3) and Pb are considered sources and target in the

formulas respectively. In this example, the contribution type ctr type(P1, Pb) is assigned with

S+ by Formula 3.5 with feature importance I1 with value +1.95 as a function parameter. I1

is used since the corresponding F1 was defined based on problem P1 in step 2. To complete

the contribution update, the weight of contribution is assigned with 1.95 by Formula 3.4.

Other contribution links with the same parent are updated in a similar fashion. Then, P1

is selected among P1, P2 and P3 by Formula 3.7 to be a validated problem hypothesis since

it is the most influential cause for problem Pb. After P1 is quantitatively selected based on

scores, Pb is qualitatively validated by Formula 3.8. Then, Pa can be qualitatively validated

by Formula 3.2.

6.3 Experiment and Results

Analyzing customer feedback information may be beneficial to discerning customer satis-

faction for the quality of important services. To this end, a publicly available dataset [82]

acquired by Step 2 in the Metis process is analyzed in this section. This dataset contains

typical customer information such as age and occupation. In addition, the dataset contains

feedback information regarding certain banking service-related features (e.g., Immediate At-

tention) and facility-related features (e.g., Pleasant Ambiance). A customer can score each

of these features from 0 to 10 (least to most satisfied). In this context, scores of 4 or less

are used to describe some degree of dissatisfaction, an assumption that something might

go wrong in a business operation, i.e., problem hypotheses. The next section describes an

analysis of these problem hypotheses.

6.3.1 Dataset Analysis

Some examples of problem hypotheses are shown in Fig. 6.4, which includes Long distance

to a residence, Lack of immediate attention, and Lack of pleasant ambiance. Fig. 6.6 shows
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the customer dissatisfaction for these three features out of the 20 available features. Of the

total of customers that believe there is a long distance to their residence, 35% deserted the

bank (churner), and 65% remained loyal (non-churner). Assessing this feature by occupation,

notice that most unsatisfied customers are from professional occupations, followed by private

and government service. Together, these three occupations represent 75% of customers

unsatisfied with distance from the residence.

Figure 6.6. Analysis of customer dissatisfaction (score less than 5 in a 0 to 10 scale) for the
features distance from residence, immediate attention, and pleasant ambiance

More than half of the customers who identified a lack of immediate attention are young

customers (40 years old or younger). Analyzing pleasant ambiance by occupation, we can see

that customers from the business occupation and the private service complained the most.

In an overall assessment for customer dissatisfaction by loyalty, it is possible to notice that

most customers remained loyal regardless of the problem hypotheses under consideration.

Even though we are able to extract insights from the dataset, ultimately, there is no evidence
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of why customers deserted. For this purpose, Section 6.3.2 demonstrates results of using

ML that can potentially provide some evidence.

6.3.2 Prediction Models

To encode and represent knowledge about feature contributions using Supervised ML, we

experimented with several ML algorithms, including Linear Regression, Support Vector Ma-

chine, Decision Tree, Random Forest, and XGBoost Classifier. XGBoost showed the highest

accuracy rate in our experiment. Due to space limitations, only the results from XGBoost

are discussed in this section.

The ML segments of the investigation were conducted using Python language and scikit-

learn open-source ML libraries [86]. The dataset used for the experiment was a public

banking customer churn dataset [82]. After data cleansing, 67% of the data (164 records)

were used for model training and 33% (81 records) for testing. Data features used included

the customer responses to the survey questions, such as Pleasant Ambiance, Comfortable

Seating, Immediate Attention, Good Response On Phone and others, on the scale of 0-10.

We excluded customer information, such as age and occupation, used separately for data

analysis as reported in Section 6.3.1 The resulting prediction model showed an accuracy

of 84% (F1 score) on the test dataset, which was better than other ML algorithms in our

experiments. The modest accuracy rate was probably due to the small and highly unbalanced

dataset that required a data pre-processing step that further reduced the dataset size.

6.3.3 Explainability Model

To extract feature contribution information from the resulting prediction model, we used

SHAP (SHapley Additive exPlanations) [58]. This Explainability library uses a game-

theoretic approach to explain the output of many ML models. It connects optimal credit

79



Figure 6.7. Features importance for one churner’s responses

allocation with local explanations using the classical Shapley values from game theory and

their related extensions.

Fig. 6.7 is a Force Plot produced from a SHAP model (Mp in Fig. 6.5(b)) created from the

most accurate XGBoost prediction model (Me in Fig. 6.5(b)). It gives a visual representation

of the influence each feature has on the final output value of 0.96. In this plot, the base

value of 0.18 is the average prediction value without any influences from the features, while

the output value of 0.96 is the output from the prediction model, where 1 represents a

churner customer. The effects of features are represented by the direction towards the output

value and width of the corresponding arrow blocks. Here, DistanceToResidence feature has

the most influence in increasing the output value away from the base value towards the

final output value, which is consistent with the score of 0 (least satisfaction) given by the

customer. On the other hand, EnoughParkingSpace has the most influence in the opposite

direction, decreasing the value away from the final output value, which seems consistent with

the satisfaction score of 5 (neutral satisfaction) given by the customer. It is interesting to

note that ImmediateAttn with the value of 10 (most satisfaction) was seen as an influence

towards the customer’s churner decision. SHAP does explain this counter-intuitive result.

Fig. 6.8(a) plots individual SHAP values for all features and all churner customers. Each

dot represents a SHAP value that a feature has in support of increasing the output value

towards 1 (Churner label in Fig. 6.5(a)). Visually, it is clear that DistanceToResidence has

higher positive SHAP values than other features. For this experiment, the more positive

SHAP values a feature has, the more influence it has on the prediction outcome. This is

supported by Fig. 6.8(b) where DistanceToResidence has the highest total(sum) SHAP value.
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Figure 6.8. Feature importance for all churners’ responses

6.3.4 Validating Problem Hypotheses

By following Step 4 of the Metis process (Section 6.2.3), we applied Formula 3.4 and 3.5

against the sum SHAP value for the respective feature (see Fig. 6.8(b)), which led to the

validation of Long distance to a residence problem hypothesis against other features having

Poor Facility as the common parent problem hypothesis. Then, Formula 3.8 was applied to

validate Poor Service problem hypothesis. Subsequently, Formula 3.2 was applied to validate

Customer Churn problem hypothesis. The resulting goal-problem model is shown in Fig. 6.9,

with check marks to reflect the validation status.

6.4 Related Work and Discussion

We believe this initial work is one of the first to propose an end-to-end, explicit and formal

approach that provides traceability between business goals and ML. Most data mining and

ML projects in practice are often based on the informal identification of low-level problems

[54] that may not have clear relationships with higher-level goals. Metis allows ML solutions

to be traceable to business at the highest level of business goals and related problems.
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Figure 6.9. Validated customer churn problems

Using data to validate goal-oriented models has been proposed in [40] using questionnaires

and statistical hypothesis testing to validate different model elements (e.g., actors, goals,

resources) and their relationships (e.g., depends, make, hurt). The statistical method is

widely accepted but has been criticized for being difficult to understand [87] and impractical

to find evidence in the real world for some hypotheses to test the null hypothesis [88]. This is

especially true in the data-rich Big Data environment, where it is difficult to find evidence for

both hypothesis and null hypothesis in the available business data. ML allows organizations

to utilize the existing data for hypothesis validation that is grounded by the model’s accuracy.

Threats to Validity and Limitations.

Regarding threats to internal validity, the dataset used in the experiment was highly relevant

to the customer churn problem, but it was a small dataset (i.e., 245 records), leading to biased

results. Training and testing data were randomly selected and tested with stratification to

reduce this bias. We also ran several ML algorithms but got similar results. For threats to

external validity, as we only applied our approach to a customer churn case, the approach
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may be too early to be generalized. More experimentation for different domains and datasets

is needed.

This chapter has presented a promising initial result with some limitations, including 1)

inter-feature AND and OR relationships are not currently supported, 2) it is currently unclear

whether the result would be consistent across other ML algorithms and model explainability

libraries.

6.5 Conclusions

This chapter has presented Metis, a novel approach that uses ML to validate hypotheses of

business problems that are captured in the context of business goals. Metis uses Supervised

ML and Model Explainability algorithms to detect feature importance information from the

data. Our initial experiment results showed that Metis was able to catch the most influential

problem root cause when it was not apparent through data analysis. The most influential

root cause was then used to validate higher-level problem hypotheses using the provided

formalization.

Future work to address the identified threats to validity and limitations include

1. conducting additional experiments with larger datasets,

2. testing with additional ML algorithms and explainability libraries,

3. investigating solutions for encoding AND/OR relationships in the datasets for model

training or exploring ML algorithms internally to extract the relationships if captured

by the algorithms.
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CHAPTER 7

VALIDATING POTENTIAL PHENOMENA CAUSING THE

OCCURRENCE OF WEST NILE VIRUS

7.1 Introduction

Validating the right business problems hindering stakeholders’ goals during the requirements

engineering process is often more critical than developing solutions. This step helps define

system boundaries to develop in the early phase of requirements engineering [2, 89]. If the

right problems are identified and solved first, a business can save precious time, cost, and

effort to deal with essential problems [3, 20, 12]. Otherwise, problems cannot be solved. At

best, harmful or useless solutions may be developed, leading to unintended consequences. For

example, the West Nile virus transmitted to humans by infected mosquitoes could cause crit-

ical health problems to people in one city. Suppose airborne pesticides to control mosquitoes

are sprayed in less critical or wrong locations predicted by an information system. In that

case, it could cause significant health problems to some citizens, especially for the elderly.

However, validating elicited business problems hidden in Big data are frequently chal-

lenging for business organizations and requirements engineers due to a lack of a systematic

methodology [17, 18]. Omitted, overlooked, or unidentified problems due to lack of validation

methods frequently lead to a system that is not useful enough to solve important business

problems or even is required to redevelop, spending valuable business resources [11, 12, 48].

This chapter presents the improved Metis framework in a goal-oriented and Machine

Learning-based approach to help requirements engineers validate elicited business problems

and then build the right solutions, such as software architecture and detail design, for the

validated problem.

Three technical contributions are made in this paper: 1. The refined Metis ontology,

including essential modeling concepts and relationships among those concepts, is presented.
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2. A template for a problem hypothesis is presented to help elaborate a problem hypothesis.

3. A problem hypothesis interdependency graph is shown to help visualize and reason about

the impacts among problem hypotheses.

We suppose one city offers citizens public services, such as pest controls, parks and

recreational services, and water supply. After the first human cases of West Nile virus

(WNV) were reported in the city a few years ago, city officials in the health department

have monitored occurrences of WNV and tried to control the virus occurrence, such as by

spraying pesticides. The city officials want to minimize the spread of the WNV disease by

controlling mosquitoes but are unsure precisely what specific phenomena are behind this

problem and which ones are valid. This paper applies the proposed method to explore and

validate problems of high WNV occurrence. Since this is a hypothetical example, we used the

data set of WNV available on the Kaggle 1 to show the applicability of the Metis framework.

The rest of this paper is structured as follows. Section 7.2 presents the Metis framework,

and Section 7.3 applies the Metis process to the West Nile virus empirical study. Section

7.4 describes related work, and Section 7.5 discusses observations and limitations. Finally,

Section 7.6 summarizes the paper.

7.2 The Metis Framework

The Metis framework adopts a goal-oriented and Machine Learning-based approach to an-

alyze and validate the right business problems. The Metis framework includes a domain-

independent ontology, semantic reasoning methods, and a series of processes.

7.2.1 The Metis Ontology

The Metis ontology consists of categories of essential concepts, relationships among concepts,

and constraints on the concepts and relationships shown in Fig. 7.1, where boxes and arrows

1https://www.kaggle.com/c/predict-west-nile-virus
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represent the essential concepts and relationships. The added concepts and relationships are

shown in green and red colors. The ontology helps the modeling work of building a problem

hypothesis, preparing a data set, using ML models, and using feature importance to validate

the problem hypotheses. Also, the ontology helps prevent omission and commission errors

in bridging gaps between a goal-oriented approach and an ML-based approach.

Figure 7.1. The types of essential modeling concepts for validating a problem hypothesis

The categories of essential concepts in the Metis include (Soft-)Goal, (Soft-)Problem,

Problem Hypothesis, Data Features, Machine Learning (ML), and others. A (Soft-)Goal
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is defined as a goal that may not have a clear-cut criterion. A (Soft-)Problem is defined

as a phenomenon against a Goal. A Problem Hypothesis is a hypothesis that we believe a

phenomenon is against or some- a Goal. However, we do not know the truth (or label) value

of the phenomenon or this proposition. In Metis, the Problem Hypothesis is in/validated

using ML. There are two kinds of Problem Hypothesis, an Abstract Problem Hypothesis

and a Testable Problem Hypothesis. An Abstract Problem Hypothesis is conceptual, but

a Testable Problem Hypothesis is measurable and testable that may be mapped to Data

Features in a data source. A more formal definition for a (Soft-)Problem Hypothesis can be

defined in a Backus–Naur Form (BNF) in Table 7.1.

Table 7.1. A problem hypothesis in a Baclus-Naur form

<Soft-Problem Hypothesis> ::= <Phenomenon> 
<Hypothesis-Relationships> <Soft-Goal>

<Phenomenon> ::= <Type><Topic>
<Type> ::= Proposition
<Topic> ::= Proposition
<Hypothesis-Relationships> ::= <Likely-Some-Plus>

<Likely-Some-Minus> <Unknown>
<Likely-Some-Plus> ::= ‘Likely-to-Make’ |

‘Likely-to-Help’ | ‘Likely-to-Some-Plus’
<Likely-Some-Minus> ::= ‘Likely-to-Deny’ |

‘Likely-to-Hurt’ | ‘Likely-to-Some-Minus’
<Unknown> ::= ‘Unknown’
<Soft-Goal> ::= <Phenomenon>

The relationships among a Goal, a Problem, and a Problem Hypothesis are modeled

with Contribution types. The Contribution types include And, Or, Equal, or Likely to

Some+ or Likely to Some-, adopted from the NFR Framework [59, 32]. The relationship

between a Problem Hypothesis and a Goal is either validated or invalidated. Once a Problem

Hypothesis is validated, it becomes a Problem. Some constraints among Problem Hypotheses

87



include time-order among source and target Problem Hypotheses, where a source Problem

Hypothesis must have occurred before a target Problem Hypothesis [60].

A Problem Hypothesis can be elaborated on with a problem hypothesis template (PHT)

in Table 7.2, which helps more formally understand a phenomenon against a goal. We

hypothesize that hot weather may cause the increase of mosquitoes infected with the West

Nile Virus in Table 7.2. The PHT consists of essential constructs, such as an observation, a

general problem hypothesis, a phenomenon, a contribution relationship, a goal, a stakeholder,

and a rationale for the problem hypothesis. Problem hypotheses can also be represented in

a graph style called a problem hypothesis interdependency graph (PHIG). Please refer to

Fig. 7.3 for a WNV example using the PHIG.

Table 7.2. A problem hypothesis template with an infected mosquitoes

7.2.2 The Formal Semantics for Validating a Problem Hypothesis and Reason-

ing Methods

A problem hypothesis is a hypothesis that a phenomenon is believed to be some- or against a

goal. However, we do not know the truth value of the problem hypothesis. We describe where
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ML is used, validating a problem hypothesis below. We can formally express a problem and

validate a problem hypothesis using ML:

Let e and g be propositions, representing a phenomenon e and a goal g. Then, the

problem is expressed as follows according to the NFR framework [59].

e
against−−−−→ g ≡ against(e, g)

≡ hurt(e, g) ∨ break(e, g)

(7.1)

hurt(e, g) is expressed as follows:

satisficed(e) ∧ satisficed(hurt(e, g))

→ deniable(g))

(7.2)

break(e, g) is expressed as follows:

denied(e) ∧ satisficed(break(e, g))

→ satisficeable(g)

(7.3)

Formula 7.2 shows that the predicate satisficed(e) and satisficed(hurt(e, g)) should be

determined to validate whether the goal g is deniable or not. In other words, to validate

the problem hypothesis that is considered to be true, we need to validate both satisficed(e)

and satisficed(break(e, g)) predicates. If some records represent the occurrence of some

phenomenon e in a dataset, we can treat the truth value of e as true (e.g., satisficed or

weakly satisficed). However, it is not easy to validate whether the satisficed predicate of

the Contribution, satisficed(hurt(e, g)) or satisficed(break(e, g)) is true or false in the

data model. ML is used here to determine the truth value of the satisficed relationships,

hurt(e, g) or break(e, g).

Other important formal definitions for the validation of problem hypotheses have been

described in our previous work [22]. Some of them, which are used in the Metis process, are

described in the following.
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Let validated(Pn) be the proposition that the problem hypothesis Pn is validated, for

n ∈ Z+. For all i, j ∈ Z+, let Pi+1,j be the jth problem hypothesis directly decomposed from

Pi. An offspring hypothesis (Pi+1,j) can be related to a parent hypothesis (Pi) using a some

positive (some-plus) or negative (some-minus) Contribution. If the offspring is validated and

the positive Contribution (some-plus) is validated, then the parent hypothesis is validated.

If there are many validated offsprings, we use Formula 7.8.

validated(Pi+1,j) ∧ validated(some− plus(Pi+1,j, Pi))

→ validated(Pi)

(7.4)

The Metis defines feature importance value (I), which is obtained from running ML and

ML Explainability model. The feature importance value is associated with a Contribution

from a problem hypothesis Ps (source) to Pt (target), Is,t, and the following Formula deter-

mines Contribution weight and type (e.g., some-plus or S+) .

w(Ps, Pt) = Is,t (7.5)

ctr type
(
Is,t
)

=


S+ if Is,t ≥ 0

S- if Is,t < 0

(7.6)

A source hypothesis has a score based on the weight of the targeted hypotheses and their

respective contributions. The function w(Pt) describes the importance weight of a target

hypothesis. Hence, the overall score for a source hypothesis Ps can be given by the utility

function as follows:

score(Ps) =

(#targets∑
t=1

w(Pt)× w(Ps, Pt)

)
(7.7)

After computing the scores for all source hypotheses, the selection process may be carried

out in a bottom-up approach [64]. We select the maximum value in the lowest source
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hypothesis set to propagate that validation to the target hypothesis set. The source with

the highest score is selected towards a parent hypothesis.

selection(Pt) = max
(
score(Ps)

)#sources

s=1
(7.8)

We want to determine which hypothesis in the source set (i.e., hypotheses that originate

the contributions) is more relevant to the target set (i.e., hypotheses that receive the contri-

butions) to maximize the validation insights generated by the application of ML models. In

this case, validating a hypothesis Pi will now depend on the validation of the selection for

Pi. After the lowest source hypothesis set is evaluated, we proceed to the next one until the

selection process covers the entire set of hypotheses.

validated(selection(Pi))→ validated(Pi) (7.9)

7.2.3 The Metis Process

The Metis process described in Fig. 7.2 includes four steps. The process helps model business

goals and problem hypotheses, prepare a dataset, build ML models, and validate problem

hypotheses using the Metis ontology and semantic reasoning methods.

Step 1: Explore Problem Hypotheses. Important business needs of stakeholders are

elicited as (Soft-)goals through consultation, interviews, and reviewing key business doc-

uments. (Soft-)goals are then used as the context to identify problems.

A phenomenon against the captured goals is analyzed, where a problem hypothesis tem-

plate may be used to elaborate on the phenomenon and its relationships. The elicited

problems are then refined into sub-problems specific enough to test with data. The elicited

goals, problems, and sub-problems are modeled in a problem hypothesis interdependency

graph (PHIG) in Fig. 7.3.
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Problem Hypotheses

Step 2: Prepare Data 
Relevant to Problems 

Step 3: Evaluate  
Problem Hypotheses

Step 4: Validate 
Problem Hypotheses
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Goal Model, 
Potential 
Problem Model,
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Importance, 
Goal-Problem 
Model

Data Features,
Data Set,
ML Parameters

(In)Validated 
Problem 
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S3.1: Build ML prediction 
models
S3.2: Update a 
Contribution weight 
S3.3: Calculate the 
importance degree of 
problem hypotheses

4.1 Select the most 
influential source problem 
hypothesis
S4.2: Apply qualitative  
reasoning methods

S1.1: Capture business 
goals 
S1.2: Hypothesize 
problems hindering 
business goals

S2.1: Perform an 
exploratory data analysis 
S2.2: Identify  an 
operational features of a 
problem and map it to 
data features 
S2.3: Build a data set for 
identified data features 

Figure 7.2. The Metis process for validating a problem hypothesis

Step 2: Prepare Data Relevant to Problems. For the analyzed problems, requirements

engineers, together with data scientists, perform an exploratory data analysis, identify data

features relevant to testable problem hypotheses in a semi-automatic manner, clean or trans-

form data, and build a dataset from a data source through a database/Big query for ML

processing.

Step 3: Evaluate Problem Hypotheses. Using the prepared ML dataset, we build Super-

vised ML models to classify records for a classification label, which could be positively or

negatively contribute to a goal [78]. Next, we set up an accuracy criterion of ML models

and select the best one to validate problems more accurately. An ML Explainability model
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is then utilized to detect the feature importance [85, 58]. The feature importance is used

to capture impact relationships among problem hypotheses and goals and identify the most

important problem towards a goal.

Step 4: Validate Problem Hypotheses. This step selects the most influential problem

hypothesis among offsprings and then uses semantic reasoning methods towards a goal. If

the problem hypothesis is validated, then it becomes a problem against a goal.

7.3 The Metis in Action

In this section, the Metis framework is applied to the West Nile virus empirical study. We

validate problem hypotheses behind the West Nile virus cases following the Metis process.

7.3.1 Step 1: Explore Problem Hypotheses of Increased Mosquitoes Infected

by West Nile Virus

In the WNV example illustrated in Fig. 7.3, we suppose the city has a goal, Minimize

Mosquito-Infected Diseases, an NF(Non-Functional) Softgoal, at the top organizational level,

which is AND-decomposed to Minimize Occurrence of West Nile Virus and Minimize Occur-

rence of Zika Virus.

After consulting with city officials, we hypothesize that the Spread of the West Nile Virus

is against the Minimize Occurrence of West Nile Virus goal for problem identification. We

then hypothesize that Increased Mosquitoes Infected by WNV positively contribute to the

Spread of the West Nile Virus problem. The Increased Mosquitoes Infected by WNV is

then refined into Optimal Weather, High Occurrence of WNV Species, and High Occurrence

Locations sub-problem hypotheses. The High Occurrence Location is further refined into

the testable hypothesis, such as unique trap locations from Trap-1 to Trap-136. The other

problem hypotheses are further refined into testable hypotheses, as illustrated in Fig. 7.3.
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7.3.2 Step 2: Prepare an ML dataset for Hypotheses Validation

We briefly first describe the West Nile virus (WNV) data used in this exploratory study.

Three datasets are available: the Main dataset, Weather dataset, and Spray dataset. The

Main dataset contains occurrence data of WNV, such as test date, location, trap number, the

number of trapped mosquitoes, the species of WNV, presence of WNV species, and others in

2007, 2009, 2011, and 2013. The feature, the presence of WNV species, is the classification

label ML models need to predict. The Weather dataset from 2007 and 2014 contains weather

conditions of two weather stations in the city. The Spray dataset contains data of spraying

work controlling mosquitoes in 2011 and 2013.

Legend

…

Figure 7.3. A portion of a West Nile Virus problem hypothesis model
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After the initial analysis of the WNV dataset, the testable problem hypotheses are

mapped to data features in a WNV dataset for ML processing. For example, for the testable

problem hypothesis P1, “Dry weather condition is likely to help for the optimal weather

to increase WNV infected mosquitoes,” we manually map the dry weather condition to a

WetBulb feature in a Weather dataset in Fig. 7.3.

We noticed that the three independent datasets could only be related to date and location

features where the location was identified with a latitude and longitude.

We merged the Main and Spray datasets based on a date and the location, checking

whether the trap location in the Main dataset is within the rectangle area. In merging

the Main and Weather datasets, we used location data with weather stations’ latitude and

longitude. We assumed that if the trap location in the Main dataset is near one of two

weather stations, the trap location is under the impact of the weather in the station.

If the data type is a category type, such as WNV species and Trap locations, we applied

one hot encoding technique to those features and cleaned some data features. We extracted

and merged relevant data features from the WNV dataset for the identified data features.

The constructed ML dataset contained 10506 records and 160 features.

7.3.3 Step 3: Evaluate Problem Hypotheses about the Spread of West Nile

Virus

Three Supervised ML models were built for the WNV prediction. ML models, such as

Decision Tree, Random Forest, and eXtreme Gradient Boosting (XGBoost) model, showed

an accuracy of 0.93, 0.947, and 0.95. The XGBoost model showed the best accuracy, passing

our predefined accuracy criterion (here, accuracy > 0.9). Fig. 7.4. shows the ROC (Receiver

Operating Characteristic) curve of the XGBoost model.

Next, we got the feature importance of each feature mapped to the problem hypotheses

using a SHAP Explainability model. We analyzed features that positively or negatively im-

pact the presence of mosquitoes infected WNV or the classification label in the Main dataset.
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Fig. 7.5(a) shows the average feature impact. Fig. 7.5(b) aggregated feature importance value

for all the present WNV cases in the all dataset, where we can observe that station pressure,

trap 2, num mosquitoes features have a higher positive SHAP value than other features. It

can be interpreted that these features increase the WNV infected mosquitoes. In contrast,

the bottom features, such as average temperature, sea level, are against the cases. We noticed

that almost 120 features did not impact the classification output in our experiments.

Figure 7.4. The XGBoost ROC Curve for validating a WNV problem hypothesis

We then applied the feature importance (the sum SHAP value) of data features to each

leaf-level problem hypotheses’ Contribution weight and type using Formula 7.5 and 7.6 in

Fig. 7.6. For example, the Station Pressure problem hypothesis is updated with the value

(14.226∗0.2 =) 2.845 and S+ using Formula 7.7. The maximum value in the source problem

hypotheses, here Station Pressure, is selected using Formula 7.8 to propagate that validation

to the target hypothesis set. Similarly, the other problem hypotheses are updated, calculated,

and evaluated accordingly.
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a) Average feature importance to XGBoost b) Aggregated feature importance 

Figure 7.5. The XGBoost ROC Curve for validating a WNV problem hypothesis

7.3.4 Step 4: Validate Problem Hypotheses about the Spread of West Nile

Virus

In the WNV example, Station Pressure, Species-1 (Culex Pipiens/Restuans), and Trap-2

were selected by Formula 7.9 among the important hypotheses for each group on the leaf

nodes. The selected problem hypothesis is considered a validated problem hypothesis by

Formula 7.9, as it is most likely to be the cause for the target problem hypothesis. We

applied the qualitative reasoning methods for the other problems against goals, as shown

in Fig. 7.6. Over S+ (Some Plus) satisficing contribution toward Optimal Weather, High

Occurrence of WNV Species, and High Occurrence Location. As the S+ contributions are

satisficed, the parent problem hypothesis’ label is weakly satisficed. For the other problems,

similar methods are applied upward.
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w+
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Label Legend

satisficed

weakly satisficed

weakly denied

Figure 7.6. Validating the problem hypotheses of West Nile Virus cases

7.4 Related Work

Several problem analysis methods have been used to understand real-world business problems

and identify root causes at a conceptual level. A Fishbone diagram helps enumerate possible

causes for a problem through an interview or brainstorming with stakeholders [35]. The Fault

Tree Analysis (FTA) provides deductive procedures and a logic diagram to help determine

failures or errors of software, hardware, and people with a top-down approach [71]. (Soft-

)Problem Interdependency Graph (PIG) refines a problem in the context of goals supporting

uncertainty relationships [37]. The key difference between our work and the above three

methods is their lack of validation methods using ML among a problem and sub-problems

encoded in a dataset. The Metis builds a dataset mapped to problem hypotheses and uses

ML to get insights into interrelated data features corresponding to problem hypotheses.
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Our work also helps elaborate and visualize a problem hypothesis using a problem hy-

pothesis template (PHT) and a Problem Hypothesis Interdependency Graph (PHIG).

7.5 Discussion and Observation

Some key ideas and observations are discussed. Limitations of our work are also described.

7.5.1 Discussion

The improved Metis framework classified a problem hypothesis into an abstract and testable

problem hypothesis to better model a problem mapped to data features. The Contribution

relationships also include ‘likely to some plus’ and ‘likely to some minus’ to reflect some

uncertain relationships among problems and goals.

Many different factors in Weather, WNV testing in traps, and spraying pesticide activities

may impact mosquitoes infected with WNV. Although the Metis framework selects and

validates the most influential hypothesis or feature, different parallel factors may cause a

problem. In this case, we may select the top 20% problem hypotheses to understand the

situation better using the Pareto principle [90, 91].

As some of the ML data features in the WNV dataset are repeated and unique features

are not big, we used the manual approach to map a concept of a problem hypothesis to a

data feature for ML. In case a testable problem hypothesis needs to be related to many data

features in a complex entity-relationship model, a semi-automatic approach may be utilized

[23]. Although the root causes are identified using the Metis methods, caution should be

taken as the Metis provides the result based on the problem hypotheses, available dataset,

and ML models. Our work may not encompass all the real phenomena and interrelated

impacts in the complex environment.
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7.5.2 Observation

We believe this paper is one of the first to propose a framework validating a problem hypoth-

esis using ML. The Metis utilize the feature impact of a problem contributing to a goal and

connect those insights to problems and goals reasoning. We noticed that some traps (or lo-

cations) show negative contributions to observing WNV infected mosquitoes. Requirements

engineers may interpret this observation as there have been few WNV cases in those loca-

tions. It may mean the city official can utilize this insight to fewer spray pesticides on those

locations. Similarly, more than 120 features, such as some trap locations, WNV species, and

heat mapped to problem hypotheses, have little impact on the ML model’s output. It can

be interpreted these features are not important or do not make a difference to the model.

The city officials may focus on more important problem hypotheses to mitigate the WNV

cases. The validation experiments for the WNV dataset have been supported by Python

scikit-learn on Jupyter Lab. The SHAP Explainability Library showed slow performance

as the number of data records increased in calculating the SHAP values, which may cause

issues in processing and validating Big Data.

7.5.3 Limitations

This paper has some limitations. In case several plausible problem hypotheses against goals

are validated and competed, those hypotheses may need to be selected depending on the

situation. Multiple selections for the validation of a problem hypothesis have not been

studied. Supervised ML models’ quality properties, such as recalls, false positives, and false

negatives, are not much utilized to support semantic reasoning of problems and goals.

7.6 Conclusion and Future Work

This paper has presented the improved Metis framework that supports the validation of

business problems using problem hypotheses. Using problem hypotheses helped explore
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and validate phenomena that are likely to cause the West Nile virus’s spread. The newly

added and refined essential concepts and relationships, a problem hypothesis template, and

a problem hypothesis interdependency graph helped capture phenomena against goals and

streamlined the Metis process, bridging the gap between goal orientation and ML.

Future work includes in-depth studying about relationships of interrelated features and

their analysis, utilizing the quality properties of Supervised ML to identify problems better

and explore solutions to mitigate the identified problems.
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CHAPTER 8

CONCLUSION

8.1 Summary

This dissertation has presented the Gomphy framework to validate business problem hy-

potheses with empirical studies validating clients’ banking events behind an unpaid loan and

customer churn. Business organizations may use Gomphy to confirm whether some poten-

tial problems hidden in Big Data are against a business goal or not. Gomphy would help

find real business problems and improve business value, especially in Big Data and Machine

Learning (ML) projects. Information systems with confirmed problems can explore solutions

to take the right actions to mitigate those problems towards achieving business goals. The

Gomphy framework supports the validation of a business problem, utilizing a goal-oriented

and Machine Learning-based approach. Starting with modeling business goals, we explored

potential business events against goals, modeled the events as a testable problem hypothesis

entity, identified data attributes along with constraints and relationships, and built an ML

dataset from a source database. Next, we discovered critical factors towards a target problem

using ML, evaluated the relationships among the critical factors and problems, and selected

the most important one as a validated problem hypothesis.

8.2 Contribution

Five technical contributions, as shown in Table 8.1, to help overcome challenges for val-

idating business problems were presented: 1. The domain-independent Gomphy ontology

helping prevent omissions and commissions in modeling essential concepts and the Gomphy

process were described. Using the Gomphy ontology and process, Gomphy explicitly and

formally explores hypothesized problems against goals, prepares a dataset with the identified
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testable factors corresponding to problem hypotheses, discovers critical factors towards a tar-

get problem using ML, evaluates the relationships among the critical factors and problems,

and selects the most important one as a validated problem hypothesis. Gomphy captures

categories of essential concepts of business goals, problems, ML, and a dataset. Gomphy also

captures categories of essential relationships between the essential concepts, provides trace-

ability from business problems to a data feature and helps validate problem hypotheses. 2.

A method of modeling a concept of problem hypothesis as a problem hypothesis entity was

presented. The concept in a problem hypothesis is modeled as an entity that consists of an

entity name, attributes, constraints, and relationships to identify testable factors. 3. A data

preparation method was illustrated, helping identify relevant features to test in a database

and build a dataset, mapping a concept of a problem hypothesis to a domain data feature,

and extracting a dataset from a source dataset. 4. An evaluation method was presented,

detecting the positive and negative relationships among problem hypotheses and validating

the problem hypothesis utilizing feature importance and a reasoning scheme. 5. A set of

formalized validation rules were described for reasoning about connected problem hypothesis

validation in a goal-oriented problem hypothesis model.

8.3 Future Work

Future work includes an in-depth study about the impact of correlated and time-series events

and different ML algorithms, such as neural networks on validating problem hypotheses, ex-

ploring potential solutions to mitigate the validated problem using ML and a goal hypothesis,

and developing a reliable Gomphy assistant tool that would be helpful to automate the map-

ping between a problem hypothesis entity and a database entity. Tool support, such as a

template, helping to manage a problem hypothesis is also needed.
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Table 8.1. Challenges for validating business problems and the Gomphy solutions
Challenges Solutions
A lack of understanding about re-
lationships among business prob-
lems, goals, data, and ML

The Gomphy ontology helping modeling cate-
gories of essential concepts, relationships, and con-
straints, while preventing omissions and commis-
sions of an application model. The Gomphy pro-
cess, guiding the validation of a problem hypothe-
sis and providing traceability from goals to prob-
lems, ML and data

Determining a testable factor as-
sociated with a potential business
problem

A method of modeling a concept of a problem hy-
pothesis as a problem hypothesis entity, helping
capture business events and identify testable fac-
tors

Preparing a relevant dataset cor-
responding to the business prob-
lem

A data preparation method for building an ML
dataset by mapping a concept of a problem hy-
pothesis to a data feature and extracting a dataset
from a source dataset

Analyzing the impact on the busi-
ness problem to other problems

An evaluation method of a problem hypothesis, de-
tecting contribution relationships among the busi-
ness events and a problem, using ML and ML Ex-
plainability techniques

Reasoning about inter-connected
problems and goals

A set of formalized validation rules for reasoning
about connected problem hypothesis validation in
a goal-oriented problem hypothesis model

Formalization of the mapping process is planned using first-order logic. We also plan to

apply the Gomphy approach to other domains, such as the public health domain, to see the

strength and weaknesses of our work.
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[51] J. A. Sáez, J. Luengo, and F. Herrera, “Predicting noise filtering efficacy with data
complexity measures for nearest neighbor classification,” Pattern Recognition, vol. 46,
no. 1, pp. 355–364, 2013.

[52] H. Liu and H. Motoda, Computational methods of feature selection. CRC Press, 2007.

108



[53] K. Yu, L. Liu, and J. Li, “A unified view of causal and non-causal feature selection,”
ACM Transactions on Knowledge Discovery from Data (TKDD), vol. 15, no. 4, pp. 1–46,
2021.

[54] M. J. Berry and G. S. Linoff, Data mining techniques: for marketing, sales, and cus-
tomer relationship management. John Wiley & Sons, 2004.

[55] P. Domingos, “A few useful things to know about machine learning,” Communications
of the ACM, vol. 55, no. 10, pp. 78–87, 2012.

[56] C. Molnar, Interpretable machine learning. Lulu. com, 2020.

[57] M. T. Ribeiro, S. Singh, and C. Guestrin, “”Why should I trust you?” explaining the
predictions of any classifier,” in Proceedings of the 22nd ACM SIGKDD international
conference on knowledge discovery and data mining, pp. 1135–1144, 2016.

[58] S. Lundberg, G. Erion, H. Chen, A. DeGrave, J. Prutkin, B. Nair, R. Katz, J. Himmel-
farb, N. Bansal, and S.-I. Lee, “From local explanations to global understanding with
explainable AI for trees,” Nature machine intelligence, vol. 2, pp. 56–67, 2020.

[59] J. Mylopoulos, L. Chung, and B. Nixon, “Representing and using nonfunctional re-
quirements: A process-oriented approach,” IEEE Transactions on software engineering,
vol. 18, no. 6, pp. 483–497, 1992.

[60] J. Pearl and T. S. Verma, “A theory of inferred causation,” in Studies in Logic and the
Foundations of Mathematics, vol. 134, pp. 789–811, Elsevier, 1995.

[61] P. P.-S. Chen, “The entity-relationship model—toward a unified view of data,” ACM
Transactions on Database Systems (TODS), vol. 1, no. 1, pp. 9–36, 1976.

[62] B. Carlo, S. Ceri, and N. Sham, Conceptual Database Design: An Entity-Relationship
Approach. Benjamin/Cummings, 1992.

[63] L. Chung, P. Katalagarianos, M. Marakakis, M. Mertikas, J. Mylopoulos, and Y. Vas-
siliou, “From information system requirements to designs: a mapping framework,” In-
formation Systems, vol. 16, no. 4, pp. 429–461, 1991.

[64] S. Supakkul, T. Hill, L. Chung, T. T. Tun, and J. C. S. do Prado Leite, “An NFR
pattern approach to dealing with NFRs,” in 2010 18th IEEE International Requirements
Engineering Conference, pp. 179–188, IEEE, 2010.

[65] M. Binkhonain and L. Zhao, “A review of machine learning algorithms for identification
and classification of non-functional requirements,” Expert Systems with Applications: X,
vol. 1, p. 100001, 2019.

109



[66] C. Rolland, C. Souveyet, and C. B. Achour, “Guiding goal modeling using scenarios,”
IEEE transactions on software engineering, vol. 24, no. 12, pp. 1055–1071, 1998.

[67] S. Hartmann and S. Link, “English sentence structures and eer modeling,” in APCCM,
vol. 7, p. 2735, 2007.
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