
WIND FARM MODELING: FROM THE MESO-SCALE TO THE MICRO-SCALE

by

Christian Santoni-Ortiz

APPROVED BY SUPERVISORY COMMITTEE:

Stefano Leonardi, Chair

Giacomo Valerio Iungo

William Anderson

Yaoyu Li



Copyright c© 2018

Christian Santoni-Ortiz

All rights reserved



To my lovely wife,

it is my joy to spend

this space and this time

with you.



WIND FARM MODELING: FROM THE MESO-SCALE TO THE MICRO-SCALE

by

CHRISTIAN SANTONI-ORTIZ, BSc, MSc

DISSERTATION

Presented to the Faculty of

The University of Texas at Dallas

in Partial Fulfillment

of the Requirements

for the Degree of

DOCTOR OF PHILOSOPHY IN

MECHANICAL ENGINEERING

THE UNIVERSITY OF TEXAS AT DALLAS

August 2018



ACKNOWLEDGMENTS

I would like to express deep appreciation to my committee chair and supervisor, Professor

Leonardi, who has taught me how an excellent scientist should be. His highly energetic

guidance was always a motivation to keep working and studying hard. Without his help

and encouragement none of this research would have been possible. Thank you for this

opportunity.

I would like to thank each committee member for their insightful comments, suggestions and

for sharing their knowledge, which has been essential for this and future works.

Thanks to my friends and colleagues, Edgardo Garcia, Isnardo Arenas, Kenneth Carrasquillo

and Umberto Ciri, for all the stimulating discussions, sleepless nights working together and

all the fun we had. Fridays at Fillmore’s would not have been fun without you guys. Our

energetic discussions about science, politics and philosophy could not have been better.

Last but not least, I would like to thank my wife. This journey would have been unbearable

without you. Thank you for your support and encouragement. Thank you for believing in

me.

This work would not have been possible without the financial support of the Wind Integration

Simulations PIRE (WINDINSPIRE) and the WindStar Industry/University Cooperative

Research Center.

July 2018

v



WIND FARM MODELING: FROM THE MESO-SCALE TO THE MICRO-SCALE

Christian Santoni-Ortiz, PhD
The University of Texas at Dallas, 2018

Supervising Professor: Stefano Leonardi, Chair

This dissertation is focused on numerical modeling of wind turbines. An initial set of simula-

tions is performed to assess the effect of the tower and nacelle on the wake of a wind turbine.

The wind turbine is modeled using the Actuator Line Model for the rotor and the Immersed

Boundary Method for the tower and nacelle. Results are compared with the experimental

measurements made at NTNU (Norwegian University of Science and Technology), and nu-

merical simulations available in the literature. For the first time, we show that the tower

and nacelle not only produce a velocity deficit in the wake but also affect the entrainment

of mean kinetic energy. The wake of the tower interacts with that generated by the turbine

blades, promoting the breakdown of the tip vortex and increasing the mean kinetic energy

flux into the wake.

Additionally, we studied the effect of topography on the performance and wake of a wind

turbine. The topography consists of wavy ridges that are perpendicular to the flow direction.

The effect of the relative position of the rotor and terrain geometry is assessed by placing

the turbine either at the crest or trough of the undulating wall.

To study wind turbines under realistic conditions, one-way nested mesoscale to microscale

simulations of an on-shore wind farm have been performed using the Weather Research

and Forecasting (WRF) model. Each simulation contains five nested domains modeling the

mesoscale wind field using the planetary boundary layer scheme on the entire north Texas
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Panhandle region to microscale wind fluctuations and turbine wakes of a wind farm with

Large-Eddy simulation (LES). Moreover, an additional nesting with our in-house LES code

is performed. Numerical results agree well with meteorological, LiDAR and SCADA data.

Power production and momentum deficit obtained with our in-house LES code and actuator

disk model presented a better agreement than WRF because the simulation captures the

wind shear on the rotor.
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CHAPTER 1

INTRODUCTION

Since the onset of the industrial revolution, human activities have reached scales that are

potentially changing the global environment [5]. One of the many human-driven processes

that had captured the global attention is the increase in the average global temperature due

to the increase in the concentration of greenhouse gases in the atmosphere, especially CO2.

The increment in the levels of carbon dioxide, reaching over 400 parts per million, have been

linked to the massive expansion in the use of fossil fuels. As a consequence and due to the

increasing environmental consciousness, a great interest on renewable energy sources has

been raised. One of the most promising resources of renewable energy is wind.

The energy of the wind has been harnessed since ancient times for propelling sailing ships

and boats. Although, nowadays sailing boats are mainly used for recreational purpose, once

it was one of the most important means of transportation vital for the market across seas.

Another wind-powered tool with a similar importance for the development of the agriculture

is the windmill. This machine, of Persian origin, was used for the processing of grains and

pumping water for crops. Originally, the machines consisted of a vertical shaft with a light

wooden sails attached by horizontal struts. After it reached Europe, with the help of gears,

the rotor was turned horizontally having a larger efficiency than its counterpart with vertical

axis rotor.

Eolic electric power generation began with the first modern wind turbine constructed in 1890

in Denmark [6]. During the 1970′s the wind power gained visibility as a commercial power

generation in the United States due to the 1973 oil crisis. To date, wind energy is the fastest

growing source of electricity in the U.S. with an increase rate of 30% per year. Due to the

competitive, long-term stable pricing, economic development potential and its environmental

attributes, the Department of Energy of the United States has decided to increase the wind
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Figure 1.1. Cumulative wind power production. Department of Energy Wind Vision study
scenario [1].

energy penetration [1]. The proposed target of wind penetration is of 20% for the year 2030,

which corresponds to around 113 GW, with a long-term goal of 35% by 2050.

To meet up with the demand and reach the targeted goals, wind turbines are clustered in

larger arrays known as wind farms. From an economical standpoint, ideally, the distance

between the turbines should be as close as possible to reduce the required land area. Due

to the wake interaction, the turbines operating in the lee side of another turbine produce

40% to 60% less power than in isolated conditions, therefore reducing the overall efficiency

of the power plant [7]. This is a major concern as the hub height and the rotor diameter are

increasing significantly (see Figure 1.2 [2]) and mitigating the wake interaction requires vast

amount of land.

Due to the size of the rotor, the turbines cannot be studied as isolated. The landscape

may induce velocity fluctuations that can be detrimental for the power production and

increase fatigue loads thus reducing the operational life of the blades. At the same time, the
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Wind technologies market report [2].

turbulence induced by the terrain or in the atmosphere can change the transport of kinetic

energy in the wakes affecting the overall efficiency of the power plant. The power production

is also affected by the atmospheric stability. The atmospheric conditions change significantly

through a diurnal cycle. Stable conditions are encountered during the night while having

buoyancy driven structures during the day.

To address the problems mentioned above, wind farm designers rely on simple engineering

wake models for determining the wind turbine layout in a plant and control strategies [8, 9,

10]. These tools are based on simplified assumption to reduce the computational cost and

produce good results faster than high fidelity simulations. Improvements over these models

have been made with the help of high fidelity simulations and experimental measurements

by fine-tuning parameters such as the mixing length or through reduced order models [11,

12, 13]. Nevertheless, the accuracy of these methods still depends on the quality of the

experimental and numerical data used to tune the model.

3



More accurate results are obtained using large eddy simulation (LES) solvers coupled with

the actuator disk model (ADM) [14] or the actuator line model (ALM) [15]. These models

mimic the turbine by computing the forces exerted by each individual blade, similar to the

blade element momentum (BEM) theory, using the measured local velocity obtained from

the LES. The forces are applied to the Navier-Stokes equation by resembling the rotor disk

(ADM) or each individual blade (ALM).

The coordination between conventional and wind power plants is essential for the stability

and reliability of the electrical grid system. Therefore, it is imperative to determine the

performance, power production and variability of wind energy plants under different weather

conditions. To provide more realistic atmospheric conditions, wind farm parameterizations

have been integrated into numerical weather prediction (NWP) models [16, 17]. This allows

to study the performance of the wind farm through a diurnal cycle [18] encompassing stable

and unstable atmospheric conditions or through the evening transition [19]. As a limiting

factor of the parameterization is that the mesoscale modeling is limited to grid size larger

than 1 km, therefore impeding the modeling of the wind turbine interaction of turbines

located in the same mesh point.

In this dissertation Large Eddy Simulations of flow past wind turbines are performed with

the objective of improving high fidelity models of turbines, providing an accurate descrip-

tion of their wakes and of their power production. In chapter 2, details of the numerical

discretization of the governing equations are given. To improve the wind turbine modeling,

a high-resolution LES was performed where the effect of the tower and nacelle was studied

(Chapter 3). In chapter 4 it is studied the effect of the topography, on the performance

of a wind turbine. Chapter 5 an assessment of nested mesoscale to microscale simulations

using the Weather and Research Forecast model (WRF) against LiDAR and SCADA data

is discussed. A modification to the parameterization is proposed in order to model the wind

4



turbines in grids smaller than 1 km, allowing to study wake interactions between turbines.

Coupling between the WRF simulations with high fidelity wind turbine simulations using

the actuator disk model is discussed in Chapter 5. Closing remarks are given in Chapter 6.

1.1 Intellectual Merit

For the design and development of wind farm control systems is of great importance to

accurately simulate the wind turbine wake and energy entrainment, specifically for those

operating in the wake of a windward turbine [20]. In this work we studied for the first time

the interference between the wake of the tower and nacelle and that of the rotor. For the

first time, we considered the effect of a wavy topography on the power production and its

fluctuations and on the loads on the blade. Finally, we were able to couple our high fidelity

wind turbine code with numerical weather prediction models. This novel numerical tool

allowed us to reproduce the wind field over a real wind farm, accounting for wind speed and

wind direction variability.

1.2 Broader Impact

Mitigating wake interaction losses can potentially improve the power production of a wind

farm and reduce the total cost of wind energy production. More importantly, wind is a

clean renewable energy source that contributes in reducing the dependence from fossil fuels.

Consequently, it will reduce the production of air pollutants and greenhouse gases, such as

sulfur dioxide, nitrogen dioxide carbon dioxide and nitric oxide and other particulate matter.

Wind energy can also reduce the use of clean water that is required for the transport of energy

on conventional power plants. For example, the Department of Energy has set the goal of

producing 20% of the total energy by wind energy by 2030. This would save up to 260 billion

gallons of water by 2050 [1].
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CHAPTER 2

METHODOLOGY AND MODELING

2.1 Governing Equations

The governing equations that describe the motion of a fluid past wind turbines are the

incompressible Navier-Stokes and conservation of mass equations,

∂Ui

∂t
+

∂UiUj

∂xj

= −∂P

∂xi

+
1

Re

∂2Ui

∂xj∂xj

+ Fi, (2.1a)

∂Ui

∂xi

= 0, (2.1b)

Ui =
U∗

i

U∞

, (2.1c)

t =
t∗D

U∞

, (2.1d)

P =
P ∗

ρU2
∞

, (2.1e)

where Ui is the velocity along the i direction, P is the pressure, U∞ is the reference velocity

and D is the rotor diameter. Since the resolution needed to describe the turbine blades,

especially at their tip is beyond our reach with the computer power available nowadays, the

turbines are modeled with a virtual force Fi. The Reynolds number is given by Re = U∞D/ν,

where ν the kinematic viscosity.

2.2 Discretization of the Navier-Stokes Equations

The Navier-Stokes equations are a system of non-linear second order partial differential

equations. Due to their complexity, an analytical solution exists for a small number of cases

and for cases as those of interest in this dissertation, equations need to be discretized. In

this work the Navier-Stokes equations are discretized using a central second-order finite-

difference. The scheme is based on a fractional step and factorization method, second order
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Figure 2.1. Computational cell with pressure pressure computed in the cell center and
staggered velocity in the cell faces

accurate in space and time. To keep the differential operators as compact as possible, a

staggered grid was employed. The velocities are defined in the faces of the cell and the

pressure in the center (Figure 2.1).

2.2.1 Time Discretization

For the integration in time we use a low-storage Runge-Kutta method originally developed

by Wray [21]. This method provides a 3rd order of accuracy in time with good stability

properties. It requires 3 sub-steps and only 2 memory spaces, therefore being low-storage.

Let us consider a general differential equation:

∂U

∂t
= f(U, t). (2.2)

The method must satisfy the following requirements:

• New time is approximated by the Taylor series for successive times;
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Table 2.1. Low-Storage Runge-Kutta scheme
First Memory Location Second Memory Location

U0 = Un f 0 = fn

U1 = U0 + a∆tf 0 UA = f 0 + A∆tf0
U2 = U1 + b∆tf(tl + A∆t, UA) UB = U1 + B∆tf(tl + A∆t, UA)

U3 = U2 + c∆tf(tl + (a+B)∆t, UB) -

• Only two memory locations are available per dependent variable U , and consequently

f(U, t);

• the operation must be cyclic, therefore containing the necessary quantities on the end

of a time-step for the next iteration.

Given the conditions above, the initial memory locations are

Un|f(Un, tn). (2.3)

The only dimensionless group for a given U l is f(U l, tl)∆tl/U l, therefore the only possible

approximation is F (f(U l, tl)∆tl/U l)U l. The Taylor series requirement implies that F must

be linear, therefore it can be written as

U l + a∆tf(U l, tl), (2.4)

and similarly, for the second memory location,

U l + A∆tf(U l, tl). (2.5)

This procedure is repeated l-times until the desired accuracy is obtained. Table 2.1 summa-

rize the third-order low storage Runge-Kutta scheme.

Substituting the expression for U1 and U2 into U3, the third-order scheme is given by

Un+1 = Un + a∆tf(Un, tn) + b∆tf(UA, tn + A∆t) + c∆tf(UB, tn + (a+ B)∆t). (2.6)
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To determine the unknown coefficients, the new time is approximated by the Taylor series,

which is

Un+1 = Un +∆t
∂U

∂t
+

∆t2

2

∂2U

∂t2
+

∆t3

6

∂3U

∂t3
+O(∆t4). (2.7)

By matching the coefficients of the two relations, a system of equation allows to determine

the unknowns, given by

a+ b+ c = 1, (2.8a)

(a+ B)c+ Ab = 1/2, (2.8b)

(a+ B)2c+ A2b = 1/3, (2.8c)

ABc = 1/6. (2.8d)

Having five unknowns and four equations a common solution is obtained by setting b = 0,

which gives

a = 1/4,

A = 8/15,

B = 5/12,

c = 3/4.

The momentum equation is simplified to a single function for the development of the time

integration above. Nevertheless, this function can be further divided into the convective

non-linear terms and the viscous linear terms as such

∂U

∂t
= N(U) + L(U), (2.10)

where N(U) is the non-linear terms and L(U) is the linear terms. To eliminate the numerical

viscous stability restriction, particularly at very low Reynolds number and highly stretched
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meshes near boundaries, the viscous terms will be advanced implicitly using the Crank-

Nicolson scheme in each Runge-Kutta step. On the other hand, the non-linear terms are

advanced explicitly, obtaining

U1 = U0 + γ1∆tN0 + ρ1∆tN−1 + α1∆t
L1 + L0

2
, (2.11a)

U2 = U1 + γ2∆tN1 + ρ2∆tN0 + α2∆t
L2 + L1

2
, (2.11b)

Un+1 = U3 = U1 + γ2∆tN1 + ρ2∆tN0 + α2∆t
L2 + L1

2
. (2.11c)

From the initial conditions the values of a previous step are not known, therefore, we can

conclude that ρ1 = 0, and because the linear and non-linear terms must be at the same

time-step, αl = γl + ρl.

Substituting into the final step all the previous Runge-Kutta steps we get

Un+1 = U0 +∆t
[(
γ1 + ρ2

)
N0 +

(
γ2 + ρ3

)
N1 + γ3N2

]
. (2.12)

Comparing the equation above with equation 2.6 we can deduce that

a = γ1 + ρ2, (2.13a)

b = γ2 + ρ3, (2.13b)

c = γ3. (2.13c)

Considering that UA was evaluated at time tn +A∆t, UB at tn + (a+B)∆t in function we

get

A = γ1 + ρ1, (2.14a)

a+ B = γ2 + ρ2 + γ1 + ρ1. (2.14b)

Solving this system of equations with five equations and five unknowns we get

γ1 = 8/15, ρ1 = 0, α1 = 8/15,

γ2 = 5/12, ρ2 = −17/60, α2 = 2/15,

γ3 = 3/4, ρ3 = −5/12, α3 = 1/3.
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Then applying the discretization scheme to the momentum equation, it is obtained

Û l+1
i − U l

i

∆t
= −γlN l

i − ρlN l−1
i +

αl

Re
Ljj

(
Û l
i+1 + U l

i

2

)
− αlGiP

l (2.16)

where in this case Ljj represents the Laplacian operator that is calculated using central

scheme difference and Gi the gradient operator.

Equation 2.16 is discretized around time l+1/2 for the solution at time l+1. The fact that

the pressure term is only known at time l and is computed explicitly from this time, yields

to the solution Ûi that is a non-solenoidal velocity field. As a consequence the field Ûi has

to be corrected to obtain a divergence free velocity field. Introducing ∆Ui = Ûi − U l
i into

equation 2.16 we obtain

(1− αl

2Re
Ljj)∆Ui = −γlN l

i − ρlN l−1
i +

αl

Re
LjjU

l
i −

δP l

δxi

. (2.17)

This results in a sparse matrix of N × N with seven diagonals, where N is the amount

of grid points. Inverting this matrix by standards methods, such as Gaussian elimination,

requires a large amount of operations that may limit the amount of grid points. However, it

is essential for dealing with turbulent flows and vortex dynamics to have fine grid resolutions.

Therefore, the seven diagonal matrix is approximated by a three tri-diagonal matrices that

are easily inverted. The three step factorization of equation 2.17,
(
I − αl

2Re
L11

)
∆U∗∗

i = RHS, (2.18a)

(
I − αl

2Re
L22

)
∆U∗

i = ∆U∗∗

i , (2.18b)

(
I − αl

2Re
L33

)
∆Ui = ∆U∗

i . (2.18c)

Equation 2.18 approximate equation 2.17 with an order of ∆t2. The solenoidal field at the

new step l+1 is obtained by introducing a scalar quantity φ that projects the non-solenoidal

field into a solenoidal space given by the following equation:

U l+1 = Û −∆t
δφ

δxi

, (2.19)
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∇ · ∇φ = ∇2φ = ∇ · Û =
∂Ûi

∂xi

. (2.20)

By solving Poisson equation (Equation 2.20), then the pressure field can be computed using

the following equation

P l+1 = P l + φ− ∆tαl

2Re
Ljjφ. (2.21)

2.2.2 Stability of the Numerical Scheme

The numerical scheme shown in section 2.2.1 is known as the Hybrid third-order Runge-

Kutta/Crank-Nicolson scheme. However, because the linear term is advanced using a second

order of accuracy integration in time in each Runge-Kutta step the overall accuracy is reduced

to second order. Despite decreasing the accuracy, the time integration stability is increased.

The Courant-Friedrich-Lewis (CFL) condition is typically given by:

∣∣∣∣
Ui∆t

∆xi

∣∣∣∣ ≤ 1, (2.22)

which limits the distance a fluid particle travel in each time integration to be less or equal

to the mesh width. The three-step Runge-Kutta method, increasing the stability, relax

the constraint imposed by the CFL condition to CFL =
√
3. A further advantage of this

method is that ρ1 = 0, which allows for a perfect restart without previous times needed for

the integration.

2.3 Sub-grid Stress Modeling

Resolving all the scales of turbulent motions, via Direct Numerical Simulations (DNS), pro-

vides the most accurate representation of turbulent flows. In order to do so, it is required

to solve the largest energetic scales and, at the same time, the smallest scales where all

the turbulent kinetic energy dissipation occurs. Therefore, to resolve the smallest scales
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the computational grid size must be no larger than the smallest scales also known as the

Kolomogorov scale, η.

For homogeneous isotropic turbulence the number of grid points in each direction must

be greater than L/η, where L is the distance over which the velocity fluctuations remains

correlated. It can be shown that [22]:

L

η
= O

(
Re3/4

)
. (2.23)

Although the majority of flow of interest cannot be considered homogeneous isotropic this

equation gives a good estimate for the amount of required grid points. Considering that

modern utility wind turbines have a rotor diameter of around 100m and designed for wind

speeds of around 10m/s the Reynolds number is ReD = O (108). Thus, it can be estimated

that the minimum of grid points required for solving the smallest scales is of O (1018) for a

three-dimensional field, that with nowadays technologies is a prohibitive.

To overcome these difficulties only the large scales of the flow are solved while the finer scales

are filtered. This reduces the number of grid points and then the computational cost. This

methodology is known as Large Eddy Simulation (LES). The filter operation is defined by

Ũi(xi, t) =

∫
G(ri, xi)U(xi − ri, t)dri, (2.24)

where Ũi is the filtered, resolved, velocity vector and G is the filter function. The residual

field is defined by

u′

i(xi, t) ≡ U(xi, t)− Ũi(xi, t). (2.25)

By introducting equation 2.25 into the Navier-Stokes equation 2.1 it is obtained the filtered

Navier-Stokes and continuity equations

∂Ũi

∂t
+

∂ŨiŨj

∂xj

= −∂P̃

∂xi

+
1

Re

∂2Ũi

∂xj∂xj

− ∂τij
∂xj

, (2.26a)

∂Ũi

∂xi

= 0, (2.26b)
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where τij is the sub-grid scale (SGS) stress tensor that represents the interaction between

the large resolved scales with the unresolved ones.

The sub-grid scale stresses are parameterized using the eddy-viscosity model as

τij −
1

3
δijτkk = −2νT S̃ij, (2.27)

where S̃ij is the filtered strain rate tensor (S̃ij = 1/2
(
∂Ũi/∂xj + ∂Ũj/∂xi

)
) and δij is Kro-

necker delta that represents the identity matrix. The Smagorinsky model is use for the eddy

viscosity νT , and is given by

νT = (Cs∆)2
√
2S̃ijS̃ij, (2.28)

where ∆ is the filter width and Cs is a non-dimensional parameter known as the Smagorinsky

constant.

2.4 Immersed Boundary Method

The solid interfaces such as the tower, nacelle and topography are modeled with the Immersed

Boundary Method. The technique consists of imposing a zero velocity, Ui = 0, in the grid

points inside the solid boundary (× in Figure 2.2). The derivatives in the Navier-Stokes

equations are discretized using the distance between the “immersed” body and points where

the velocities are defined on the Cartesian grid (×, Figure 2.2). This prevents the body to

be modeled as a stepwise geometry. More details are given in [23]. The present Immersed

Boundary Method has been extensively validated in studies over rough walls [23, 24, 25].

Immersed Boundary Method may be interpreted as body forces added to the Navier-Stokes

equation (as shown by Fadlun et al. [26]), similarly to the Actuator Line Model:

un+1
i − un

i

∆t
= RHSn+1/2 + F

n+1/2
IB,i , (2.29)
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Figure 2.2. Geometrical sketch of the grid around a section of the tower. The arrows indicate
the position in the grid where the velocities are defined (staggered). The velocities inside
the body (x in red) are set to zero. The derivatives of the velocities at the closest points
around the boundary are computed using the real distance to the body (∆x and ∆y) and
not the grid spacing. The latter would result in a stepwise body.

where RHS is the sum of the viscous terms, non-linear terms and pressure gradient and

FIB,i is the Immersed Boundary force. Since the tower and nacelle do not move and then

un
i = 0, the force FIB,i is calculated as

F
n+1/2
IB,i = −RHSn+1/2, (2.30)

to obtain zero velocity in the grid points inside the body. It would be ideal to use Immersed

Boundaries for the entire blade given to the accuracy of the method. However, this would

require a very fine grid to describe the tip of the blade and its camber. While this may not

be critical for the drag, it is for the circulations and then for the lift. A grid that would

resolve accurately the blade with Immersed Boundary is beyond our reach. Therefore, it is

preferred to use the Actuator Line or Actuator Disk Model for the blades and the Immersed

Boundary Method for the tower and nacelle (which are bluff bodies).
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Figure 2.3. Blade cross-section in the plane T − θ, where T is the direct ion of the thrust
force and θ is the azimuthal direction.

2.5 Turbine Modeling

The wind turbine blades are modeled using the Actuator Line Model (ALM) developed by

Sørensen et al. [27]. The lift FL and drag FD of the blades are computed using blade element

theory for a two dimensional airfoil and are given by

FL =
1

2
CL (α) ρU

2
relcF, (2.31)

FD =
1

2
CD (α) ρU2

relcF, (2.32)

where ρ is the flow density, CL and CD are the lift and drag coefficient which are function

of the angle of attack, α, of the airfoil, c is the chord length of the airfoil, F is the Prandtl

correction factor. The relative velocity, Urel, is given by:

Urel =

√
U2
x + (Uθ − ωr)2, (2.33)

Ux and Uθ denotes the streamwise and azimuthal flow velocity respectively, ω is the angular

velocity of the rotor and r the radial distance from the center of the rotor (Figure 2.3). The
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Figure 2.4. Sketch of the distribution of the aerodynamic load among the plane of the blade
section.

lift and drag coefficient are obtained from a look-up table by computing the local angle of

attack of each airfoil section

α = tan−1

(
Ux

Uθ − ωr

)
− φt, (2.34)

where φt is the local twist of the blade. Since using look up tables of 2D airfoils neglects

three dimensional effects of the blade, a modified Prandtl correction factor [28] is used to

account for the tip and root vortex:

F =

(
2

π

)2

cos−1
(
e−ft

)
cos−1

(
e−fr

)
, (2.35)

where

ft =
B

2

D/2− r

rsin (α + φt)
, (2.36)

and

fr =
B

2

r −Dh/2

rsin (α + φt)
, (2.37)

where Dh is the hub diameter and B is the number of blades of the wind turbine. The

calculated aerodynamic forces are distributed in the perpendicular direction to each actuator
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line with a Gaussian distribution kernel shown below

ηL =
1

ǫ2π
exp

[
−
(rη
ǫ

)2]
, (2.38)

where rη is the radial distance from the center of the blade and ǫ determines the spreading

of the forces (Figure 2.4). It must be remarked from the previous equation that the actuator

line consists of a continuous line instead of discrete actuator points as it has been done in

the past by Mart́ınez-Tossas et al. [3].

Instead of distributing the aerodynamic forces in a line, the forces can also be distributed

over the rotor disk. The method is referred to as the rotating Actuator Disk Model (ADM)

[29] and the forces are distributed as

η = exp

[
−
(
x− xc

ǫ

)2
]
exp

[
−
(
θ − θB
π/3

)2
]
, (2.39)

ηD =
η∫ ∫

A
ηdA

, (2.40)

where x− xc is the relative distance from the position of the rotor xc, θ − θB is the relative

angular distance from the angular position of the blade θB. The ADMmodel requires less grid

points and allows a larger integration time steps than the ALM reducing the computational

cost. However the space resolution is coarser and the effect of the blade is spread over a

large area thus preventing the formation of tip vortices.
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CHAPTER 3

THE WAKE OF THE TOWER AND NACELLE1

3.1 Introduction

In this chapter we quantify the effect of tower and nacelle on the wake of a wind turbine.

Results have been published in Santoni et al. [30] and visualizations of the wake were featured

in the cover of the journal Wind Energy [31]. The numerical code combines an ALM, for

the rotating blades, with an immersed boundary method [23] used to model the tower and

nacelle. Two sets of simulations, with and without tower and nacelle have been performed at

two tip speed ratios: λ = 3 and 6. Results are compared with the experimental measurements

(Krogstad et al. [4]) and with the numerical results obtained by Mart́ınez-Tossas et al. [3]

using OpenFOAM and the ALM.

3.1.1 Literature Review

To date the most accurate model to resolve the flow around a rotating blade is the Actuator

Line Model, which mimics each individual blade with a body force along a line [15]. The

lift and drag forces at each section of the blade are computed using look–up tables of the

airfoil aerodynamic coefficients and spread over a few grid–points generally with a Gaussian

function of width ǫ. The velocity obtained solving the Navier-Stokes equation is used to

determine the velocity and angle of attack at each element of the blade.

Numerical results using the Actuator Line Model depend on the smearing factor, grid reso-

lution, correction of the azimuthal and thrust force due to the tip and root losses and on the

1 c©2018 WILEY. Portions Adapted, with permission, from Santoni, C., K. Carrasquillo, I. Arenas-
Navarro, and S. Leonardi. (2017) “Effect of tower and nacelle on the flow past a wind turbine.” Wind
Energy 20 (12), 19271939.
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point with respect to the blade section where the relative velocity and angle of attack are

calculated. Efforts have been made to quantify the effect of these parameters on the power

production. For example, Mart́ınez-Tossas et al. [3] found an optimal value of the smearing

factor, ǫ, with respect to grid resolution ǫ/∆x ≈ 2.5. Jha et al. [32] proposed a smearing

factor dependent on the geometry of the turbine blade. This is further corroborated by

Mart́ınez-Tossas et al. [33], who found that the optimal smoothing width is correlated to

the chord of the blade, c, and it should be in a range ǫ/c ≃ 0.14− 0.25, while the center of

the force distribution should be about 0.14− 0.25c downwind the leading edge of the airfoil.

Much less attention had been paid to the effect of tower and nacelle. In general, wind

turbines are modeled as rotating blades only. More recently, attempts have been made to

model the tower and nacelle with body forces [34, 35]. For example Sarlak et al. [35] used

a drag coefficient CD = 1.2 and a lift coefficient which oscillates in time with a Strouhal

number St = 0.2 and an amplitude A = 0.3 to model the tower of the turbine. Krogstad

et al. [4] and Pierella et al. [36] compared numerical results obtained with different codes

and turbine models with experimental measurements. The disk and line actuator models

agreed better with the experimental data although the lack of the tower and nacelle resulted

in a symmetric wake with a high velocity jet in the center of the rotor not observed in

the measurements. In a recent paper, Mittal et al. [37] performed numerical simulations to

reproduce the experiment done at NTNU (Norwegian University of Science and Technology),

using an unstructured in-house code to model tower and nacelle. The numerical results

agreed well with the experiment even in the near wake. Therefore, the comparison between

numerical results and experiments carried out at NTNU seems to indicate that tower and

nacelle are not negligible especially in the near wake of the turbines.

A similar conclusion was also reached by Kang et al. [38] who modeled a hydrokinetic

turbine using three different approaches: curvilinear immersed boundary method where all
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the details of the turbine, including tower and nacelle were solved, ADM and ALM. Results

compared well with those of Chamorro et al. [39]. The presence of tower and nacelle, through

the curvilinear immersed boundary method, allowed to reproduce with good accuracy the

wake meandering and the interaction between the unstable hub vortex and the tip vortices

as observed in the experiment. On the other hand, without modeling tower and nacelle,

numerical results showed lower turbulent intensities, a stable hub vortex, which does not

interact with the external shear layer, and a wake rotation extending much longer downwind.

3.2 Geometrical Configuration

The numerical simulations aim at reproducing the wind tunnel experiment of a single turbine

performed at the Norwegian University of Science and Technology [40]. The turbine model

has a three bladed rotor disk with diameter D = 894mm, the center being located at 817mm

above the tunnel floor level. The tower consists of four cylinders of different diameters and

lengths. From top to bottom, the cylinders diameters are D1 = 0.057D, D2 = 0.068D, D3 =

0.092D and D4 = 0.114D and the lengths of the cylinders are L1 = 0.208D, L2 = 0.180D,

L3 = 0.267D and L4 = 0.197D, respectively. The nacelle geometry is very similar to a

capsule with radius of 0.05D and a total length of 0.64D. The two-dimensional lift and drag

coefficients of the NREL S826 airfoil, as well as the chord and twist angle along the span of

the blade were obtained from [41].

The Reynolds number is Re = 6.3× 105, as in the experiment. The computational domain

is 12.5D (length) × 3D (width) × 2.1D (height) where D is the rotor diameter. The

hub is located at a height of 0.9D, centered in spanwise direction and 4.1D from the inlet

(Figure 3.1). No slip condition (Ui = 0) is prescribed at the tunnel walls (top, bottom and

lateral boundaries of the computational box). A uniform velocity profile is given at the inlet
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Figure 3.1. Computational box.

(U∞ = 10m/s) while radiative boundary conditions are imposed at the outlet:

∂Ũi

∂t
+ C

∂Ũi

∂n
= 0, (3.1)

where C denotes the convection velocity. The Smagorinsky model with a constant CS = 0.09

is used for the subgrid stresses.

Two different tip speed ratios are considered, λ = ωR/U∞ = 3 and 6. The tip speed ratios

are chosen among those available from the experiment so as to have one off–design condition,

λ = 3, with the blades in stall, and one as the optimum design condition, λ = 6. For each

tip speed ratio, two sets of simulations, with and without tower and nacelle, were performed.

The computational grid is 2048 × 512 × 512 in the streamwise, spanwise and wall–normal

direction, respectively. The rotor disk is discretized in 170 points in the spanwise direction

and 243 in the wall normal direction. The smoothing width is ǫ = 0.03D corresponding to

ǫ/cR = 0.33 at the root and ǫ/ct = 1.03 at tip, where cR and cT are the chord at the root and

at the tip, respectively. This is slightly larger than the values recommended by Mart́ınez-

Tossas et al. [33] but decreasing it even further would have resulted in a grid unfeasible for

our computational resources. The spreading ǫ/∆ = 3.2, where ∆ =
√
∆x2 +∆y2 +∆z2,
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is used to minimize the numerical oscillations on the blade, that were also observed by

Mart́ınez-Tossas et al. [3] and Troldborg [42].

3.3 Result and Analysis

Simulations were run for about 50 rotor revolutions (T ) for λ = 3 and 100 for λ = 6. Each

rotor revolution was discretized in 600 time steps for λ = 3 and 800 for λ = 6. In fact,

because of the increased tip velocity for λ = 6, a smaller ∆t is necessary to keep the CFL

in the stability limit. The first 20T were discarded to eliminate the effect of the initial

conditions. The data was recorded nearly every T/5 and T/10 times per revolutions for

λ = 3 and 6, respectively. A convergence analysis showed that 200 snapshots were sufficient

for the statistical convergence. However, all the snapshots obtained for each case were used

for the analysis shown below.

3.3.1 Mean Flow

Color contours of the time averaged streamwise velocity (U1) in a vertical plane (x, y) at

the center of the rotor disk are shown in Figure 3.2 for λ = 3 and 6. A velocity deficit can

be observed behind the rotor disk due to the thrust force of the turbine, which increases

by increasing the tip speed ratio. Similarly, the induction zone upwind the rotor becomes

larger when the tip speed ratio increases. Because of the blockage caused by the turbine,

the velocity near the upper smooth wall increases up to U1 = 1.15U∞ for λ = 6. When

tower and nacelle are not modeled, an unphysical jet is generated at the center of the rotor

disk, as stronger as larger is the tip speed ratio. This streak of high velocity flow persists for

more than 3 diameters behind the rotor although as we move further downwind, the velocity

gradient is smoothed out by the viscosity and the breakdown of the root vortex. The nacelle,
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Figure 3.2. Contours of U1 in a vertical section; (a, b) λ = 3, (c,d) λ = 6, with (b,d), and
without tower and nacelle (a,c); (e,f,g,h) vertical profiles of the mean streamwise velocity
1D ( ) and 3D ( ) downwind the rotor disk: LES results ( ) and experiments (
◦ ).

instead, causes a momentum deficit, which is not aligned with the flow direction but tilted

slightly downward. The wake behind the turbine without tower and nacelle is symmetric in

the vertical direction with respect to the hub. The increase of streamwise velocity due to
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Figure 3.3. Time averaged streamwise velocity profiles: (a) λ = 3, 1D downwind, (b) λ = 3,
3D downwind, (c) λ = 6, 1D downwind, (d) λ = 6, 3D downwind: present simulations with
( ) and without ( ) the tower and nacelle, ( ) numerical results from [3], and ( • )
experimental measurements [4].

the blockage is observed not only on the upper wall, as expected, but even on the lower wall.

On the other hand, when tower and nacelle are modeled, the momentum in the lower part

of the disk is much smaller. A reverse flow is observed behind the tower (Figure 3.2 b,d).
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The size of the recirculation appears to be correlated with the diameter of the tower, which

is larger closer to the ground and it decreases moving upward towards the nacelle.

Streamwise velocity profiles along the wall normal direction at 1D and 3D (as indicated by

the dashed vertical lines) are compared with experimental measurements (Figure 3.2 e,f,g,h).

On the upper part of the disk, y/D & 1, numerical results agree well with experimental

measurements for both sets of simulations (with/without tower and nacelle). When tower

and nacelle are included in the simulation, the agreement with measurements is improved

especially in the lower part of the disk (y/D < 1). The presence of the tower and the nacelle

causes a lower momentum near the ground and prevents the formation of the jet in the center

of the rotor. The velocity at the center of the rotor, y/D = 0.91, is slightly larger than that

measured experimentally. This is believed to be due to the excessive dissipation caused by

the sub–grid scale model behind the nacelle.

Time averaged streamwise velocity profiles along the spanwise direction (z′, with origin at

the center of the hub) at hub height are shown in Figure 3.3. Results are compared with

experiments [4] and with the numerical results of Mart́ınez-Tossas et al. [3], at x = 1D and

x = 3D behind the turbine rotor. Present results for the case without tower and nacelle

are consistent with those of Mart́ınez-Tossas et al. [3] for both λ = 3 and 6. The intensity

of the jet at the hub is very similar while small differences are observed along the blade

(0.05 < |z′/D| < 0.5) close to the rotor. However, the velocity in the present simulations

without tower and nacelle at the hub height decreases faster than that in Mart́ınez-Tossas et

al. [3] farther away from the rotor, due to the correction for the root loss we applied to the

Actuator Line Model. This creates a weaker vortex caused by the root of the blades which

breaks down earlier allowing for mixing between the high and low momentum flow of the

wake. The interaction between the tower and nacelle and the wake of the blades results in

an asymmetric velocity profile similar to that measured experimentally. By increasing the
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Figure 3.4. Streamwise velocity averaged in time and over the rotor disk, 〈Urot〉: λ = 3 with
( ) and without tower and nacelle ( ); λ = 6 with ( ) and without ( ) tower
and nacelle. The vertical dashed lines denote the position of the rotor.

tip speed ratio (i.e. the angular speed of the turbine) the asymmetry in the wake appears

more evident and lasts longer in the wake.

The velocity profile over the blade is not significantly affected by the tower and nacelle

with the exception of a small portion in the lowest part of its revolution. Therefore, the

relative velocity and angle of attack (Urel and α respectively) and as a consequence torque,

thrust and power coefficients are quite accurately predicted even when only the rotating

blades are modeled. However, in case of an array of turbines, the wake may impinge on

downwind turbines. Since the wake characteristics may differ significantly, modeling the

tower and nacelle can improve the prediction of the performance of wind turbine arrays.

This is quantified in Figure 3.4 by showing how the velocity in the rotor swept area, 〈URA〉,

varies with the streamwise distance, (〈URA〉 = 1

Arot

∫
Arot

U1dA, were Arot is the rotor swept

area and U1 is the time averaged streamwise velocity). The velocity in the rotor swept

area decreases in correspondence of the location of the blades, x/D = 4.1, due to the drag

force (thrust) caused by the turbine. To a larger drag, relative to a higher tip speed ratio,
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corresponds a larger velocity deficit. Downwind the turbine, the rotor velocity increases

(wake recovery) with a slope that depends primarily on the tip speed ratio. In fact, the swirl

imparted by the rotating blades promotes the mixing and increases with increasing the tip

speed ratio. The tower and nacelle increase further the velocity deficit in correspondence of

the turbine (since there is no jet) and enhance the wake recovery by increasing entrainment

of mean kinetic energy (as it is discussed in the next sections). The velocity, in the near wake

of the turbine, is larger for the case without tower and nacelle because of the (unphysical)

jet at the hub. However, due to the increased entrainment, about 4− 5 diameters downwind

the turbine, 〈URA〉 relative to the case with tower and nacelle overcomes that obtained with

the rotating blades only.

3.3.2 Mean Kinetic Energy Entrainment

The increased recovery observed in Figure 3.4 is further corroborated by the budget of mean

kinetic energy. The mean kinetic energy transport equation is:

∂E

∂t
= −U i

∂E

∂xi

− ∂

∂xj

[
U iuiuj + U iτ ij

]
+ (uiuj + τ ij)

∂U i

∂xj

+ U iF i −
∂U iP/ρ

∂xi

, (3.2)

where E = 1/2U iU i, τij is the sum of the viscous and sub-grid stresses, P the pressure

and U i and ui are the mean velocity and fluctuation along the i direction, respectively. As

shown in [43, 44], the dominating terms of equation (3.2) in the turbine region are the power

extraction given by U iF i, where Fi is the forces exerted by the turbine, and the turbulent

kinetic energy flux induced by the Reynolds stresses. The recovery of mean kinetic energy

in the wake is mainly due to the turbulent kinetic energy flux which is given by the gradient

of −Uiuiuj where index j is along the radial direction [45].

Figure 3.5 shows the color contours of −Uuw, which accounts for the entrainment of mean

kinetic energy along the spanwise direction. Positive values (red) indicate a turbulent kinetic
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Figure 3.5. Iso-surface of λ2 super-imposed to color contours of −Uuw on a horizontal plane
at hub height: λ = 3 (a,b), λ = 6 (c,d), with (b,d) and without (a,c) tower and nacelle (note
that color ranges vary with tip speed ratio).

energy flux in the negative spanwise direction, while negative (blue) values denote a flux in

the positive spanwise direction. For both set of simulations, by increasing the tip speed ratio,

the entrainment of mean kinetic energy increases for a given streamwise distance from the

rotor disk. At the tip of the blades, in the near wake, a weak flux of mean kinetic energy

towards the center of the wake is caused by the tip vortex. A similar effect occurs at the

center of the wake, due to the root vortex. By increasing the angular velocity, a stronger

vortex and as a consequence a larger entrainment in the tip and root regions are obtained
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(a) (b) (c)

Figure 3.6. Iso-contours of λ2 = −3 for a turbine with tower and nacelle (not shown in the
figure for clarity) and tip speed ratio λ = 6; front (a), side (b) and back (c) views. The
region closer to the turbine axis is colored darker.

(Figure 3.5c). Further downwind, in correspondence of the vortex breakdown, increased

fluxes are observed on both sides of the wake. This is consistent with the observations of

Lignarolo et al. [45], who showed that the increase in flux of mean kinetic energy corresponds

to the breakdown of the tip vortex. For both tip speed ratios (λ = 3, 6), tower and nacelle

enhance the entrainment of mean kinetic energy and break the symmetry of the wake and

that of Uuw with more energy being entrained from the side z < zhub. This is more evident

at λ = 6 because the swirl is larger.

3.3.3 Coherent Structures

Visualizations of iso-surfaces of λ2 (Figure 3.5, 3.6), (second largest eigenvalue of SikSkj +

ΩikΩkj [46], where Sij = 1/2(∂Ui/∂xj + ∂Uj/∂xi) and Ωij = 1/2(∂Ui/∂xj − ∂Uj/∂xi)), show

that the root vortex as well as the vortex shedding behind the tower are tilted towards one

side of the wake for both tip speed ratios. A couple of diameters downwind the rotor disk, the

vortices generated at the nacelle and tower get very close to the tip vortex and promote the

vortex breakdown. On the other hand, when only the rotating blades are simulated (no tower

and nacelle), the root vortex is aligned to the flow direction and does not interact significantly

with the coherent structure at the tip (Figure 3.5a,c). When the vortical structure generated
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Figure 3.7. Color contours of instantaneous streamwise velocity in horizontal planes at 0.75D
(a,d), 0.4D (b,e) and 0.01D (c,f) from the bottom wall. Top λ = 3, bottom λ = 6.

from tower and nacelle is close enough to the tip vortex, entrainment is largely increased

and explains the asymmetry in the fluxes.

To further describe the interaction between the wake of the tower and nacelle and that of

the turbine blades, contours of instantaneous streamwise velocity are shown in Figure 3.7 on

horizontal planes at different heights (0.01D, 0.4D and 0.75D). Below the rotor, a vortex

shedding from the tower similar to that of a circular cylinder ([47]) is observed. In the

section closer to the wall, which corresponds to the tower segment with the largest diameter,

the Strouhal number (St = fd/U∞, where f is the vortex shedding frequency and d is the

diameter of the section of the tower and U∞ is the inlet velocity) is St = 0.18 for both

λ = 3 and λ = 6. An additional simulation with only tower and nacelle (not shown here)

had been performed as reference. The Strouhal number is very similar, denoting that the

wake at the base of the mast is weakly affected by the rotating blades. Despite having a

negligible effect on the Strouhal number, the blockage effect, caused by the rotor, increases
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(a) (b)

Figure 3.8. Color contours of the time averaged wall-normal vorticity, ωy, in a horizontal
plane located at 0.75D from the bottom wall: (a) λ = 3 and (b) λ = 6.

the (spanwise) separation of the vortices due to ǫ312Ũ1ω̃2 (Magnus effect) on the momentum

equation (∂jŨiŨj = −ǫijkŨjω̃k + ∂i1/2ŨjŨj). Indeed, when λ = 6, because of the larger

thrust coefficient and therefore the larger blockage, the vortices present a larger separation.

By moving upward, crossing the rotor disk, the Strouhal number (the reference velocity in

the definition of the Strouhal number is the undisturbed inlet velocity for all the sections)

for λ = 6 is reduced to St = 0.16 and St = 0.1 at 0.4D and 0.75D, respectively, and to

St = 0.17 and St = 0.13 for λ = 3. This is primarily due to the reduced momentum of the

flow impinging the tower caused by the turbine. The decrease of the shedding frequency is

correlated to the tip speed ratio. In fact, the larger is λ, the larger is the thrust force and

induction zone, and therefore the smaller is the wind velocity. At y/D = 0.4 (Figure 3.7

b,e), for λ = 3 the vortex shedding of the tower prevails over the helicoidal tip vortex. For

λ = 6, the tower splits the helicoidal vortex which is shed downwind similarly to a Kármán

street. In the plane closer to the nacelle, at y/D = 0.75 (Figure 3.7 (a)), the imprint of

the two tip vortices is observed on both sides of the turbine. The recirculation behind the

tower is not aligned with the flow direction but rather tilted in the direction of the swirling

flow as shown in the previous section. This is further corroborated by color contours of time

averaged wall-normal vorticity ωy (Figure 3.8), where even though the tip vortex is farther

away from the tower, the vortex is evidently stretched and twisted toward the tip vortex.
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Figure 3.9. Profiles of turbulent kinetic energy production at 3D (left) and 6D (right) for
λ = 6: with ( ) and without ( ) tower and nacelle. Horizontal dashed lines denote
the highest and lowest points reached by the blade tip during its revolution.

3.3.4 Turbulent Kinetic Energy

Profiles of turbulent kinetic energy production, P = −uiuj∂Ui/∂xj, 3D and 6D behind the

turbine along the wall-normal direction (y/D) are shown in Figure 3.9. When tower and

nacelle are not modeled, regions of high production of turbulent kinetic energy are observed,

as expected, at the tip of the blades but also at the hub height (0.7 ≤ y/D ≥ 1.3). The high

turbulent kinetic energy production at hub height is due to the shear induced by the jet (see

Figure 4 e,g). Moving downwind, at 6D from the turbine, velocity gradients decrease thus

reducing the production at the tip of the blades. The shear due to the jet is weaker (as shown

also in Figure 3.2) and production at the hub vanishes. Tower and nacelle do not affect much

the production in the higher part of the rotor disk. On the other hand, at 3D downwind the

rotor disk, there is no significant production of turbulent kinetic energy at hub height. In

fact, the velocity profiles shown in Figure 3.2 reveal a very low shear at the nacelle despite

its blockage. The peak of production generated by the tip of the blade in the lower part of

the rotor is displaced downward closer to the wall. The production occurs over a larger area

because the velocity field is smoother than that obtained without tower and nacelle. At 6D

behind the turbine, in the lower part of the rotor, due to the enhanced mixing promoted by

tower and nacelle, the production is reduced without a dominant localized region.
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Figure 3.10. Color contours of Turbulent kinetic energy (TKE) in a x-y plane (left column)
and x-z plane (right column): (a-b, e-f) λ = 3, (c-d, g-h) λ = 6 with (b,d,f,h) and without
(a,c,e,g) tower and nacelle.

Figure 3.10 shows the turbulent kinetic energy (TKE) (k′ = 1/2uiui) in a vertical and

horizontal plane at the center of the rotor disk. The inlet velocity is uniform and fluctuations

upwind the turbine are negligible. The turbine operating at λ = 3 presents weaker tip and

root vortices but a larger turbulence kinetic energy over the entire blade because the blade

is operating under stalled condition as it was also observed by Krogstad et al. [4]. The

turbulent kinetic energy is axially symmetric when tower and nacelle are not included as it

is observed in the two cross-sections (vertical and horizontal) in Figure 3.10 a, e, c and g.

In the near wake, the tower and nacelle produce a larger amount of turbulent kinetic energy.

The vortex shed behind the tower interacts with the wake of the turbine blades enhancing

turbulent kinetic energy in the lower part of the wake (Figure 3.10 b,d). The region of large
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velocity fluctuations, behind the tower, appears to extend further downwind for λ = 3 than

that of λ = 6. This is because the rotation of the wake, due to the azimuthal force, is

higher at λ = 6, advecting the wake of the tower out of the vertical plane as it is observed

in the horizontal plane, Figure 3.10 (h). Indeed, the TKE is advected toward the tip region

as it was discussed in Section 3.3.2. Farther downwind within the wake, the TKE at the

nacelle height decreases. In fact, the turbulent kinetic energy production ceases as shown in

Figure 3.9.

In Figure 3.11 the turbulent kinetic energy is shown along the spanwise direction at hub

height at the downwind distances x = 1D and 3D behind the rotor. The turbulent kinetic

energy is normalized with the undisturbed inlet velocity and a log scale is used to present

the results as in Krogstad et al. [4]. As observed from the contours of turbulent kinetic

energy, the simulations without tower and nacelle present four peaks, at z′/D = ±0.05 and

±0.5, which correspond to the tip and root vortices. The TKE at the tip is smaller than that

measured in the experiments for λ = 6. In fact, in the ALM, the force (and circulation) is

spread over a number of grid points. On the other hand, in the real experiment, the tip is of a

smaller scale than those resolved in the simulation given the value of ǫ we used. As discussed

in Section 3, a smaller ǫ should be used at the tip, but this would increase significantly

the computational cost. When the tower and nacelle are not modeled, a favorable pressure

gradient is induced at the center of the rotor, which weakens the turbulent kinetic energy.

Numerical results compare better with experimental measurements when tower and nacelle

are modeled. The improvement is observed not only in the central part of the wake, but

over the entire rotor disk. Not surprisingly, the TKE does not present a drop at z′/D = 0.

While at 1D downwind the rotor, the two sets of simulations (with and without tower and

nacelle) almost overlaps, larger differences are observed at 3D where the TKE becomes more

skewed, especially at higher tip speed ratio. We speculate that this is due to the interaction

of the vorticity field generated by the nacelle with the helicoidal wake of the turbine.
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Figure 3.11. Turbulent kinetic energy profiles: present results with ( ) and without
( ) tower and nacelle compared to experimental measurements ( • ). Top λ = 3, bottom
λ = 6; (a,c) 1D, (b,d) 3D downwind the rotor disk.

The agreement with the experiments is encouraging. The lower intensity of TKE at the center

of the turbine seems to be due to the damping of the subgrid model. The Smagorinsky

constant of 0.09 appears to be too large in the region of the tower and nacelle. In fact,

no-model simulations (not shown here) present a better agreement in this region with the

experiment.
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Another approach to mimic tower and nacelle is to use a virtual force similarly to the

Actuator Line. Porté-Agel et al. [34] imposed a steady drag force to mimic the tower and

nacelle, while Sarlak et al. [35] an oscillating force with a frequency similar to the Strouhal

frequency behind the cylinder. Both approaches prevent the formation of the jet at the hub,

consistently with the present results. The oscillating force used by Sarlak et al. [35] mimics,

to a good approximation, the Kármán vortex observed in Figure 9. However, it seems that

the turbulent kinetic energy differs from that obtained with the immersed boundaries, in

particular, because it does not reproduce the asymmetric distribution and the interaction

with the tip vortices which increases entrainment. Nevertheless, the resolution required by

the actuator tower and nacelle models is much lower than that needed by the Immersed

Boundary Method and then it can be a good compromise between quality of results and

computational cost.

3.4 Conclusion

Large Eddy simulations of a wind turbine, placed in a wind tunnel, were performed for two

tip speed ratios, λ = 3 and 6, the former being an off-design condition, the latter configura-

tion leading to the highest power coefficient. The geometrical configuration reproduces the

experiment carried out at NTNU. The wind turbine was modeled using the Actuator Line

Model for the rotor blades and the immersed boundary method for the tower and nacelle. A

second set of simulations without tower and nacelle was performed as a reference to assess

how tower and nacelle affect the wake.

The mean velocity profiles calculated numerically, with and without tower and nacelle, agree

well with experimental measurements in the upper part of the rotor. However, in the lower

part, a larger momentum deficit and a better agreement with the experiment is observed

when the tower and nacelle are modeled. By neglecting the nacelle, a jet at the hub height
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is generated. Although this has no effect on the torque or power production, it stabilizes

the wake and delays the vortex breakdown. Instantaneous visualizations, as well as mean

kinetic energy budget showed that the wake of tower and nacelle interacts with the tip

vortices promoting the vortex breakdown and a higher turbulent kinetic energy especially in

the lower part of the wake. The fluxes are not symmetric, the entrainment from the side of

the swirl being larger.

In conclusion, despite tower and nacelle do not contribute much to the power production

of a single isolated turbine, present results show that they influence the wake dynamics

significantly. Therefore, when an array of turbines is considered, modeling tower and nacelle

provides a more realistic inflow for waked turbines due to the more accurate calculation of

the wake recovery and entrainment. This is very important when the performances of the

entire array are considered. The asymmetry in the velocity and turbulent kinetic energy

may induce fatigue loads on waked turbines that drastically differ from those which would

be computed neglecting the presence of tower and nacelle.
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CHAPTER 4

PERFORMANCE OF A WIND TURBINE ON A RIDGED TERRAIN

4.1 Introduction

In this chapter we consider, for the first time through high fidelity simulations, the effect of

waviness on the ground on the flow past a wind turbine. Topography and roughness very

often have a strong impact on the atmospheric boundary layer flow [48]. The local terrain

has a direct influence on the speed and direction of the wind. Additionally, hills, ridges,

mounds and other orographic features may induce velocity fluctuations that can severely

affect the power production of wind turbines and increase fatigue loads. Moreover, the

turbulence caused by the terrain changes the transport of kinetic energy in the wake of the

turbines that is crucial on the overall efficiency of wind farms. Therefore, determining the

effect of terrain induced wind fluctuations on turbines is essential for maximizing the energy

production and extending their life span.

Our objective is to assess the effect of the topography on the performance of a wind turbine

through Large Eddy simulations. The turbine is modeled using the actuator line model for

the rotor blades, and immersed boundary method for the tower and nacelle. The topography

is simplified and described as a harmonic function and modeled using the Immersed Boundary

Method. A precursor simulation with periodic boundary conditions along the streamwise

direction of the terrain has been performed to obtain the inflow conditions for the simulation

with the turbine.

4.1.1 Literature Review

One of the earliest turbine wake model that incorporated the surface roughness is the Ainslie

model [8], which is based on an eddy viscosity model. Through the turbulent viscosity
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concept, the model considers the effect of the roughness as part of the ambient turbulence

contribution. Incorporating the eddy viscosity model into the conservation of momentum,

represents an improvement for the description of the shear stresses in the wake of the turbine

for flat or moderately complex terrains. Newer top-down model approaches for describing

the atmospheric boundary layer (ABL) flow through a turbine array, integrate the surface

roughness of the terrain and the wind farm as shear stresses at different heights [49, 50, 51].

The simplicity of the model provides a seamless integration of the wind farm into the ABL

and insightful understanding about the vertical transport of kinetic energy. Through a

parametric study, Meneveau [51] demonstrated that increasing the roughness has a negative

effect on the power production of a single wind turbine. Additionally, the power production

of an array of turbines is almost independent of the surface roughness due to the fact that

the entire wind farm acts as an augmented roughness in the ABL.

Although the wake and the top-down models help understanding the basic trends and effects

of the surface roughness on the power production and vertical transport of energy, they do not

provide information of the flow on highly complex terrains that are not easily parametrized

as a roughness length. For example, Howard et al. [52] demonstrated experimentally that

a turbine operating behind a three-dimensional hill has strong variations of the angular

velocity and, consequently, of the power production due to coherent structures generated by

the hill. Two-point correlation of PIV measurements of the streamwise velocity showed that

large-scale structures in the ABL, were diverted by the hill and limiting their impingement

into the rotor [53]. Yang et al. [54], performed a Large Eddy simulation of the flow past

a wind turbine with a three-dimensional hill upwind. They demonstrated that the power

production of the turbine when it is located sufficiently far from the hill is larger than that

located over the flat terrain because of the speed up caused by the topography. In addition,

the hill induces turbulent kinetic energy in the wake of the turbine thus promoting the wake

recovery. In contrast, Reynolds-Averaged Navier-Stokes simulations (RANS) of a turbine
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Figure 4.1. Computational box geometrical configuration.

located on the top of a large hill (0.7 the height of the hub) suggests that the wake of the

turbine have a lower recovery than that on even topography [55]. An experimental study of

a wind farm where the turbines are located on the leeward and downward side of the hill

showed that the turbine at the top of the hill, despite working under waked condition, had

less velocity fluctuations at the rotor than those experienced by the same turbine on a flat

terrain located [56].

4.2 Numerical Setup

A sketch of the geometrical configuration is shown in figure 4.1. The topography is mimicked

as a harmonic function:

yw = a sin 2πx/λW + a (4.1)

where 2a is the height of the hills, λW is the wavelength or distance between the top of the

hills and x is the streamwise coordinate. The wavelength is kept constant to 3D, where D is

the rotor diameter (126m). Two different amplitudes, a/D = 0.1 and 0.05, are considered.

To understand the effect of the relative position of the rotor within the terrain, the turbine
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is placed either at the crest or at the cavity of the undulated wall. The dimension of

the computational box are 12.5D × 4.0D × 8D along the streamwise, spanwise and wall-

normal direction, respectively. The computational grid has 1024× 512× 512 grid points, in

streamwise, spanwise and wall-normal, respectively. The inlet velocity profiles are given by

a precursor simulation with periodic boundary conditions to obtain a developed flow with

the same topography as in the inflow-outflow simulation. An extra set of simulations with

flat terrain and same inlet has been performed to quantify the effect of local topography.

The turbine modeled is the NREL 5-MW [57]. The tower in these simulations has been

model as a cylinder with a diameter of 0.048D. The nacelle was also modeled as a cylinder

with the same diameter as the tower with a semi-circular hub in the front-end. Details of

the blades can be found on the technical report [57]. The rotor angular velocity is given by

Iω̇ = Taero −Mgen (4.2)

where I is the rotor angular moment of inertia (11 776 047 kg ·m2 per blade), Mgen and Taero

is the generator and aerodynamic torque, respectively. The generator torque is given by κω2,

where ω is the angular velocity and κ is the generator gain.

4.3 Results and Discussion

4.3.1 Wind Turbine Wake and Recovery

The time averaged streamwise velocity and turbulent intensity profiles at various locations

are shown in figure 4.2. Three different cases have been considered, with the turbine placed

either on the crest, at the center of the cavity or on the flat terrain. Because the turbines

rotor is in 3 different positions within the boundary layer, to compare the results, the origin

in vertical direction is taken for all cases at the hub (y/D = 0).
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Figure 4.2. Vertical profiles of the time averaged streamwise velocity (top) and turbulent
intensity (bottom) at: a) x/D = −1.5, b) x/D = 1.5, c) x/D = 3.0 d) x/D = 4.5 and e)
x/D = 6.0 from the turbine rotor located in the flat terrain ( ), flat with wavy inlet
( ), cavity ( ) and crest ( ) of the wavy wall.

The presence of the ridges upwind the wind turbine causes larger shear and turbulence

intensity across the lower part of the rotor (Figure 4.2a). The incoming turbulence causes an

increment of the velocity fluctuations across the wake of the wind turbine further downwind

(Figure 4.2b-e). The turbines placed on the ridged terrain have a larger turbulence intensity

than that located on the flat terrain. Consequently, the increased mixing leads to a faster

wake recovery. Moreover, the turbine located on a flat terrain with inlet velocity from the

wavy terrain precursor simulation, has a similar wake recovery to those placed on the cavity

and the crest of the hills. This suggests that the structures and intensity of the incoming

turbulence dominate the wake recovery and the effect of the local topography is weak.

To provide a quantitative measure of wake recovery, the time and rotor averaged streamwise

velocity (〈Urot〉 = 1/(U∞Arot)
∫
Arot

U1dA is shown in figure 4.3. The rotor swept area is

given by Arot, the vertical dashed line denotes the position of the turbine rotor and U1 is

the time averaged streamwise velocity normalized by the rotor averaged velocity at the inlet,
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Figure 4.3. Streamwise profile of the rotor area averaged velocity URot non-dimensionalized
with the rotor averaged velocity at the entrance of the computational box for a turbine place
in a flat terrain ( ), flat with wavy inlet ( ), cavity ( ) and crest ( ) of the
wavy wall.

U0. Across the rotor, at x/D = 0, the adverse pressure gradient causes a momentum deficit

proportional to the thrust force applied by the turbine. A slow recovery rate is observed

for the turbine located over the flat terrain. At x = 8D behind the turbine URot is nearly

65% of the inlet velocity. The turbine located at the center of the cavity is affected by an

adverse pressure gradient that greatly reduces the performance of the turbine. The effect of

the pressure gradient is evident in the modulation of the rotor averaged velocity, especially

in the wake. This is due to the alternating adverse and favorable pressure gradient on the

windward and leeward sides of the hills, respectively. The wake behind the turbine located

on the flat terrain and the turbine placed on the crest of the wavy wall shows similar wake

recovery. This indicates that the turbulent structures at the inlet are responsible for the

wake recovery more than the local topography.

To examine the mechanism that promotes the entrainment of mean kinetic energy into the

wake, the mean-flow energy-transport tubes are constructed. The energy tubes are based on

the transport equation of mean-flow mechanical energy,

E =
1

2
U iU i +

P

ρ
, (4.3)
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a)

b)

c)

d)

Figure 4.4. Color contours of time averaged streamwise velocity with superimposed mean
kinetic energy tubes for a turbine placed in: a) a flat terrain, b) flat terrain with wavy inlet
and in the c) crest and d) cavity of the wavy terrain. The black ( ) and gray ( ) delimits the
energy tube due to mean kinetic energy convection only and the superposition of convection
and fllux due to turbulence, respectively.

as in Meyers and Meneveau (2012) [58]. The tubes are formed such that there is no exchange

of energy through the mantle. Therefore, the mantle is formulated using the total mechanical

energy transport vector field (Φ) given by

Φi = EU i + uiujU j − 2νSijU j, (4.4)

where Sij is the strain rate tensor (Sij = 1/2 (∂Uj/∂xi + ∂Ui/∂xj)). The color contours

of the time averaged streamwise velocity with superimposed the energy tube are shown in

Figure 4.4. The energy tube constructed considering the convection term only (EU i) is
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shown in black, and in gray the superposition of the flux due to turbulence (uiujU j) and the

convection term. The contribution of the viscous diffusion term was considered but due to

the nature of the flow (high Reynolds number) it has a negligible effect and therefore is not

included in this analysis. Because the mantle is constructed from the rotor, the only sinks

of energy would be the mean-flow viscous dissipation (although negligible) and production

of turbulent kinetic energy.

The turbine located on the flat topography shows a white region near the rotor. This is

caused by the strong tip vortex inducing a turbulence flux out of the wake region. Although

this flux is considerably small, it causes an expansion of the convection-turbulence flux tube

over the convection only tube. The convection-turbulence tube behind the turbine does not

show a significant reduction in size in comparison to the convection tube. This is due to the

low turbulence intensity behind the turbine as it was shown in Figure 4.2b-e. Nevertheless,

the small recovery of the rotor averaged velocity observed (Figure 4.3) is due to a small flux

of energy from the sides of the wake due to the interaction between the wake of the tower

and that of the rotating wake of the rotor as it was observed in Santoni et al. (2017) [30].

The mean kinetic energy entrainment into the turbine wake is mostly driven by the flux

due to turbulence. This causes a larger contraction of the convection-turbulence flux tube

(gray) (Figure 4.4) over that of mean kinetic energy convection (black). The topography in

the leeward side of the turbine modulates the convection of mean kinetic energy, producing

an expansion and contraction of the energy tube, following the surface of the topography.

Despite this modulation, the ridges do not contribute significantly to the total energy en-

trainment. The turbine in the flat terrain with the same inlet velocity as those placed in

the ridges shows a similar reduction of the convection-turbulence flux tube. This suggests

that the turbulence structures generated farther upwind are responsible of most of the mean

kinetic energy entrainment, rather than the ridges on the wake. Recall that we are looking
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Figure 4.5. Tangential aerodynamic load at 75% of the blade span (left) and power spectra
of the fluctuations of the load (right) for the turbine located flat terrain ( ), flat terrain
with wavy inlet ( ), cavity ( ) and crest ( ) of the wavy wall

at the mean kinetic energy transport, for which the production of turbulent kinetic energy

is a sink (while it is a source in the turbulent kinetic energy balance).

4.3.2 Power Fluctuations

The tangential aerodynamic force at 3/4 of the span of the blade as a function of time and

the corresponding power spectral density are shown in Figure 4.5. A periodic fluctuation

on the tangential force which corresponds to the angular rotation frequency f/f0 = 1 is

observed for each case. The turbine located over the flat terrain shows a constant force

through its revolution with a small fluctuation due to the tower shadowing effect. This effect

is not observed as clearly for the turbines in the ridged terrain due to the shear in the upwind

velocity, but it produces a smoother reduction in the tangential force at the same frequency.

Large coherent structures, impinging the rotor of the turbines on the ridged terrain, are

observed, especially, on the low frequency region showing a larger power spectral density

than that on the flat topography.

The power production as function of time is shown in Figure 4.6 for the 3 cases with inlet

velocity obtained with the precursor simulation with a wavy terrain. The case with a turbine

on a flat terrain and laminar inflow is also shown as reference. The time history of the power
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Table 4.1. Power coefficient and rms for each case.
a/λW Pn CP CP rms/CP

crest 0.016 0.303 0.481 0.158
cavity 0.016 0.264 0.468 0.164
crest 0.033 0.283 0.507 0.217
cavity 0.033 0.204 0.460 0.244
Flat - 0.455 0.495 0.036
Flat 0.033* 0.177 0.504 0.241
Flat 0.016* 0.257 0.507 0.169

* Simulations on a flat terrain with same inlet of the ridged terrain.
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Figure 4.6. Time series of the normalized power for the turbine located flat terrain ( ),
flat terrain with wavy inlet ( ), cavity ( ) and crest ( ) of the wavy wall with
slope a/λW = 0.0167 (left) and a/λW = 0.0333 (right).

production is very similar for the turbines on the crest, center of the cavity and flat terrain

when the inlet is the same (precursor simulation with wavy walls). In fact, the power

fluctuations, shown in Table 4.1, are mostly dependent on the amplitude of the wavy terrain

rather than on the location of the turbine. The location of the turbine influences mainly the

average power production. The turbine located at the crest of the hill is in an advantageous

location over the turbine located at the cavity, therefore having a larger power output.

4.4 Conclusion

Large Eddy simulations of a turbine on a ridged terrain were performed. The wind turbine

was modeled using the actuator line model and the tower, nacelle and topography were

resolved with the Immersed Boundary method. The ridges were modeled as a harmonic
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function with a constant distance between the hills (λ = 3D) for two different amplitudes

a/D = 0.05 and a/D = 0.10 to evaluate the effect of the hills height. The turbine was placed

in the cavity or in the crest of the hill to assess the performance of the wind turbine relative

to its position.

Results show that the wake recovery and power production of the turbine is largely deter-

mined by the upwind topography. The wavy wall showed to be unfavorable to the average

power production of the turbine compared to the turbine in the flat terrain, as it increases

the shear reducing the available energy at the turbine rotor. Fluctuations on the power

production were shown to be correlated to the amplitude of the upwind topography, rather

than if the turbine was placed on the crest, cavity or in the flat terrain. In addition, the

wake recovery of the turbine was caused by the mean kinetic energy flux due to the velocity

fluctuations induced by the coherent structures impinging into the rotor. The local topogra-

phy showed to have a smaller effect on the recovery as the turbine located in the flat terrain

with high turbulent intensity at the inlet showed to have a similar recovery to those placed

on the ridges.
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CHAPTER 5

NUMERICAL SIMULATION OF AN ONSHORE WIND FARM 1

5.1 Introduction

In the present chapter we discuss an alternative approach for wind farm modeling. The

computational box is made of 5 nested domains resolving the mesoscale wind variations over

the entire north Texas Panhandle region and the wind fluctuations and turbine wakes at the

farm level. We propose an alternative method to model an array of turbines by implementing

the parameterization of Fitch et al. [16] into a coarse LES. To evaluate the performance of

the wind turbine parameterization against a high fidelity turbine model, an additional offline

nesting is performed with our in-house LES code (UTD-WF) [20] (6th nested domain). The

turbines in UTD-WF are modeled using the rotating actuator disk [29]. The comparison

with metereological, SCADA and LiDAR measurements has been discussed in Santoni et al.

[59].

5.1.1 Literature Review

Wind farms have been modeled into the planetary boundary layer (PBL) as a momentum

deficit into numerical weather prediction (NWP) models [16, 17]. The sink of momentum

depends on the power curve of the turbine, which is a function of the incoming wind. Ad-

ditionally, the fraction of kinetic energy extracted from the flow that is not converted into

electrical power is added as a source of turbulent kinetic energy production to the PBL

model. The PBL model accounts for the exchange of momentum, heat and moisture be-

tween the earth surface and the troposphere that is filtered by the grid and is restricted to

1cbPortions Adapted from Santoni, C., E. Garćıa-Cartagena, U. Ciri, G. Iungo, and S. Leonardi (2018).
Coupling of mesoscale weather research and forecasting model to a high fidelity large eddy simulation.
Journal of Physics: Conference Series 1037 (6), 062010.
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resolutions of the order of 1− 100 km [60]. This approach allows examining the interaction

between the atmospheric boundary layer and a wind farm in a diurnal cycle. For exam-

ple, numerical results obtained by Fitch et al.[18] indicated that the wake is nearly 4 times

larger during the night, under stable atmospheric conditions, than during the day for a wind

farm in central Iowa. Using a similar wind farm parameterization, Lee et al.[19] studied the

wind farm wake during the evening transition from unstable to stable atmospheric bound-

ary layer (ABL). During the transition, the wakes of the upwind turbines intensify reducing

the power production of the downwind turbines in the evening. These results have been

recently corroborated by LiDAR measurements on the wake of the wind turbines, [61, 62].

A drawback of this numerical approach is that multiple turbines may be located on the same

computational cell precluding the study of wake interactions.

In fact, finer resolution is necessary to resolve and understand entrainment of mean kinetic

energy [20, 63], wake interaction, and its effect on the atmospheric boundary layer. Abkar

et al. [64] studied the performance of a wind farm in a diurnal cycle using large eddy

simulations (LES) and the actuator disk with rotation. A precursor simulation of a flat

topography with radiative heat flux was performed to change the atmospheric conditions

from stable to unstable in the diurnal cycle. They concluded that the turbulence intensities in

all three directions have to be considered to obtain an accurate prediction of the impact of the

atmospheric stability on the wind turbine wakes. To represent more accurately the turbine

wake interaction with the atmospheric boundary layer, Mirocha et al. [65, 66] incorporated

the generalized actuator disk into the Weather Research and Forecasting (WRF) model.

They found good agreement on the near wake of a single turbine when the resolution on

the rotor is adequate. Alternatively, Vollmer et al. [67] performed simulations of a region in

central Iowa with WRF to provide a mesoscale forcing to a large eddy simulation of a single

turbine with an actuator disk model (ADM). In order to properly represent the actuator

disk, the required resolution was between 5-10 m for the smaller nested domain solved with
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Figure 5.1. Wind farm layout superimposed over the color contours of the topographic
elevation. The location of the met-tower is marked by the red circle ( • ) and the LiDAR by
the red square ( ). The position of each turbine is marked by a solid circle ( • ).

LES. The computational requirements for such resolutions might limit the size of the region

studied and, consequently, the amount of turbines.

5.2 Methodology

5.2.1 Wind Farm layout

We simulated the flow past a wind farm located in the Panhandle region in north Texas,

which consists of 80 turbines. The computational domain of the innermost domain resolved

with WRF includes only the 25 turbines shown in Figure 5.1 to reproduce the experimental

campaign of El-Asha et al. [62]. The turbines are of the same manufacturer and model with
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Figure 5.2. Color contours of the topographic elevation of the Texas Panhandle region.
The state boundaries are delimited by the dotted lines ( ) and the domains by the solid
lines ( ). The position of each turbine is marked by a solid circle ( • ).

a nominal power production of 2.3 MW, each, at 11ms−1, a rotor diameter, D, of 108 m

and a hub height of 80 m. The spacing between the rows, along the meridional direction, is

approximately of 14.5D and 3.3D along the zonal direction.

5.2.2 Numerical Scheme and Flow Configuration

Numerical simulation of 5 nested domains progressively smaller and more resolved have

been performed with the Weather Research and Forecasting (WRF) model, developed by

the National Center of Atmospheric Research (NCAR). The numerical integration in time

is performed using a third-order Runge-Kutta scheme. The spatial discretization consists of

a staggered fifth and third-order central difference upwind biased advection scheme for the

horizontal and vertical direction, respectively. The larger domain has a size of 512 km ×

512 km with a resolution of 4 km of the Texas Panhandle region, Figure 5.2. The initial and

boundary conditions of the first domain are obtained from the North America Mesoscale
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Forecast system (NAM) model that is run by the National Centers for Environmental Pre-

diction (NCEP) with a space resolution of 12 km and a time resolution of 3 hours. The grid

resolution is increased by a factor of 3 for the subsequent domains up to a resolution of 49

m for the smaller domain. Details of the size and horizontal resolution of the domains can

be found in table 5.1. The wall-normal direction is discretized with 100 grid cells on all the

domains. The grid points are stretched to cluster more points near the surface and in the

rotor region where the resolution is between 7 and 12 m. A resolution of 12 m near the

surface produces better agreement with the observed wind speed, wind direction and power

production according to Lee et al. [68].

The mesoscale atmospheric modeling is used for a computational grid cell larger than 1 km.

Therefore, for domains D1 and D2, the vertical mixing is modelled using the Mellor-Yamada,

Nakanishi and Niino (MYNN) planetary boundary layer scheme [69, 70]. For subsequent

domains (D3 − D5), the turbulence mixing model is replaced by fully three-dimensional

local sub-grid turbulence (LES) scheme. The sub-grid stresses are computed using an eddy

viscosity model that is dependent on the turbulent kinetic energy. Therefore, turbulent

kinetic energy 1.5 order of closure is used, where a prognostic equation is solved to obtained

the TKE for the computation of the turbulent viscosity.

In addition, an off-line coupling to our LES in-house code, described in detail in Chapter 2,

is performed for a subset of 6 turbines of the wind farm for the first diurnal cycle (Figure

Table 5.1. WRF domains size and resolution
Domain Size Resolution

D1 512 km × 512 km 4 km
D2 173 km × 173 km 1.3 km
D3 58 km × 58 km 444 m
D4 21 km × 21 km 148 m
D5 6 km × 6 km 49 m

UTD-WF 4 km × 756 m 4 × 6 m
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Figure 5.3. High fidelity Large Eddy simulation domain, delimited by the solid lines
( ). The turbines location are indicated by the black circles ( • ). The location of the
meteorological tower is denoted by the red circle ( • ) and the LiDAR by the red square ( ).

5.3). With regards to the turbine model, instead of the ALM, which requires a very fine

resolution, for this case we used a rotating ADM. The generator torque, blade pitch angle

and yaw orientation are computed from an adapted version of the baseline controller in

Laks et al.[71]. The angular velocity of the turbine is determined by the rotor dynamics by

balancing the aerodynamic and generator torque. The tower and nacelle of the turbines are

modelled using the immersed boundary method that has been widely validated [23, 30].

The WRF and UTD-WF simulations were performed in our in-house cluster using a total of

128 and 64 Intel Xeon (Sandy Bridge) cores, respectively. Best performance was found from

hybrid distributed and shared memory parallel capabilities of the WRF code. In addition

to the 6 days of simulation discussed in this chapter (2015/09/05 through 2015/09/10), a

spin-up of 7 days is carried out allowing sufficient time for the development of the flow in

the interior of the domain. The largest domain D1 has a time step of 10 s and subsequent
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domains (D2−D5) have a reduction ratio of 3. The ratio of the wall-clock time to simulation

integration time is approximately 3 for WRF and 6.6 for our in-house code (the grid has about

twice the grid points and finer time integration than WRF). We recall that the simulations

are not in sync, the coupling is one-way and therefore, the computational time of one domain

is not affected by the other domains.

Turbine Modeling in WRF

The turbines in WRF are modeled as a momentum sink (drag) and turbulent kinetic energy

source as in Fitch et al. [16]. Therefore, the drag generated by the turbine in a grid cell is

given by

FT,i =
1

2
Nt

CT (UjUj)
1/2UiA

δz
, (5.1)

where CT is the turbine thrust coefficient, A is the rotor swept area, Ui is the velocity at the

grid cell along the i-direction, δz is the vertical distance between grid points and NT is the

number of turbine per horizontal area of the grid cell.

The turbulent kinetic energy (TKE) produced by the turbines is given by

Π =
1

2
Nt

(CT − CP ) (UjUj)
3/2 A

δz
, (5.2)

where CP is the turbine power coefficient. Therefore, the kinetic energy that is extracted

from the flow that is not converted into electrical power is transformed into TKE. This

model was initially developed to be applied in a mesoscale model, where the production of

turbulent kinetic energy of the turbines was added by Fitch et al.[16] in the MYNN planetary

boundary layer scheme. Because the PBL is not parameterized through the MYNN scheme,

in the domains D3 through D5, the turbulence production is considered in the computation

of the eddy viscosity given by,

νh,v = Cklh,v
√
e, (5.3)

56



where subscripts h and v stand for horizontal and vertical direction, respectively, Ck is

constant (Ck = 0.18), l is the mixing length and e is the TKE. A prognostic equation is

solved for the evolution in time of the TKE given by

∂e

∂t
+

∂Uie

∂xi

= (Ps +Π+ B −D) , (5.4)

where Ps and Π are the TKE production due to shear and the wind turbines, respectively, B

due to buoyancy and D is the dissipation. Details of the computation of the shear, buoyancy

and dissipation terms can be found in the WRF description manual [72].

To understand the effect of the turbulence production on the turbine parameterization,

two sets of simulations are performed. The first set of simulations accounts only for the

momentum deficit given by equation 5.1, hereafter this model will be referred to as MO. The

second set of simulations considers the momentum deficit and the turbulence production,

Eq. 5.1 and 5.2, hereafter MDTKE.

5.3 Validation against Met-Tower data

The numerical results are compared against meteorological data, temperature, wind speed

and direction at a height of 80 m from a met-tower located in the east side of the southern-

most turbine row were collected as 10 minutes average and standard deviation. Met tower

wind speed, direction and turbulence intensity acquired during the 6 days period are shown

in Figure 5.4. The night-time period, indicated in the figure by the shaded region, is charac-

terized by high wind speed and low turbulence intensities, distinctive of stable atmospheric

conditions. In the transition between night and day, the turbulence production increases

due to the buoyancy, thus enhancing the turbulence intensity. Consequently, the wind speed

is reduced. The opposite effect is observed during the evening transition. The wind direc-

tion is very stable. During night-time the wind is mostly from the south and south-west
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Figure 5.4. Time variation of the wind speed (a), wind direction (b) and turbulence intensity
(c) at 80 m height for 2015/09/05 through 2015/09/10; ( ) WRF simulation D2, ( )
WRF simulation D5 and ( ) met tower measurements. Shaded gray region delimits the
nigh-time period.

and during the day-time from south-east and north-west. The wind speed and direction,

obtained in the domains D2 and D5, agree well with the anemometer measurements. The

high frequency variations in the wind speed and wind direction are not well captured by

domain D2 due to the space filtering caused by the coarse grid resolution. The turbulence
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Figure 5.5. Time variation of the bulk Richardson number (a) and shear exponent (b) at
80 m height for 2015/09/05 through 2015/09/10; ( ) WRF simulation D2, ( ) WRF
simulation D5 and ( ) met tower measurements. Shaded gray region delimits the nigh-
time period.

intensity is almost constantly zero, even during convective atmospheric condition. Domain

D5 approximate better than D2 the wind speed fluctuations, although during night-time

the turbulence intensity is underestimated.

The atmospheric boundary layer stability has been quantified using the bulk Richardson

number (Figure 5.5a), that is given by

RiB =
g∆θv∆z

θv

(
∆U

2
+∆V

2
) , (5.5)

where g is the gravity acceleration, θv is the virtual potential temperature, z is the height

of the measurement, U and V are the horizontal velocity components and ∆ stands for the

difference between the measurements taken at two different heights, 36 m and 80 m. During
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the day-time, RiB < 0, the incident solar radiation increases the temperature of the air near

the ground, producing buoyancy that is characteristic of convective atmospheric condition.

During the night-time the opposite effect is observed, RiB > 0, with a smaller turbulence

intensity as observed in Figure 5.4. The vertical wind shear exponent, α, computed as

UH(z) = UR

(
z

zR

)α

, (5.6)

(where UH is the mean horizontal wind speed, UR is the mean horizontal wind speed at a

reference height zR) can also be used to quantify the stability of the atmosphere [73]. Values

of α > 0.3 characterize stable atmospheric conditions. During convective conditions, the

buoyancy driven turbulence increases the mixing lowering the shear exponent to α < 0.2.

The numerical simulations, of both domains D2 and D5, capture with good agreement the

measured atmospheric stability and the wind velocity profile (Figure 5.5b).

5.3.1 Velocity Spectra

To verify that each nested domain properly resolves the turbulent scales, we evaluate the

turbulent kinetic energy spectra (Figure 5.6). The energy spectra, E(f), is defined as

E(f) =

∫
1

π
R(s)e−ifsds, (5.7)

where f is the frequency. The autocovariance, R(s), of the velocity is given by

R(s) = u(t)u(t+ s), (5.8)

where the over-bar stand for the time averaged of the product of the wind speed, u, at time

t and t + s. The frequency is non-dimensionalized with respect to the diurnal frequency,

fo. The low-frequency spectra, exhibit an inverse power law behavior, E(f) ∼ f−1. This

observation agrees with the experimental observations of Perry et al. [74] and Katul et al.

[75]. In this region, a small peak at f/fo = 1 is observed, which correspond to the diurnal
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Figure 5.6. Spectra of the wind speed at 80m high of domain; ( ) D1, ( ) D2,
( ) D3, ( ) D4, ( ) D5, ( ) met-tower measurements and ( ) SCADA
from a turbine located in the southernmost row. The solid lines represent an energy decay
with slope −1 and −5/3.

cycle. For mid-range frequency (f > 10−1), the energy spectra decay with a slope of −5/3

as suggested by Kolmogorov [76]. As the resolution is progressively increased from parent

to child grids, the small scales are better approximated. The domain D1 and D2 result

over dissipative at intermediate scales. This behavior is corrected by the nested domains.

This lends justification to the nesting, which allows a close approximation of the large scales

and at the same time, with a reasonable computational cost, accurate small scales in the

innermost domains. The energy spectra from the met-tower and SCADA measurements

is also computed and included as reference. Small frequencies corresponding to large scale

turbulence agree well with numerical results. However, at larger frequencies the SCADA and

met-tower measurements are cut off because they are averaged over 10 minutes. Despite this

drawback, the numerical results agree well to the measurements. A small under prediction

in the energy content is observed from domain D1 and D2 with respect to the D3−D5 and
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Figure 5.7. Numerical simulation velocity profile comparison against ( ) LiDAR wind
speed measurements; (a) mean wind speed profile, (b) mean absolute gross error, (c) root
mean square error and (d) index of agreement of the ( ) numerical results at D2, ( )
numerical results at D5 and ( ) numerical VAD at D5. Horizontal dashed lines ( )
delimits the turbines rotor area.

the measurements. This suggest that the PBL model scheme may be resolving part of the

vertical mixing, causing an over dissipation.

5.4 Validation Against LiDAR

Although the hub velocity can be used to obtain a good estimate of the power production

of the turbines, the velocity profile across the rotor can provide a better approximation of

the thrust force. Therefore, the velocity in the lower region of the atmospheric boundary

layer was compared against LiDAR measurements. Details of the measurement techniques

(which is not part of this thesis) can be found in El-Asha et al. [62]. Three consecutive plan

position indicator (PPI) scans at elevation of angles of 1◦, 3◦ and 5◦, at an angular velocity

of 4◦ s−1 were performed. The vertical profiles of the horizontal velocity and wind direction

were obtained by applying the velocity-azimuth display (VAD) technique to each PPI scan.

Numerical results are plotted in two different ways. One is the standard velocity profile
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along the wall normal direction. The other is an attempt to mimic the LiDAR with the

numerical results. To mimic the LiDAR measurements, the velocity field of the numerical

results is decomposed into a radial velocity projected on a conical surface with a constant

elevation angle and vertex at the LiDAR position as in the VAD technique. For brevity we

will refer to this analysis as the “numerical VAD”. Due to the low resolution of domain D2

this computation was only performed for D5.

Comparison of the time averaged wind speed between the measurements and numerical

simulations is shown in Figure 5.7a. Although, the numerical results on domain D5 slightly

over estimate the shear in the lower rotor region, they agree well with the field measurements

especially in the higher parts of the rotor. The numerical VAD and velocity profile on domain

D2 slightly under predict the wind speed in comparison to the LiDAR measurements. In

fact, both profiles collapse on top of each other, which suggests that the VAD technique

produces an average over space obtaining similar velocity profile as those in D2.

To quantify the agreement between the numerical simulations and the measurements in time,

the mean absolute gross error (MAGE) has been computed:

MAGE =
1

N

N∑

i=1

|VN − VM |, (5.9)

where VN is the wind speed obtained from the numerical simulation and VM is the LiDAR

measured value. Figure 5.7b shows that the error across the rotor varies from 1.6 in the lower

part of the rotor to 2ms−1 in the top. Moreover, a deviation of around 30% is observed

on the normalized root-mean-square error (RMSE) across the rotor region (Figure 5.7c).

Although the mean velocity profile at domain D5 approximates better the average velocity

profile, it does have a slightly larger RMSE and MAGE than the domain D2 and numerical

VAD. This is due to the resolution of the experimental measurement, which is closer to the

scales of D2 rather than to the dynamics solved in D5. However, the discrepancy in the

error between the different measurements is considerably small.
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The Willmott’s index of agreement [77] is used to evaluate the relative co-variability of

the numerical and experimental wind speed with respect to the mean of the experimental

measurements. The index of agreement is given by

ρ = 1−
∑

(VN − VM)2

∑[
|VN − V M |+ |VM − V M |

]2 , (5.10)

where V M stands for the time averaged wind speed obtained from the LiDAR, VN wind

speed from the numerical simulation and VM is the measured wind speed. The numerical

results from domain D2 and D5, and also the numerical VAD method shows a very similar

agreement to the measurements in the rotor region. Because of the overestimated shear

in the lower half of the rotor an agreement of 70% is obtained. The numerical simulation

velocity profile accuracy increases up to 85% in the upper region of the rotor.

Figure 5.8 shows the absolute value of the radial velocity component aligned with the LiDAR

beam for stable and unstable atmospheric conditions. Results are compared with those

obtained with the MDTKE simulation; the radial velocity is reconstructed from the Cartesian

components and projected into a conical surface with an elevation angle of 3◦ to mimic

the LiDAR. When the wind direction is perpendicular to the line of sight, the measured

radial velocity is shown as a zero radial velocity streak. During the convective atmospheric

condition (Figure 5.8 a and b), this zero radial velocity region has a sigmoid shape due to

the change in the wind direction with height, also known as the Ekman spiral. The wakes of

the turbines located in the front row are convected toward northwest while those in the last

row are directed northward. This difference in the wake direction is due to the difference

in height of the radial velocity projection over the conical surface behind the wind turbines.

Also, it is observed how the wake of the turbines of the first row impinges the turbines on

the second row and those of the second row on the third, successively.

During unstable atmospheric conditions (Figure 5.8 c and d), the wind speed decreases and

the variability in speed and direction increases. Contrary to the stable conditions, the am-
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Figure 5.8. Color contours of the absolute value of the radial velocity field obtain from the
LiDAR measurements (a, c) and virtual LiDAR from the MDTKE numerical simulations
(b, d) during stable (a, b) and unstable (c, d) atmospheric boundary conditions at an ele-
vation angle of 3◦, synchronized in time. The turbine position are denoted by a solid circle
( • ).

bient turbulent kinetic energy increases the energy entrainment and, therefore, the recovery

of the wake of the wind turbines. It is evident that wake interaction is more significant

during the stable atmospheric conditions as it was observed by El-Asha et al. [62]. The mo-

mentum deficit is slightly underestimated by the numerical simulations in comparison to the

measurements, especially in the near wake region for both stable and unstable conditions.
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Figure 5.9. Color contours of the absolute value of the radial velocity field obtained from
the LiDAR measurements (a,f), WRF (b,g) and UTD-WF LES (c,h) during stable (a-e) and
unstable (f-j) atmospheric conditions at an elevation angle of 3◦. The velocity magnitude
obtained from WRF MDTKE (d,i) and UTD-WF (e,j) on a plane at hub-height is alsow
shown as reference. The turbine positions are denoted by a black circle ( • ).

Nevertheless, the direction of the wakes and interaction between the wind turbines is well

captured by the numerical results.

A comparison between the LiDAR measurements, WRF and UTD-WF numerical results is

shown in Figure 5.9. In addition to the radial velocity in figure 5.9 a,b,c, the wind field

obtained with WRF and UTD-WF on a plane at hub-height is also shown for reference
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(Figure 5.9 d-e,i-j). The wind speed is similar to the radial velocity counterpart, with the

exception of the region where the velocity is perpendicular to the LiDAR line-of-sight. Wake

interaction between the turbine is observed as the wake of the turbines on the first row

impinges on the rotor of the turbine in the central row during stable atmospheric condition

(Figure 5.9a-c). The periodic conditions on the lateral boundaries of the high fidelity LES

approximate to a good degree the wake of the adjacent columns of turbines within the

wind farm. The direction of the wake of WRF, UTD-WF and LiDAR agree well. The

momentum deficit in the turbine wake obtained with the high fidelity LES is closer to the

LiDAR measurements than that obtained with WRF domainD5 resolution. In fact, the wake

obtained with WRF, during stable condition, expands more than the LiDAR measurements

and the numerical results obtained with our in-house high resolution LES code.

Due to the mixing and entrainment of mean kinetic energy, during convective atmospheric

conditions (Figure 5.9 f-h) the wake is shorter than during stable condition. Despite UTD-

WF does not solve the heat flux, the velocity profile and fluctuations imposed at the inlet

from the WRF solution of domain D5 allow a close representation of the flow with respect

to LiDAR measurements.

5.5 Power Production

Figure 5.10 shows a polar histogram of the wind direction complemented with color histogram

of the power production normalized with the nominal power (PN) for each turbine within the

wind farm for stable and unstable conditions for the MDTKE simulation. It is observed that

for stable conditions during the six days, the wind direction is consistently from southeast.

The first two rows of turbines produced between 95% and 100% of the nominal power more

frequently for this direction. The power production above 95% of a turbine in the immediate

wake of an upwind turbine (labeled as T14 for example) decreases due to the reduction of
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Figure 5.10. Polar and color histogram of the wind direction and power (P/PT ), respectively,
during (a) stable and (b)unstable conditions. The colorbar correspond to the histogram bins
with increments of 5% of the nominal power production.

energy in the wake. Similarly, the effect on the wake interaction is observed between the

third row of turbines. Despite the reduction of power production due to wake interaction its

evident that during stable atmospheric conditions, all the turbines are able to produce at least

95% of the turbine nominal power. This means that there are occasions during the stable

convective period in which the wind directions is such that wake of the windward turbines

is convected in the lateral gap between two turbines located downwind, not impinging into

their rotor.

During unstable atmospheric conditions, the wind speed decreases and the wind flow vari-

ability in speed and direction increases significantly (Figure 5.4). Because the wind velocity

during stable condition is above the manufacturer rated speed, all the turbines operate in

region 3, reaching nominal power production during the night-time. As the wind velocity
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Figure 5.11. Mean absolute gross error (a) and index of agreement (b) of each turbine
within the wind farm; ( ◦ ) MDTKE turbines and ( ◦ ) MO turbines. Size of each circle is
relative to the value shown for each turbine.

decreases and the buoyancy generated turbulence dominates, the power production of the

turbines decreases to about 50% and, consequently, the fluctuations of power production

increase. This is further corroborated in the polar histogram (Figure 5.10b), where the wind

direction probability is spread from the south to the southwest and from the north-east.

Concurrently with the reduction in the wind speed and increase in variability the power

production, histogram shows a larger probability producing between 40% and 60% of its

nominal power. Despite the ambient turbulence due to the unstable atmospheric conditions

increases the wake recovery, it also decreases the wind speed at hub height that is detrimen-

tal for the power production. Similar analysis performed on the MO turbines simulation,

not shown here, does not produce an appreciable difference with respect to the MDTKE

turbines.

To assess the performance of the wind farm simulations in WRF, the power production of

each turbine was compared against the SCADA data of the corresponding turbine. Both

turbine models, the MDTKE and MO, show a mean absolute gross error between 15% and
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Figure 5.12. Wind farm normalized net power production for the 2015/09/05 through
2015/09/10; ( ) SCADA data, ( ) MDTKE turbines and ( ) MO turbines. Shaded
gray region delimits the nigh-time period.

18% of the power production (Figure 5.11a). The models do not show a significant difference

in their performance. In fact, the performance of these models show to be independent of

the turbine position or if the turbine is operating in the wake of a windward turbine.

The Willmott’s index of agreement (see equation 5.10) was also computed for each individual

turbine in order to analyze the co-variability of the numerical simulations with respect to the

SCADA data (Figure 5.11b). An agreement between 83% and 88% is observed with respect

to the SCADA data. The MDTKE turbine model presents only a marginal improvement,

about 1%, with respect to the MO model. This suggests that the production of turbulence

kinetic energy by the turbines does not have a significant impact on the power production

of the turbines operating under waked conditions. In this wind farm, the distance between

two rows of turbines is about 14D, therefore, a minor change in the entrainment of mean

kinetic energy may not be relevant.

The performance of the entire wind farm was assessed by summing the total power production

(PC) and normalizing it by the total power capacity (PT ) of the 25 wind turbines (Figure

5.12). The six days time series shows that most of the power production occurs during

the nigh-time, which corresponds to the stable condition period. During the day-time the
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Figure 5.13. Power production of the northern-most row (a,b), middle row (c,d) and
southern-most row (e,f); ( ) SCADA measurements, ( ) WRF simulation and ( )
high-fidelity LES. The night-time is delimited by the shaded region.

power production decreases considerably and the variability increases. Both turbine models,

MDTKE and MO, agree very well with the SCADA, especially during the stable condition

periods. The largest difference between the numerical simulation and the SCADA is observed

during the transition between stable to convective atmospheric regime. Since the transitions

occurs during a relatively short period of time, the index of agreement is still encouraging,

with 87.4% and 87.1% for the MDTKE and MO model, respectively. The small difference

in the power production between the MDTKE and MO suggests that for this particular

turbine separation, the added turbulent kinetic energy by the turbine may not contribute

significantly to the wake recovery and, consequently, on the power production of the waked

turbines.
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The power production obtained with our in-house LES code is also compared against the

SCADA system (Figure 5.13) and those obtained from the MDTKE simulation, for a single

diurnal cycle. A noticeable difference is observed on turbines T1 and T2 in the southern-most

row (see Figure 5.3), during the morning transition (Figure 5.13e,f). The velocity profiles

upwind of turbine T1 obtained by UTD-WF and WRF are very similar as shown in Figure

5.14a. Small fluctuations in the velocity profile obtained with UTD-WF are due to the higher

resolution of the computational grid that is capable of capturing fluctuations at a smaller

scale than WRF. The momentum deficit at the location of the rotor is similar in WRF and

UTD-WF (Figure 5.14b). Further downwind, 0.5D from the turbine rotor (Figure 5.14c), the

ADM causes a larger momentum deficit than that of WRF. This difference in the momentum

deficit could not be observed at the rotor because the force of the rotating actuator disk is

spread over four grid points along the streamwise direction to avoid discontinuities in the

discretization of the Navier-Stoke equation [29]. On the other hand, the turbine model

implemented in WRF is designed for numerical grids with very low resolution. It computes

the power production of each turbine using the manufacturer power curve and the velocity

at hub height at the location of the turbine. Due to the induction zone and coarse grid

resolution, the reference velocity used in the model may be slightly smaller that the upwind

wind speed. As a consequence the power production estimated with the model and the

momentum deficit are under-predicted. In addition, using only the velocity at hub-height

may also under-estimate the power production especially if the velocity profile presents a

high shear across the rotor of the turbine. This is not the case with the actuator disk model.

For the rotating actuator disk, the power is computed from the integral of the aerodynamic

forces in each blade section. Therefore, it accounts for the heterogeneity of wind speed (and

the angle of attack) due to the higher shear.

Despite this difference in the computation of the power production, both the WRF simulation

and the high fidelity LES have good agreement with the SCADA data. The power production
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Figure 5.14. Velocity profile at 10:30 UTC averaged along 1D in the spanwise direction;
a) 2D upwind, b) at the rotor and c) 0.5D downwind of turbine T1 of the WRF simulation
( ) and high-fidelity LES ( ) The rotor region is delimited by ( ) and the hub-
height is indicated with ( ).

Table 5.2. Turbine power production mean absolute gross error and index of agreement
MAGE ρ

Turbine WRF UTD-WF WRF UTD-WF
T1 0.15 0.11 0.83 0.87
T2 0.13 0.11 0.85 0.88
T3 0.12 0.11 0.88 0.88
T4 0.13 0.13 0.84 0.84
T5 0.16 0.12 0.80 0.88
T6 0.13 0.12 0.88 0.90

of each turbine, computed by WRF and UTD-WF, presents a mean absolute gross error of

about 14% and 12%, respectively (Table 5.2). Similarly, both models show a very good

index of agreement with results from UTD-WF having a small improvement in the predicted

power.
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5.6 Conclusion

Numerical simulations of the flow in a wind farm in the north Texas region have been

performed by combining 5 nested domains in WRF with our in-house LES code (UTD-WF).

Turbines in WRF are modeled as a momentum deficit and a source of turbulent kinetic

energy as in Fitch et al. [16, 18], while a Rotating Actuator Disk is used in UTD-WF. The

wind speed and wind direction of the innermost WRF domain are used to provide time and

space resolved boundary conditions to our in-house LES code. Wind speed, direction, power

production, bulk Richardson number and the wind speed shear exponent obtained in the

innermost domain of WRF (with 50m resolution) agree well with met-tower, LiDAR and

SCADA measurements.

Simulations performed with our in-house LES code improve slightly the results because of

a finer grid (4 × 6 m resolution) and a more detailed turbine model, the RADM, which

accounts for the variability of the wind speed in the rotor when the shear is high. The index

of agreement obtained with WRF and UTD-WF is 85% and 88%, respectively.

Despite the simulation wall-clock time is around 3 and 6 times the numerical integration

time, present results are promising. By increasing the number of processors and optimizing

the parallelization, LES may be used in the near future as a valuable tool for the design and

analysis of wind farms.
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CHAPTER 6

FINAL REMARKS

The effect of the tower and nacelle on the flow past a wind turbine was studied using Large

Eddy simulations. The geometrical configuration simulates the wind tunnel experiment per-

formed at NTNU. The turbine was modeled using the Actuator Line Model for the rotor

blades for two tip speed ratios, λ = 3 and 6, the former being an off-design condition. The

Immersed Boundary Method was used to resolve the tower and nacelle. Numerical results of

the wind turbine were compared against simulations of the wind turbine performed without

the tower and nacelle. Time averaged velocity profiles along the vertical and horizontal di-

rection showed that neglecting the tower and nacelle produces an unrealistic jet at the center

of the rotor. However, modeling the tower and nacelle does not allow for the production of

this jet having a better agreement with the experimental measurements. Although, it has no

effect on the torque and power production of an isolated turbine, the turbulence induced by

these components in combination with the swirl due to the rotor, causes a non-symmetrical

flux of mean kinetic energy due to turbulence. Therefore, increasing the wake recovery on

one side of the wake. This is important when the performance of an entire wind farm is

considered. The asymmetry in the velocity and turbulent kinetic energy may induce fa-

tigue loads on waked turbines that drastically differ from those which would be computed

neglecting the presence of tower and nacelle. Considering the tower and nacelle improves

significantly the numerical results, momentum deficit and turbulent kinetic energy, in the

near and far wake having a better agreement with the experimental measurements.

The second main outcome of this dissertation was in clarifying the effect of topography on

the flow past a wind turbine. Results show that the performance of the wind turbine is

affected by the topography upwind. The coherent structures determined by the upwind

topography modulate the variation of power production. The turbulence produced by the
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upwind topography promotes the mean energy entrainment into the wake. Furthermore,

the local topography downwind of the turbines has a negligible effect on the recovery of

the wake. The average power production of the turbine is negatively affected by wavy wall

because compared to a flat wall, the shear increases and the available energy at the turbine

rotor is less. The turbine located on the flat terrain with inlet velocity taken from the wavy

terrain precursor showed to have a similar power production and fluctuations to that located

in the cavity of the ridges. The fluctuations in the power production showed to be related

mostly to the amplitude of the ridges than to the location of the turbines.

In the final part of this dissertation we extended the work done on high resolution turbine

modeling to a more practical case, where we reproduce a real wind farm. One-way nested

mesoscale to microscale simulations of a wind farm were performed using the Weather Re-

search and Forecasting model (WRF). Turbines in WRF were modeled as a momentum

deficit and a source of turbulent kinetic energy as in Fitch et al. [16, 18]. To incorporate the

turbines into very coarse large-eddy simulation, a modification to the implementation of the

wind farm parameterization was proposed. The wind speed, direction, boundary layer pro-

file and power production obtained from WRF agreed well with SCADA data and velocity

profiles obtained with a scanning LiDAR.

To increase the resolution even further, our in-house LES code with a rotating actuator disk

model was nested into the innermost domain of WRF. The wind speed and wind direction of

WRF innermost domain were used to provide time and space resolved boundary conditions

to our in-house LES code. Simulations performed with our in-house LES code improved

slightly the results because of a finer grid and a more detailed turbine model, the RADM,

which accounts for the variability of the wind speed in the rotor when the shear is high.

However, both numerical codes provide a good approximation of the power production of

the turbines.
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