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Understanding the implications of today's deluge and high velocity of data is a challenging problem facing researchers across multiple disciplines and domains. Data are typically highdimensional, unstructured, and noisy; thus, the models produced or learned from applying modern machine learning techniques are often very complex, i.e., large number of parameters. To this, I present new techniques that impose constraints, in the form of parameter tying, on both the learning and inference task for probabilistic graphical models (PGM). Specifically, in this dissertation, we consider two important problems for PGMs. The first problem is parameter learning given a PGM structure with the objective of improving the generalization of the learned model. Specifically, we present and utilize the concept of parameter tying as a novel alternative regularization (variance reduction) framework for parameter learning in PGMs. In addition to improved generalization, parameter tied PGMs are a new class of models for which inference algorithms can be constructed to achieve efficient inference by exploiting the symmetric parameter structure. The second problem focuses on exploiting parameter tying to develop a bounded inference scheme, which we refer to as dissociationbased bounds. We consider the task of weighted model counting which includes important tasks in PGMs such as computing the partition function and probability of evidence as special cases. Namely, we propose a partition-based bounding algorithm that exploits logical
structure and gives rise to a novel set of inequalities from which lower and upper bounds can be derived efficiently. The bounds come with correctness guarantees and are oblivious in that they can be computed by minimally manipulating the parameters of the model.
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## CHAPTER 1

## INTRODUCTION

Probabilistic graphical models (PGM) have emerged as a powerful tool for modeling and reasoning about uncertainty (Koller and Friedman, 2009, Darwiche, 2009). PGMs provide compact and structured representations of joint probability distributions defined over random variables in high-dimensional space. Under the assumption that the joint distribution represents complete knowledge over the random variables, PGMs can be used to answer any probabilistic query over the random variables (e.g., what is the conditional probability of a random variable given observations, namely a value assignment to a subset of other random variables in the model; what is the most likely value assignment to a subset of variables; etc.).

In PGMs, the distribution is factorized and conceptualized over a graphical structure by exploiting conditional independencies in the distribution. In this dissertation, we focus on two main families of PGMs: Bayesian and Markov networks, as well as their extensions. Bayesian networks use directed acyclic graphs while Markov networks use undirected graphs to depict conditional independencies, where each node in the graph denotes a random variable. At a high level, absence of an edge between two nodes in the graph denotes that there is no direct dependence between the corresponding variables. Various graph properties and concepts such as directed and undirected separators ( Pearl, 1988) are then used to formalize the notion of indirect dependencies. For example, in a Markov network, a variable is conditionally independent of all other variables given its neighbors (in an undirected graph, all nodes having an edge with a node are called its neighbors) since removing the neighbors separates the variable from the rest of the network.

Both Bayesian and Markov networks have been extensively used in a wide variety of application domains such as medical diagnosis, computer vision and natural language processing. For effectively using PGMs in these application areas, the two key tasks an application designer has to solve are (1) learning (or estimating) the parameters and structure from
data; and (2) answering probabilistic queries posed to the learned model. As a result, solving the two aforementioned tasks is of both practical and theoretical interest in the artificial intelligence community.

### 1.1 Learning

In this dissertation, we focus on the task of parameter learning in PGMs with given structure and from a fully observed dataset, namely a dataset having no missing values. The task is often expressed as the following optimization problem: find an assignment of values to all parameters in the PGM such that the likelihood of the data is maximized. This problem is also known as maximum likelihood estimation (MLE). MLE is the prevailing parameter learning formulation because it has several desirable theoretical properties such as consistency (converges in the limit to the correct value) and asymptotic efficiency (best possible estimator in the limit). However, in practice, when the dataset is small (relative to the number of parameters) or the number of parameters is large (relative to the dataset size) or both, MLE yields parameter estimates having high variance and the resulting models have poor predictive (generalization) accuracy. To combat this issue, regularization methods such as $L_{1}$ and $L_{2}$ regularization, and their Bayesian counterparts, Laplace and Gaussian priors, are often employed in practice (Steck and Jaakkola, 2002; Ng, 2004).

An alternative regularization method is parameter tying (Chou et al., 2016, 2018), namely partitioning the parameters of a model into groups and forcing all parameters in each group to take the same or similar values. Parameter tying is employed in a large variety of graphical models and their extensions. For example, in convolutional neural networks (CNN) (LeCun et al., 1998) parameters are shared (tied) between various neurons to take advantage of symmetries in images and to control the number of parameters. Similarly, in statistical relational learning (SRL) models (Getoor and Taskar, 2007) such as Markov logic networks (Domingos and Lowd, 2009) and probabilistic soft logic (Bach et al., 2017), weights
(parameters) are tied in order to exploit symmetries in relational domains. However, a key feature of this existing work is that it assumes the tied parameters are specified a priori. Our contribution deviates from the existing approach and seeks methods that automatically tie the parameters by analyzing the data.

A straightforward approach to solving the automatic parameter tying problem is to express it as a constrained optimization problem. Given $m$ number of parameters and a hyperparameter $k$, which bounds the maximum number of tied parameters and controls the amount of regularization, find a set of at most $k$ equality constraints that are mutually exclusive (no two equality constraints are specified for same parameter) and exhaustive (all parameters are included) such that the likelihood of the data is maximized. Unfortunately, this problem is computationally difficult as it includes structure learning as a special case.

To overcome this computational difficulty, we propose approaches that tie parameters by quantizing the parameter values. Namely, we propose to find a many-to-one function $\mathcal{Q}$ that maps $m$ parameter values to a set having $k$ values, such that $m>k$ and the sum of the Euclidean distance between parameter $\theta$ and its quantized value $\mathcal{Q}(\theta)$ is minimized. This subproblem can be solved optimally using dynamic programming (Wang and Song, 2011).

### 1.2 Inference

As alluded to earlier, one main motivation for learning a PGM is to be able to reason about the various underlying states or configurations of the random variables in the model. That is, we would like to perform inference on or pose probabilistic queries to the learned PGM. To reiterate, for example, we may want to know the most likely configuration of a subset of the variables potentially given observations on a disjoint subset of variables in the model. This query is related to finding the (maximum) mode of the underlying distribution and is often utilized in applications such as computer vision and biological protein design.

For exact inference, elimination-based methods, such as variable or bucket elimination (Zhang and Poole, 1994, Dechter, 1996), are in a family of deterministic approaches that eliminate variables, commonly one at a time, by applying the operations of product and sum (i.e., marginalization) to the factors (or functions) in the model. By using the distributive law, the product and sum operations can be organized according to a variable ordering and factor partitioning to help reduce the overall computation burden. The elimination approach leverages dynamic programming in that the original computation is decomposed into sub-computations such that the intermediate results are stored. While this adds efficiency to the algorithm, we are still faced with the issue that the sub-computations remain intractable in general. In fact, the difficulty in designing inference algorithms is that, for many problems of interest, performing exact inference is computationally intractable. Therefore, in this dissertation, we consider the essential need for approximate inference algorithms.

Monte Carlo methods (Metropolis and Ulam, 1949) provide a general framework for stochastic approximation to intractable problems. At a high-level, applying this framework involves two main sub-tasks. The first task is to sample from the model. For PGMs, this means to generate instantiations from the mode namely assignments to the variables. The second task is to express the quantity of interest (i.e., probabilistic query) as an expectation. Using the samples, we then compute the expectation as an approximation to the solution.

In addition to regularization, another key benefit from applying parameter tying to the learning algorithm is that the resulting models contain symmetries within the parameterization (i.e., tied parameters). By exploiting the symmetries, we can develop sampling algorithms that explore the sample space in a more efficient and systematic manner, which then lead to faster and more accurate results. We propose a method based on importance sampling.

Relaxation is a term synonymous with mathematical or combinatorial optimization. Depending on the problem at hand, relaxation can have different definitions. However,

[^0]generally it can be thought of as an alternative modeling strategy applied to the original difficult problem (e.g., NP-hard or \#P-complete) with the intention of simplifying the problem. Traditionally, with combinatorial optimization or counting problems (e.g., maximum a posteriori query or partition function computation), this means relaxing inherent constraints (e.g., equality). The trade-off is a lose in accuracy, but a gain in information to the solution of the problem.

Referring back to the elimination method, we mentioned that the complication arises from local or sub-computations. We approach this problem by approximating the local subproblems through a structural adjustment. The adjustment we make is to apply dissociation ${ }^{2}$ (Gatterbauer and Suciu, 2014, Chou et al., 2018) to the subproblems, which involves two parts. The first part of dissociation is to duplicate the variables. By having multiple copies of the variables, the original equivalence relations or constraints are relaxed and the local problems are partitioned or decomposed into further (tractable) subproblems (Dechter and Rish, 2003). The second part is what we refer to as valuation analysis. That is, we analyze the equivalence relations using an algebraic framework to derive inequality constraints in order to recover a closer or tighter approximate solution to the original problem. We view the inequality constraints as applying parameter tying between the original and relaxed problem.

### 1.3 Dissertation Organization

The dissertation is organized as follows. In Chapter 2, we present a general background related to our contributions. The two sections below outline our contributions, which are detailed in Chapters 3 to 6. In Chapter 7, we summarize the contributions in this dissertation and provide several directions for future work.

[^1]
### 1.3.1 Contributions to Learning using Parameter Tying

In Chapter 3, we present our first approach to learning parameter tied Bayesian networks. This greedy approach, which we dub learn-tie-relearn (LTR), quantizes the parameterization of the MLE solution as a post processing step. The resulting parameter tied model gives rise to a smoother underlying distribution. The performance of the quantized model can then be further improved by relearning the model based on the equality constraints from the quantization. We provide and prove error bounds for our new technique and demonstrate experimentally that it often yields models having higher test set log-likelihood than the ones learned using the MLE.

In Chapter 4, we consider the problem of learning parameter tied Markov networks. We propose a novel approach called automatic parameter tying (APT) that uses soft instead of hard parameter tying as a regularization method to alleviate overfitting. The key idea behind APT is to set up the learning problem as the task of finding parameters and groupings of parameters such that the likelihood plus a regularization term is maximized. The regularization term penalizes models where parameter values deviate from their group mean parameter value. We propose and use a block coordinate ascent algorithm to solve the optimization task. In addition, we analyze the sample complexity of our new learning algorithm and show that it yields optimal parameters with high probability when the groups are well separated. Experimentally, we show that our method improves upon $L_{2}$ regularization and suggest several pragmatic techniques for good practical performance.

### 1.3.2 Contributions to Inference using Parameter Tying

In Chapter 5, we propose a new slice importance sampling algorithm for fast approximate inference in models having several tied parameters. Our experiments show that our new inference algorithm is superior to existing approaches such as Gibbs sampling and MC-SAT on models having tied parameters (learned using our quantization-based approach).

In Chapter 6, we consider the weighted model counting task which includes important tasks in graphical models, such as computing the partition function and probability of evidence as special cases. We propose a novel partition-based bounding algorithm that exploits logical structure and gives rise to a set of inequalities from which upper (or lower) bounds can be derived efficiently. The bounds come with optimality guarantees under certain conditions and are oblivious in that they require only limited observations of the structure and parameters of the problem. We experimentally compare our bounds with the mini-bucket scheme (which is also oblivious) and show that our new bounds are often superior and never worse on a wide variety of benchmark networks.

## CHAPTER 2

## BACKGROUND

In this chapter, we introduce a general background on representation, inference, and learning for probabilistic graphical models (PGM) with additional relevant topics. For more detailed information on probability theory and statistics, refer to (Wasserman, 2004; Bertsekas and Tsitsiklis, 2008). For more detailed information on PGMs, refer to (Pearl, 1988, Koller and Friedman, 2009, Darwiche, 2009). For more detailed information on Monte Carlo methods, refer to (Liu, 2004).

### 2.1 Preliminary Notation

Let $X, Y$, etc. be random variables and $\boldsymbol{X}, \boldsymbol{Y}$, etc. be sets of random variables (e.g., $\left.\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}\right)$. We assume throughout the thesis the variables $X_{i} \in \boldsymbol{X}$ are discrete, namely taking a finite $d$ number of values. For simplicity, we assume $d=2$ (i.e., binary), unless otherwise noted. Let $x, y$, etc. be values the variables can take and denote $\operatorname{Val}\left(X_{i}\right)$ as the domain or set of possible values. Let $\widetilde{x}_{i}$ be an assignment of a value to a variable $X_{i}$, such that $x_{i} \in \operatorname{Val}\left(X_{i}\right)$. We also use $\operatorname{Val}\left(\boldsymbol{X}_{j}\right)$ to denote the possible values for a subset of variables $\boldsymbol{X}_{j} \subset \boldsymbol{X}$. We denote $\widetilde{\mathbf{x}}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)$ to be an assignment of values to all variables $\boldsymbol{X}$.

### 2.2 Representation

We are interested in representing a joint probability distribution $P$ over the set of random variables. Given $n$ binary variables, one approach is to explicitly represent the joint probability distribution using a tabular form with $2^{n}-1$ entries such that each entry corresponds to the probability of some joint assignment to all the variables. In practice, this approach is not feasible for at least three reasons. First, it is difficult to elicit such information from domain experts. Second, it requires an enormous amount of data to estimate the probability
distribution statistically. Lastly, it is computationally intractable to manage and store such information.

However, probability distributions defined over high-dimensional data often explicitly or implicitly contain probabilistic structure in the form of independence properties that can be exploited to achieve a more compact factorized representation. We next present some relevant concepts from probability theory that form the fundamental building blocks for independence properties.

Definition 2.1. (Conditional Probability). Given two random variables $X$ and $Y$ such that $P(Y)>0$. The conditional probability of $X$ given (or conditioned on) $Y$ is defined as

$$
P(X \mid Y)=\frac{P(X, Y)}{P(Y)}
$$

Note the condition probability can be rewritten as a product, namely $P(X, Y)=$ $P(X \mid Y) P(Y)$. We can generalize this notion of factoring a joint probability as a product of conditional probabilities through the definition of the chain rule (or product rule).

Definition 2.2. (Chain Rule). Given a set of random variables $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$. By the definition of conditional probability, the joint probability distribution over $\boldsymbol{X}$ can be factored as

$$
P\left(\bigcap_{i=1}^{n} X_{i}\right)=\prod_{i=1}^{n} P\left(X_{i} \mid \bigcap_{j=1}^{n-1} X_{j}\right) .
$$

Example 2.3. Given a joint probability $P\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$, applying the chain rule, one way to factor the joint is $P\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=P\left(X_{1} \mid X_{2}, X_{3}, X_{4}\right) P\left(X_{2} \mid X_{3}, X_{4}\right) P\left(X_{3} \mid X_{4}\right) P\left(X_{4}\right)$.

Building on the ideas of conditional probability and the chain rule, we next define the concepts of independence and conditional independence.

Definition 2.4. (Independence). Two random variables $X$ and $Y$ are independent, denoted as $X \Perp Y$, iff

$$
P(X, Y)=P(X) P(Y)
$$

Equivalently by the definition of conditional probability, we have

$$
P(X \mid Y)=P(X) .
$$

Definition 2.5. (Conditional Independence). Given random variables $X, Y$, and $Z . X$ and $Y$ are conditional independent given $Z$, denoted as $X \Perp Y \mid Z$, iff

$$
P(X, Y \mid Z)=P(X \mid Z) P(Y \mid Z)
$$

### 2.2.1 Probabilistic Graphical Models

Probabilistic graphical models (PGM) (or graphical models (GM)) are a general class of machine learning models that compactly represent a joint distribution over a set of random variables via a collection of factors (or functions), which can be conceptualized over a graph. The graph can be interpreted as either a skeleton structure for representing the factorized distribution or as a set of independence properties encoded in the distribution. We first present and define two relevant concepts for PGMs.

Definition 2.6. (Factor). Given a set of random variables $\boldsymbol{X}$, a factor, denoted as $\psi(\boldsymbol{X})$, is a function that maps the possible values of $\boldsymbol{X}$ to a real value. A nonnegative factor is a function that maps $\boldsymbol{X}$ to nonnegative real values.

Definition 2.7. (Scope). Given a factor $\psi(\boldsymbol{X})$, the set of random variables $\boldsymbol{X}$ represented by (or appearing in) the factor is the scope of the factor, denoted as Scope $[\psi]$.

We restrict our focus to nonnegative factors, namely $\psi: \boldsymbol{X} \rightarrow \mathbb{R}^{+}$, where $\mathbb{R}^{+}=\{x \in \mathbb{R}$ : $x \geq 0\}$. Two main families of PGMs are Bayesian networks and Markov networks, which we present next.

| $X_{1}$ | $P\left(X_{2}=1 \mid X_{1}\right)$ |
| :---: | :---: |
| 0 | $\theta_{3}$ |
| 1 | $\theta_{4}$ |

(d)
(b)

$$
\frac{P\left(X_{1}=1\right)}{\theta_{1}} \quad \frac{P\left(X_{3}=1\right)}{\theta_{2}}
$$

(c)

(e)

Figure 2.1. An example of a binary Bayesian network.

## Bayesian Networks

Bayesian networks (BN) represent joint probability distributions factorized and parameterized over a directed acyclic graph (DAG). A BN is a triple $\mathcal{M}_{B N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{B N}\right\rangle . \boldsymbol{X}$ is the set of random variables and $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ is the set of parameters. $\mathrm{G}_{B N}=(\mathbf{V}, \mathbf{E})$ is a DAG such that $\mathbf{V}$ is the set of nodes (or vertices) and $\mathbf{E}$ is the set of directed edges. We associate each node $i \in \mathbf{V}$ with one variable $X_{i \in \mathbf{V}}$ (we also use $X_{i}$ as shorthand). $\mathbf{E}$ is the set of pairs of the form $\left(\boldsymbol{X}^{\prime}, X_{i}\right)$ such that $\boldsymbol{X}^{\prime} \subset \boldsymbol{X} \backslash X_{i}$ and $\forall Y \in \boldsymbol{X}^{\prime}, Y \rightarrow X_{i}$. Given a $Y$, we say $Y$ is the parent of $X_{i}$ and $X_{i}$ is the child of $Y$. We denote the subset $\boldsymbol{X}^{\prime}$ (i.e., parents of $X_{i}$ ) as $\mathrm{Pa}\left[X_{i}\right]$. A (local) conditional probability distribution is defined for each variable and corresponding parent set as $P\left(X_{i} \mid \mathrm{Pa}\left[X_{i}\right]\right)$. The joint probability distribution is then
factored as

$$
P_{\boldsymbol{\theta}}\left(X_{1}, \ldots, X_{n}\right)=\prod_{i=1}^{n} P\left(X_{i} \mid \mathrm{Pa}\left[X_{i}\right]\right)
$$

One way to parameterize discrete conditional probability distributions is to utilize a tabular form, which are typically referred to as conditional probability tables (CPT). For BNs, the parameters defined in the CPTs have an intuitive probabilistic interpretation, namely $\theta_{i} \in[0,1]$. A factor subsumes the notion of the conditional probability distribution defined by a CPT.

Example 2.8. Figure 2.1 shows a binary Bayesian network. The network (a) is a $D A G$ comprised of four variables: $X_{1}, X_{2}, X_{3}$, and $X_{4}$. The parent set for each variable are: $\mathrm{Pa}\left[X_{1}\right]=\{ \}, \mathrm{Pa}\left[X_{3}\right]=\{ \}, \mathrm{Pa}\left[X_{2}\right]=\left\{X_{1}\right\}$, and $\mathrm{Pa}\left[X_{4}\right]=\left\{X_{1}, X_{3}\right\}$. A CPT is specified and parameterized for each variable ((b) to (e)). Notice that for some CPT defined for a variable $X_{i}$, the probability $P\left(X_{i}=0 \mid \mathrm{Pa}\left[X_{i}\right]\right)$ is $1-\theta_{i}$. The $B N$ defines the joint distribution: $P_{\boldsymbol{\theta}}\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=P\left(X_{1}\right) P\left(X_{3}\right) P\left(X_{2} \mid X_{1}\right) P\left(X_{4} \mid X_{1}, X_{3}\right)$.

The BN from Figure 2.1 encodes a set of (conditional) independencies and therefore leads to a compact factorization of the joint distribution stated in Example 2.8. To highlight some independence statements, we have for example $\left(X_{1} \Perp X_{3}\right)$ and ( $X_{2} \Perp X_{3} \mid X_{1}, X_{4}$ ). For a detailed treatment of independencies in graphs for BNs, see (Pearl, 1988; Koller and Friedman, 2009).

## Markov Networks

Markov networks (MN) or Markov random fields represent joint probability distributions factorized over an undirected graph. A MN is a triple $\mathcal{M}_{M N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{M N}\right\rangle . \boldsymbol{X}$ is the set of random variables and $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ is the set of parameters. $\mathrm{G}_{M N}=(\mathbf{V}, \mathbf{E})$ is an undirected graph such that $\mathbf{V}$ is the set of nodes (or vertices) and $\mathbf{E}$ is the set of undirected edges. We associate each node $i \in \mathbf{V}$ with one random variable $X_{i \in \mathbf{V}} \in \boldsymbol{X}$ (we also use $X_{i}$


Figure 2.2. An example of a binary pairwise Markov network.
as shorthand). $\mathbf{E}$ is a set of pairs of the form $\left(X_{i}, X_{j}\right)$ such that $i \neq j$ (we also use $(i, j)$ as shorthand). Given a node $X_{i}$, we call the set of nodes connected to $X_{i}$ (or neighbors of $X_{i}$ ) as the Markov blanket of $X_{i}$, denoted as $\operatorname{Mb}\left[X_{i}\right]$. The size of the Markov blanket for a given variable $X_{i}$, namely $\mid \mathrm{Mb}\left[X_{i}\right]$, is also know as the degree of $X_{i}$. Let $\mathcal{I}$ be the set of cliques in $\mathrm{G}_{M N}$. A clique is a subset of nodes in an undirected graph such that every two distinct nodes are adjacent (i.e., connected). We focus on pairwise MNs (i.e., cliques of size 2) since every PGM can be converted to this form (cf. (Koller and Friedman, 2009). In a pairwise PGM, we associate a factor $\psi_{i, j}$ over each pair $(i, j) \in \mathcal{I}$. The joint probability distribution is then factored as

$$
P_{\boldsymbol{\theta}}\left(X_{1}, \ldots, X_{n}\right)=\frac{1}{Z(\boldsymbol{\theta})} \prod_{(i, j) \in \mathcal{I}} \psi_{i, j}\left(X_{i}, X_{j}\right)
$$

where $Z(\boldsymbol{\theta})$ is the normalizing constant (or partition function) defined as

$$
Z(\boldsymbol{\theta})=\sum_{\boldsymbol{X}} \prod_{(i, j) \in \mathcal{I}} \psi_{i, j}\left(X_{i}, X_{j}\right) .
$$

Since the graphs represented by MNs are undirected, and unlike BNs, the parameterization for MNs do not naturally follow a probabilistic interpretation. Therefore, the parameterization of MNs are more effectively described as affinities or the compatibility among the different random variables. However, similar to BNs, the factors can also be represented using a tabular formulation with parameters $\theta_{i} \in[0, \infty)$. The factors in MNs are often referred to as (clique) potentials.

Example 2.9. Figure 2.2 shows a discrete binary Markov network. The network (a) is a undirected graph comprised of four variables, where $\operatorname{Mb}\left[X_{1}\right]=\left\{X_{2}, X_{3}, X_{4}\right\}, \operatorname{Mb}\left[X_{2}\right]=\left\{X_{1}\right\}$, $\operatorname{Mb}\left[X_{3}\right]=\left\{X_{1}, X_{4}\right\}$, and $\operatorname{Mb}\left[X_{4}\right]=\left\{X_{1}, X_{3}\right\}$. There are four pairwise cliques and a potential is specified for each clique (b), which defines the joint distribution $P_{\boldsymbol{\theta}}\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=$ $\psi_{1,2}\left(X_{1}, X_{2}\right) \psi_{1,3}\left(X_{1}, X_{3}\right) \psi_{1,4}\left(X_{1}, X_{4}\right) \psi_{3,4}\left(X_{3}, X_{4}\right)$.

We highlight below some independence properties encoded in MNs. For a detailed treatment, see (Koller and Friedman, 2009). A MN represented by graph $\mathrm{G}_{M N}$ satisfies the following Markov properties.

- Global Markov Property Given subsets $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{S} \subset \boldsymbol{V}$. Let $\boldsymbol{X}_{\boldsymbol{A}}, \boldsymbol{X}_{\boldsymbol{B}}$, and $\boldsymbol{X}_{\boldsymbol{S}}$ be sets of random variables corresponding to the respective vertices. Any two subsets are conditionally independent given a separating set. Namely, $\boldsymbol{X}_{\boldsymbol{A}} \Perp \boldsymbol{X}_{\boldsymbol{B}} \mid \boldsymbol{X}_{\boldsymbol{S}}$ where every path from a node $i \in \boldsymbol{A}$ to a node $j \in \boldsymbol{B}$ passes through a node $h \in \boldsymbol{S}$.
- Local Markov Property Given a random variable $X_{i} . X_{i}$ is conditionally independent of all other variables given $\operatorname{Mb}\left[X_{i}\right]$. Namely, $X_{i} \Perp \boldsymbol{X}_{\boldsymbol{V} \backslash \mathrm{Mb}\left[X_{i}\right]} \mid \boldsymbol{X}_{\mathrm{Mb}\left[X_{i}\right]}$.
- Pairwise Markov Property Two random variables $X_{i}$ and $X_{j}$ are conditionally independent given all other variables. Namely, $X_{i} \Perp X_{j} \mid \boldsymbol{X}_{\boldsymbol{V} \backslash\{i, j\}}$.

| $X_{1}$ | $X_{2}$ | $\psi_{1,2}\left(X_{1}, X_{2}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 23 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 23 |

(a)

| $X_{1}$ | $X_{2}$ | $\log \psi_{1,2}\left(X_{1}, X_{2}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 3.135 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 3.135 |

(b)

Figure 2.3. Potentials for Example 2.10.

## Log-linear Graphical Models

Although the graph of a PGM provides an explicit structure for a represented distribution, the parameterization within the factors can exhibit patterns that allow for further compact or finer-grained representation. To begin with, by specifying the parameter values in logarithmic space, certain patterns (or structures) become more apparent. In addition, the parameters can now take any real value, namely $\theta_{i} \in(-\infty, \infty)$. Furthermore, the operations of multiplying potentials now become summations, which offers algebraic convenience and numerical stability.

Example 2.10. Given a potential $\psi$ defined over two random variables $X_{1}$ and $X_{2}$ shown in Figure 2.3 (a). The corresponding parameterization in log-space is shown in Figure 2.3 (b). We observe that a more compact representation only needs to capture the fact that if $X_{1}$ and $X_{2}$ are equal, then the parameter for the potential is 3.135. Otherwise, the parameter value is 0 .

One general framework, as an alternative parameterization, is a log-linear model. A log-linear PGM is a triple $\mathcal{M}_{\ell} \triangleq\langle\boldsymbol{X}, \boldsymbol{F}, \boldsymbol{\theta}\rangle$, where $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ is a set of variables, $\boldsymbol{F}=\left\{f_{1}\left(\boldsymbol{X}_{1}\right), \ldots, f_{m}\left(\boldsymbol{X}_{m}\right)\right\}$ is a set of features such that $\boldsymbol{X}_{i}$ is a subset of variables (i.e., $\boldsymbol{X}_{i} \subset \boldsymbol{X}$ ), and $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ is the set of weights (parameters) such that $\theta_{i}$ is the weight of feature $f_{i}\left(\boldsymbol{X}_{i}\right)$ (we also use $f_{i}$ as shorthand when it is apparent from the context). A
feature is a factor without the non-negativity constraint on the parameter (i.e., log-space). One type of feature is known as an indicator feature. That is, given an assignment $\widetilde{\mathbf{x}}, f_{i}(\widetilde{\mathbf{x}})$ evaluates to 1 if some values $\widetilde{\mathbf{x}} \in \operatorname{Val}\left(\boldsymbol{X}_{i}\right)$ and 0 otherwise. $\mathcal{M}_{\ell}$ represents the probability distribution

$$
P_{\boldsymbol{\theta}}(\widetilde{\mathbf{x}})=\frac{1}{Z(\boldsymbol{\theta})} \exp \left(\sum_{i=1}^{m} \theta_{i} f_{i}(\widetilde{\mathbf{x}})\right)
$$

where

$$
Z(\boldsymbol{\theta})=\sum_{\widetilde{\mathbf{x}} \in \boldsymbol{X}} \exp \left(\sum_{i=1}^{m} \theta_{i} f_{i}(\widetilde{\mathbf{x}})\right)
$$

is the normalization constant (or partition function).
Features allow for more compact representations that account for particular patterns or relationships among the variables in a factor. Building on the observation from Example 2.10, we can reparameterize the potential $\psi\left(X_{1}, X_{2}\right)$ compactly as two features: $f_{1}\left(X_{1}, X_{2}\right) \triangleq$ $\mathbb{1}\left(X_{1}=X_{2}\right)$ associated with the weight $\theta_{1}=3.135$ and $f_{2}\left(X_{1}, X_{2}\right) \triangleq \mathbb{1}\left(X_{1} \neq X_{2}\right)$ associated with the weight $\theta_{2}=0$. We can convert and represent both BNs and MNs as log-linear model forms.

Intuitively, we can view these indicator features as a set of constraints and therefore naturally lead to a logical interpretation. While PGMs provide the ability to reason under uncertainty, we next present logic as a formalism to complement this reasoning ability.

### 2.2.2 Propositional Logic

Propositional logic provides the formalism to reason about the truth or falsehood of logical assertions. Propositional logic consists of propositional sentences or statements $\sqrt{1}$, which are represented by variables and logical connectives (or operators). Logical connectives allow for new and complex propositions, namely, formulas, to be constructed using operations such as $\neg$ (negation), $\wedge$ (conjunction), $\vee$ (disjunction) $\Rightarrow$ (implication), and $\Leftrightarrow$ (equivalence). An

[^2]atomic proposition or atom is a proposition that does not include any logical connectives. Given some variable $X_{i}$, for compactness, we use the notation $\overline{X_{i}}$ to denote negation (cf. $\left.\neg X_{i}\right)$. A non-negated or negated atom is also referred to as a positive ( + ) literal or negative (-) literal respectively.

Definition 2.11. (Monotonicity) A formula $F$ is "monotone in variable $X_{i}$ " iff $X_{i}$ appears in $F$ as either positive or negative (but not both). A formula $F$ is "monotone" iff it is monotone in all variables. Otherwise, $F$ is non-monotone.

Atoms and formulas take values (i.e., truth assignments) from the set \{false,true $\}$ (or $\{0,1\}$ ). Given a set of variables $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$, let $\Omega$ be the set of the $2^{n}$ truth assignments to $\boldsymbol{X}$. Let $\widetilde{\mathbf{x}}=\left(x_{1}, \ldots, x_{n}\right) \in \Omega$ be truth assignments to all variables in $\boldsymbol{X}$ such that $X_{i}=x_{i}$. We denote with the symbol ' $*$ ' for the case when $X_{i}$ can take either false or true value, namely $(0 \vee 1)$ or otherwise known as the don't care condition. We say a formula is satisfied if given an assignment to the propositions evaluates the formula to true. The assignment that satisfies the formula is also known as a model of the formula.

Example 2.12. Let $X_{1}, X_{2}$, and $X_{3}$ be atoms. Let $F=\overline{X_{1}} \vee X_{2} \vee \overline{X_{3}}$ be a formula. The literals appearing in $F$ are $\overline{X_{1}}, X_{2}$, and $\overline{X_{3}}$. $F$ is monotone with $2^{3}$ possible assignments. The assignment, $\left(X_{1}=1, X_{2}=1\right.$, and $\left.X_{3}=1\right) \in \Omega$, evaluates $F$ to 1 (or true). Given the assignment $X_{2}=1, X_{1}$ and $X_{3}$ become don't care conditions (i.e., $\left(X_{1}=*, X_{2}=1\right.$, and $\left.X_{3}=*\right)$ ), that is, $F$ is satisfied once $X_{2}$ is 1 .

The propositional satisfiability problem (or Boolean satisfiability problem), abbreviated as SAT, is the problem of deciding if there exists an assignment that satisfies a given formula. SAT was the first problem to be proven as NP-complete (Cook, 1971; Levin, 1973). The propositional model counting problem, abbreviated as \#SAT, is the problem of computing the number of distinct satisfying assignments for a given formula. \#SAT generalizes SAT and it is known to be \#P-complete (Valiant, 1979).

| $X_{1}$ | $X_{2}$ | $\left(\bar{X}_{1} \vee X_{2}\right) \wedge\left(X_{1} \vee \bar{X}_{2}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Figure 2.4. Truth table for Example 2.15

One canonical form used within the SAT and \#SAT problem setting is the so-called conjunctive normal form, which we define below.

Definition 2.13. (Conjunctive normal form) A propositional formula is in conjunctive normal form (CNF) if it is a conjunction of clauses, where a clause is a disjunction of literals.

Example 2.14. Let $A$ and $B$ be atoms. The formula $F=\left(\overline{X_{1}} \vee X_{2}\right) \wedge\left(X_{1} \vee \overline{X_{2}}\right)$ is in conjunctive normal form. $F$ is non-monotone since both $X_{1}$ and $X_{2}$ are not monotone in $F$ (i.e., $X_{1}$ and $X_{2}$ appear both as negative and positive).

Example 2.15. Consider the formula $F$ in Example 2.14. We use the truth-table shown in Figure 2.4 to illustrate the solution to the model counting problem for $F$. The \#SAT solution for $F$ is 2 because there are two distinct assignments that satisfies $F$, namely $X_{1}=X_{2}=0$ and $X_{1}=X_{2}=1$.

In Chapter 6, we focus on the weighted model counting (WMC) problem, a further extension of the model counting problem. (Weighted) model counting falls under the general notion of inference, which we present next.

### 2.3 Inference

With a PGM, one task is to reason about or pose probabilistic queries to the model. We refer to this broad task as probabilistic inference or simply inference. Specifically, we would like
to compute quantities or configurations of interest using the PGM. These queries typically consists of two disjoint subsets of variables: (1) query (or non-evidence) variables, denoted as $\boldsymbol{Y}$, and (2) evidence (or observed) variables and an instantiation of or assignment to the evidence variables, denoted as $\boldsymbol{E}=\boldsymbol{e}$. Formally, $\boldsymbol{Y} \subset \boldsymbol{X}, \boldsymbol{E} \subset \boldsymbol{X}$, and $\boldsymbol{Y} \cap \boldsymbol{E}=\emptyset$. The common inference tasks for PGMs include the following:

- Compute the normalizing constant (or partition function):

$$
Z(\boldsymbol{\theta})=\sum_{\boldsymbol{X}} \prod_{\xi \in \mathcal{I}} \psi_{\xi}\left(\boldsymbol{X}_{\xi}\right),
$$

where $\xi$ indexes the variables of the PGM. Within the BN setting, this task is also called computing the probability of evidence (i.e., $P(\boldsymbol{E}=\boldsymbol{e})$ ).

- Compute the posterior probability distribution over $\boldsymbol{Y}$, conditioned on evidence:

$$
P(\boldsymbol{Y} \mid \boldsymbol{E}=\boldsymbol{e})=\frac{P(\boldsymbol{Y}, \boldsymbol{E}=\boldsymbol{e})}{P(\boldsymbol{E}=\boldsymbol{e})}
$$

This quantity is also known as the posterior marginal probability.

- Determine the most probable (i.e., mode) assignment to the non-evidence variables of the distribution:

$$
\underset{\boldsymbol{y}}{\operatorname{argmax}} P(\boldsymbol{Y}, \boldsymbol{E}=\boldsymbol{e}) .
$$

This problem is also know as the maximum a posteriori (MAP) query. $\boldsymbol{Y}$ is typically referred to as MAX variables. Within the BN setting, this task is also called determining the most probable explanation (MPE).

- Marginal MAP:

$$
\underset{\boldsymbol{y}}{\operatorname{argmax}} \sum_{\boldsymbol{U}} P(\boldsymbol{Y}, \boldsymbol{U}, \boldsymbol{E}=\boldsymbol{e}) .
$$

This problem is considered to be the more general setting of the MAP query. $\boldsymbol{Y}$ is the set of MAX variables and $\boldsymbol{U}$ is the set of SUM variables, where $\boldsymbol{U}=\boldsymbol{X} \backslash \boldsymbol{Y} \backslash \boldsymbol{E}$.

```
Algorithm 2.1: Bucket Elimination (BE) for computing the partition function
    Input: Variable ordering \(o=\left[X_{1}, X_{2}, \ldots, X_{|\boldsymbol{X}|}\right]\),
                                    factors (or functions) of the PGM \(\Psi=\left\{\psi_{\xi}\left(\boldsymbol{X}_{\xi}\right)\right\}\)
    2 Output: Partition function
    begin
        for \(i \leftarrow 1\) to \(|\boldsymbol{X}|\) do
            1. Find the set of factors (bucket) that involve variable \(X_{i}\) and update the
            factors.
\[
\begin{gathered}
\mathbf{B}_{X_{i}} \leftarrow\left\{\psi: \psi \in \Psi \wedge X_{i} \in \operatorname{Scope}[\psi]\right\}, \\
\Psi \leftarrow \Psi \backslash \mathbf{B}_{X_{i}} .
\end{gathered}
\]
2. Eliminate variable \(X_{i}\). Take the product of all factors in the bucket and sum-out \(X_{i}\). The result is a new factor \(\psi_{\xi}^{*}\), which is then added to the factors.
\[
\begin{gathered}
\psi_{\xi}^{*} \leftarrow \sum_{X_{i}} \prod_{\psi_{\xi} \in \mathbf{B}_{X_{i}}} \psi_{\xi}, \\
\Psi \leftarrow \Psi \cup \psi_{\xi}^{*} .
\end{gathered}
\]
The remaining factors \(\psi\) are constants.
return Partition function \(Z \leftarrow \prod_{\psi \in \Psi} \psi\)
end
```

Although there exists an array of exact inference algorithms for solving the aforementioned tasks, in general, the quantities of interest are computationally intractable. Thus, in this dissertation, we address the important need for approximate inference schemes. Two popular families for approximate inference schemes can be broadly categorized as elimination-based and Monte Carlo methods. We next describe these schemes.

### 2.3.1 Elimination-based Methods

Using a variable ordering, elimination-based methods, such as variable or bucket elimination (Dechter, 1996; Zhang and Poole, 1994), leverage the idea of dynamic programming and work

```
Algorithm 2.2: Mini-bucket elimination (MB) for computing a bound on the partition function.
1 Input: Variable ordering \(o=\left[X_{1}, X_{2}, \ldots, X_{|\boldsymbol{X}|}\right]\),
factors (or functions) of the PGM \(\Psi=\left\{\psi_{\xi}\left(\boldsymbol{X}_{\xi}\right)\right\}\), Integer \(i>0\) ( \(i\)-bound)
2 Output: Upper bound on the partition function
(replace max with min in step 3 (line 7 ) for lower bound)
3 begin
for \(i \leftarrow 1\) to \(|\boldsymbol{X}|\) do
1. Find the set of factors (bucket) that involve variable \(X_{i}\) and update the factors.
\[
\begin{gathered}
\mathbf{B}_{X_{i}} \leftarrow\left\{\psi: \psi \in \Psi \wedge X_{i} \in \text { Scope }[\psi]\right\}, \\
\Psi \leftarrow \Psi \backslash \mathbf{B}_{X_{i}} .
\end{gathered}
\]
```

2. Partition the bucket $\mathbf{B}_{X_{i}}$ into $B$ disjoint groups such that the cardinality of the union of scopes for the factors in each group $\mathbf{B}_{X_{i}}^{(b)}$ (mini-bucket) is less than or equal to $i$-bound plus 1 .

$$
\begin{gathered}
\mathbf{B}_{X_{i}}^{(1)} \cup \mathbf{B}_{X_{i}}^{(b)} \cup, \ldots, \cup \mathbf{B}_{X_{i}}^{(B)}=\mathbf{B}_{X_{i}}, \\
\forall b \in 1, \ldots, B \quad\left|\left\{x: x \in \operatorname{Scope}[\psi] \wedge \psi \in \mathbf{B}_{X_{i}}^{(b)}\right\}\right| \leq i+1 .
\end{gathered}
$$

3. Eliminate variable $X_{i}$. For each mini-bucket, take the product of all factors within it. Sum-out $X_{i}$ on one of the mini-bucket and max-out (or min-out) $X_{i}$ on the remaining mini-buckets. The results are new factors $\psi_{\xi}^{*}$, which are then added to the factors.

## for $b \leftarrow 1, \ldots, B$ do

$$
\psi_{\xi}^{*} \leftarrow\left\{\begin{array}{ll}
\sum_{X_{i}} \prod_{\psi_{\xi} \in \mathbf{B}_{X_{i}}^{(b)}} \psi_{\xi} \quad \text { if } b=1 \\
\max _{X_{i}} \prod_{\psi_{\xi} \in \mathbf{B}_{X_{i}}^{(b)}} \psi_{\xi} & \text { otherwise }
\end{array}, \quad \Psi \leftarrow \Psi \cup \psi_{\xi}^{*}\right.
$$

The remaining factors $\psi$ are constants.
return Bound on the partition function $\hat{Z} \leftarrow \prod_{\psi \in \Psi} \psi$.
end
on directly eliminating each variable, by performing the operations of product and sum (i.e., marginalization). We first present the bucket elimination algorithm for exact inference.

## Bucket Elimination

Bucket elimination (BE) (Dechter, 1996) is a simple and effective algorithm for performing exact inference. The high-level idea is to first organize the factors of a PGM into socalled buckets using a variable ordering. Then, using the same variable ordering, eliminate each variable accordingly from each bucket (i.e., by applying product and marginalization operations). Each step of the elimination process creates new factors, which are then assigned to an existing bucket based on the variable ordering and the scope of the factor. The details of bucket elimination are presented in Algorithm 2.1. We focus our discussion on the task of computing the partition function, but the algorithm can be derived for other inference tasks. From Algorithm 2.1, we can see that the computational complexity of bucket elimination is exponential in the size of the largest bucket (step 2). This is also referred to as the max cluster size or induced width. To alleviate the complexity burden, we next present mini-bucket elimination, a general approximate inference scheme to bucket elimination.

## Mini-bucket Elimination

Mini-bucket elimination (MB) (Dechter and Rish, 2003) is an approximation of bucket or variable elimination (Dechter, 1996; Zhang and Poole, 1994). MB returns an upper or lower bound on the partition function. MB is shown in Algorithm 2.2. We mentioned previously the complication for BE is the intractable induced width, which is exponential in general. The basic idea is that MB overcomes this issue by partitioning and splitting the bucket into so-called mini-buckets shown in step 2 of Algorithm 2.2. The maximum size of the mini-bucket is controlled by an input parameter called the $i$-bound. This relaxation allows the complexity to be exponential in the $i$-bound as a trade-off to accuracy. Subsequently
in step 3, marginalization (sum-out) is applied to one of the mini-buckets and depending on if an upper or lower bound on the partition is selected, maximization or minimization is applied to all remaining mini-buckets. Processing the newly created functions then follows that of BE. MB is a simple and straightforward approximation scheme and achieves tighter bounds with higher $i$-bound values.

### 2.3.2 Monte Carlo Methods

The main idea behind Monte Carld ${ }^{2}$ methods (Metropolis and Ulam, 1949) is to leverage randomness (i.e., random numbers) and invoke the (strong and weak) law of large numbers (LLN). LLN states that the empirical or sample average for a sequence of independent and identically distributed (i.i.d.) random variables, $X_{i}^{(1)}, \ldots, X_{i}^{(D)}$ (i.e., $1 / D \sum_{d=1}^{D} X_{i}^{(d)}$ ), converges in probability to the expectation of $X_{i}$ (i.e., $\mathbb{E}\left[X_{i}\right]$ ) with high probability Wasserman, 2004). The random variables are i.i.d. if all the random variable have the same probability distribution and are mutually independent. Monte Carlo methods encompass a general family of stochastic approximation techniques and can be used for PGMs to solve either or both of the following problems:

1. Generate instantiations, $\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$, to all or some of the variables from a given PGM using random sampling.
2. Estimate expectations of functions under the distribution, $P_{\boldsymbol{\theta}}(\boldsymbol{X})$, represented by a given PGM.

In general, sampling from high-dimensional distributions is hard. However, under the framework of PGMs, we can devise and implement amenable and efficient algorithms, which we describe next.

[^3]```
Algorithm 2.3: Forward Sampling for BNs
    Input: Topological ordering \(o=\left[X_{1}, X_{2}, \ldots, X_{|\boldsymbol{X}|}\right]\),
                    Bayesian network \(\mathcal{M}_{B N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{B N}\right\rangle\)
    2 Output: An instantiation to all variables (i.e., sample)
    begin
        for \(i \leftarrow 1\) to \(|\boldsymbol{X}|\) do
            1. Get the assignment \(\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n-1}\right)\) to the parents of \(X_{i}: \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\)
            2. Sample \(x_{i} \sim P\left(X_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\right)\)
        return \(\widetilde{x}\)
    end
```


## Forward Sampling

Generating samples from a BN is a straightforward process. The sampling procedure is known as forward sampling or probabilistic logic sampling (Henrion, 1986), which is described by Algorithm 2.3. At a high-level, using a topological ordering of the variables, the sampling process samples one variable at a time according to the conditional distribution corresponding to the variable. The main consideration is step 2 of the algorithm. Here, we can use a (pseudo) random number generator to sample a value $x$ from the condition distribution (i.e., CPT). Specifically, consider the domain, $\operatorname{Val}\left(X_{i}\right)=\left\{x^{1}, \ldots, x^{j}\right\}$, for some variable $X_{i}$, corresponding to parameters $\left(\theta_{1}, \ldots, \theta_{j}\right)$. First, $d$ number of subintervals are created as follows: $\left[0, \theta_{1}\right),\left[\theta_{1}, \theta_{1}+\theta_{2}\right), \ldots,\left[\theta_{j-1}, \sum_{k=1}^{j-1} \theta_{k}\right),\left[\theta_{j}, 1\right]$. Next, a value $c$ is randomly generated (i.e., sampled) from an uniform distribution defined over the interval $[0,1]$. If $c$ is in the $d$-th subinterval, then the value $x^{d}$ is selected as the sample. The forward sampling process is also referred to as simulating the BN (Darwiche, 2009).

```
Algorithm 2.4: Forward Sampling with Likelihood Weighting for BNs
    Input: Topological ordering \(o=\left[X_{1}, X_{2}, \ldots, X_{|\boldsymbol{X}|}\right]\),
                    Bayesian network \(\mathcal{M}_{B N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{B N}\right\rangle\), evidence set \(\boldsymbol{E}\)
    Output: An instantiation to all variables (i.e., sample) and a corresponding weight \(w\)
    begin
    Initialize: \(w \leftarrow 1\)
    for \(i \leftarrow 1\) to \(|\boldsymbol{X}|\) do
            1. Get the assignment \(\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n-1}\right)\) to the parents of \(X_{i}: \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\)
            if \(X_{i} \in \boldsymbol{E}\) then
                    2. Assign evidence value \(x_{i} \leftarrow e_{i}\)
                    3. Compute likelihood weight \(w \leftarrow w \times P\left(\widetilde{x}_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\right)\)
                else
                    4. Sample \(x_{i} \sim P\left(X_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\right)\)
        return \((\widetilde{\mathbf{x}}, w)\)
    end
```


## Likelihood Weighting

To handle the harder task of computing conditional probability queries (i.e., $P(\boldsymbol{Y} \mid \boldsymbol{E}=\boldsymbol{e})$ ), a priori, we can utilize a naïve approach known as rejection sampling ${ }^{3}$. Given an evidence set, $\boldsymbol{E}=\boldsymbol{e}$, we follow the aforementioned forward sampling process, but reject samples that are not consistent with $\boldsymbol{e}$. However, we can immediately notice an issue with this approach. That is, in the case when $P(\boldsymbol{E}=\boldsymbol{e})$ has a low probability. For example, if $P(\boldsymbol{E}=\boldsymbol{e})=.001$, then for every 1,000 samples collected, we can expect to reject 999 of the samples. Therefore, rejection sampling under this scenario is not practical. On the other hand, if we use forward sampling and clamp the evidence, meaning when the sampling procedure reaches an evidence variable that variable is assigned the value of evidence, then this procedure can generate

[^4]incorrect results in general because it is not sampling according to the conditional probability distribution (Koller and Friedman, 2009).

One way to overcome the rejection issue, and to sample more efficiently, is to use the so-called likelihood weighting (LW) approach (Fung and Chang, 1989; Shachter and Peot, 1989). In LW, we use forward sampling with clamping, but each sample is weighted according to the likelihood of the evidence. Namely, the likelihood is the product of the probabilities for the evidence variables in each sample. The procedure is showing in Algorithm 2.4. The result of this process is that we now have weighted samples. LW is a special case of a general weighted sampling framework called importance sampling, which we present next.

## Importance Sampling

We previously mentioned that Monte Carlo methods are also used for computing expectations. Importance sampling (IS) Marshall, 1956) is one such technique commonly used to evaluate the expectation of a real function $H$ according to a probability distribution $P$ (shorthand for $P_{\boldsymbol{\theta}}$ ), namely $\mathbb{E}_{P}[H(\boldsymbol{X})]=\sum_{\widetilde{\mathbf{x}} \in \boldsymbol{X}} H(\widetilde{\mathbf{x}}) P(\widetilde{\mathbf{x}})$. The general idea is to generate samples $\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(N)}$ from a proposal distribution $Q$ and estimate $\mathbb{E}_{P}[H(\boldsymbol{X})]$ as

$$
\mathbb{E}_{P}[f(\boldsymbol{X})] \approx \frac{\sum_{i=1}^{N} H\left(\widetilde{\mathbf{x}}^{(i)}\right) w\left(\widetilde{\mathbf{x}}^{(i)}\right)}{\sum_{i=1}^{N} w\left(\widetilde{\mathbf{x}}^{(i)}\right)}
$$

where $w\left(\widetilde{\mathbf{x}}^{(i)}\right)=P\left(\widetilde{\mathbf{x}}^{(i)}\right) / Q\left(\widetilde{\mathbf{x}}^{(i)}\right)$ is the importance weight of sample $\widetilde{\mathbf{x}}^{(i)}$. Note the importance weight needs to be known only up to a multiplicative constant. $Q$ does not have to be positive everywhere. It is sufficient for $Q>0$ when $H(\widetilde{\mathbf{x}}) P(\widetilde{\mathbf{x}}) \neq 0$. Importance sampling can be used to estimate the partition function (normalizing constant) and single variable marginal probabilities. In this dissertation, we focus on computing the single variable marginal

```
Algorithm 2.5: Gibbs Sampling for BNs
    Input: Evidence set \(\boldsymbol{E}\), Variables to sample \(\boldsymbol{Y}=\boldsymbol{X} \backslash \boldsymbol{E}\), Number of samples \(N\),
                    Bayesian network \(\mathcal{M}_{B N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{B N}\right\rangle\)
    Output: Samples
    begin
        Initialize \(\widetilde{\mathbf{x}}^{(0)} \cup\left\{x_{i} \leftarrow e_{i}: e_{i} \in \boldsymbol{E}\right\}\)
        for \(s \leftarrow 1\) to \(N\) do
            \(\widetilde{\mathbf{x}}^{(s)} \leftarrow \widetilde{\mathbf{x}}^{(s-1)}\)
            for \(Y_{i} \in \boldsymbol{Y}\) do
                Sample \(y_{i} \sim P_{\boldsymbol{\theta}}\left(Y_{i} \mid \boldsymbol{X} \backslash Y_{i}\right)\)
        return \(\left(\widetilde{\mathbf{x}}^{(s)}\right)\) for \(s=1\) to \(N\)
    end
```

probability, which can be estimated as

$$
\begin{equation*}
\widehat{P}_{N}(\widetilde{x})=\frac{\sum_{i=1}^{N} \mathbb{1}\left(\widetilde{\mathbf{x}}^{(i)}\right) w\left(\widetilde{\mathbf{x}}^{(i)}\right)}{\sum_{i=1}^{N} w\left(\widetilde{\mathbf{x}}^{(i)}\right)}, \tag{2.1}
\end{equation*}
$$

where $\mathbb{1}(\widetilde{\mathbf{x}})=1$ iff $\widetilde{\mathbf{x}}$ contains the assignment $\widetilde{x}$, and 0 otherwise, and $w(\widetilde{\mathbf{x}})=\exp \left(\sum_{i} \theta_{i} f_{i}(\widetilde{\mathbf{x}})\right)$ / $Q(\widetilde{\mathbf{x}})$. We will make the standard assumption that $Q$ is a BN (Fung and Chang, 1989; Ortiz and Kaelbling, 2000; Cheng and Druzdzel, 2001; Gogate, 2009), since it is computationally efficient to generate independent samples from a BN using forward sampling. The quality of estimation, namely the accuracy of $\widehat{P}_{N}(\widetilde{x})$ is highly dependent on how far $Q$ is from $P$, and as a result most of the research on importance sampling is about designing a good $Q$. In Chapter 5, we design a $Q$ for parameter tied graphical models.

## Gibbs Sampling

While LW improves on rejection sampling, the performance of LW is effected by the location of the evidence nodes. Specifically, if the set of evidence variables are at the leaves of the
network (nodes with no child nodes), then the samples will be generated from the prior distribution, which can be, in general, divergent from the posterior distribution. One way to overcome this issue is to utilize Gibbs sampling (Geman and Geman, 1984). The procedure is shown in Algorithm 2.5. In Gibbs sampling, starting with an initialized sample, each of variables in $\boldsymbol{Y}$ are then iteratively sampled based on conditioning the current sampled values for all other variables (line 8 of the algorithm). Under the assumption that the conditional distributions are easy to sample, the process is straightforward. For example, given two conditional distributions $P_{\boldsymbol{\theta}}(Y \mid X)$ and $P_{\boldsymbol{\theta}}(X \mid Y)$. We set $Y=y^{(0)}$ and $X=x^{(0)}$ to some initial value. Then, starting with $Y$, we next repeat the following sampling process: $y^{(1)} \sim P_{\boldsymbol{\theta}}\left(Y \mid X=x^{(0)}\right), x^{(1)} \sim P_{\boldsymbol{\theta}}\left(X \mid Y=y^{(1)}\right), y^{(2)} \sim P_{\boldsymbol{\theta}}\left(Y \mid X=x^{(1)}\right)$, and so on. Note, we can also start with $X$, in which the sampling starts with $x^{(1)} \sim P_{\boldsymbol{\theta}}\left(X \mid Y=y^{(0)}\right)$. The intuition is, by following this process for the PGM case, the various states of the variable or information moves through the network. In particular, the downstream information from the evidence nodes are collected and thereby samples will be generated closer to the posterior distribution. Note that, although Algorithm 2.5 is specified for BNs, Gibbs sampling is a general technique that can also be used for MNs. Referring back to the simple example, we have the resulting sequence of samples: $\left(y^{(0)}, x^{(0)}\right),\left(y^{(1)}, x^{(1)},\right),\left(y^{(2)}, x^{(2)},\right),\left(y^{(3)}, x^{(3)},\right), \ldots$, etc. This sequence satisfies the Markov chain property because the current sample $\left(y^{(i)}, x^{(i)}\right)$ depends only on the previous sample $\left(y^{(i-1)}, x^{(i-1)}\right)$. In fact, Gibbs sampling is in the general family of sampling techniques called Markov chain Monte Carlo (MCMC). In Chapter 5, we develop a slice importance sampling approach belonging to the MCMC family.

### 2.4 Learning

In Section 2.2, we mentioned one way to acquire a PGM is to construct the model manually, often with the aid of domain experts. However, this is clearly infeasible and not practical due to the large amount of knowledge and time required to develop a useful model. On the
other hand, it is frequently the case that we have access to examples (i.e., data) generated from models for which we are interested in. Thus, if we assume the domain we are interested in modeling is governed by some distribution $P^{*}$, which is induced by some PGM, we can develop learning algorithms that use data (or samples), $\mathcal{D}=\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$ generated from $P^{*}$, to construct PGMs.

The two main learning tasks for PGMs are: (1) learn (or estimate) the parameters of a given fixed PGM structure; and (2) learn both the parameter and structure of a PGM. In this dissertation, we focus on learning the parameters generatively from a given complete or fully observed dataset and PGM structure.

### 2.4.1 Maximum Likelihood Estimation

One motivation for learning a PGM is to use it for reasoning (e.g., perform inference on the model). The goal of this setting is often framed as density estimation, that is to construct a PGM representing some distribution $P$ which is close to $P^{*}$. Intuitively, we would like to learn models that assign high probability to the given data. The statistical connection between data and models is commonly expressed as the likelihood (i.e., the of likelihood the data, given a model), which we formally define below.

Definition 2.16. (Likelihood and log-likelihood function). Let $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ be a set of random variables with joint probability distribution $P$ where the set of parameters $\boldsymbol{\theta}$ can take values from some parameter space $\Theta$. Given the dataset or observed values over the random variables, $\mathcal{D}=\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$, the likelihood function $\mathcal{L}: \Theta \rightarrow[0, \infty)$ is defined as

$$
\mathcal{L}(\boldsymbol{\theta}: \mathcal{D})=P(\mathcal{D}: \boldsymbol{\theta}), \quad \boldsymbol{\theta} \in \Theta
$$

It is often algebraically convenient and numerically stable to work with the natural logarithm of the likelihood function, which we refer to as the log-likelihood function and is defined as

$$
\ell(\boldsymbol{\theta}: \mathcal{D})=\log \mathcal{L}(\boldsymbol{\theta}: \mathcal{D})
$$

The $\log$-likelihood can be viewed as a function of the parameters $\boldsymbol{\theta}$ for a given fixed dataset $\mathcal{D}$. If $\mathcal{D}$ is i.i.d., then the $\log$-likelihood function is

$$
\ell(\boldsymbol{\theta}: \mathcal{D})=\log \prod_{d=1}^{D} P_{\boldsymbol{\theta}}\left(\widetilde{\mathbf{x}}^{(d)}\right)=\sum_{d=1}^{D} \log P_{\boldsymbol{\theta}}\left(\widetilde{\mathbf{x}}^{(d)}\right)
$$

Note, since $\ell: \Theta \rightarrow(-\infty, 0]$, the log-likelihood is not necessarily a normalized probability distribution.

As mentioned to earlier, we are interested in estimating parameter values with higher likelihood since it is more likely to have generated the data. To formulate the learning task, we define a hypothesis space, $\Theta$ (i.e., possible parameterization) and an objective function to evaluate different parameter settings relative to the dataset $\mathcal{D}$. We use the likelihood function as the objective function and the value that maximizes the likelihood is referred to as the maximum likelihood estimator. Formally, we defined the learning problem as

$$
\max _{\boldsymbol{\theta} \in \Theta} \ell(\boldsymbol{\theta}: \mathcal{D})
$$

This method of parameter learning or estimation is referred to as maximum likelihood estimation (MLE). Note that since the log-likelihood function is monotonically related to the likelihood function, maximizing $\ell(\boldsymbol{\theta}: \mathcal{D})$ is equivalent to maximizing $\mathcal{L}(\boldsymbol{\theta}: \mathcal{D})$. MLE is a general technique for learning the parameters of a PGM using data (or observations) which we describe next.

## MLE for Bayesian Networks

In this section, we describe the MLE setting for learning the parameters of a given Bayesian network structure. Given a set of random variables $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ with joint probability distribution $P_{\boldsymbol{\theta}}(\boldsymbol{X})$ defined over a Bayesian network, $\mathcal{M}_{B N}$, and a fully observed dataset, $\mathcal{D}=\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$. The likelihood function is defined as

$$
\mathcal{L}(\boldsymbol{\theta}: \mathcal{D})=\prod_{d=1}^{D} \prod_{i=1}^{n} P_{\boldsymbol{\theta}}\left(\widetilde{x}_{i}^{(d)} \mid \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}^{(d)}\right),
$$

where $\widetilde{x}_{i}^{(d)}$ is the value assigned to $X_{i}$ in $\widetilde{\mathbf{x}}^{(d)}$ and $\widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}^{(d)}$ are the values assigned to the parents of $X_{i}$ in $\widetilde{\mathbf{x}}^{(d)}$. Since the distribution represented by a Bayesian network is a product of (local) condition probability distributions, the likelihood decomposes as a product of independent terms. The parameters to be estimated are defined as

$$
\theta_{i}=P\left(\widetilde{x}_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}\right] .
$$

Following the MLE solution for a discrete multinomial distribution (Darwiche, 2009), the estimates for the parameters admit an analytical solution. We first specify the following two indicator functions for collecting sufficient statistics from the dataset.

$$
\begin{aligned}
& \mathbb{1}\left(\widetilde{x}_{i}, \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}: \widetilde{\mathbf{x}}^{(d)}\right)=\left\{\begin{array}{ll}
1 & \left(\widetilde{x}_{i} \wedge \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]} \in \widetilde{\mathbf{x}}^{(d)}\right) \vee\left(\operatorname{Pa}\left[X_{i}\right]=\emptyset \wedge \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]} \in \widetilde{\mathbf{x}}^{(d)}\right) \\
0 & \text { otherwise }
\end{array} .\right. \\
& \mathbb{1}\left(\widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}: \widetilde{\mathbf{x}}^{(d)}\right)=\left\{\begin{array}{ll}
1 & \left(\widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]} \in \widetilde{\mathbf{x}}^{(d)}\right) \\
0 & \text { otherwise }
\end{array} .\right.
\end{aligned}
$$

The sufficient statistics contains all the information required to compute the estimate of a parameter. Therefore, the MLE for the parameters is computed as

$$
\theta_{i}=\frac{\sum_{d=1}^{D} \mathbb{1}\left(x_{i}, \widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}: \widetilde{\mathbf{x}}^{(d)}\right)}{\sum_{d=1}^{D} \mathbb{1}\left(\widetilde{\mathbf{x}}_{\mathrm{Pa}\left[X_{i}\right]}: \widetilde{\mathbf{x}}_{i}^{(d)}\right)} .
$$

The MLE solution is sensitive to the size of the dataset. In general, the variance of the solution decreases as the size of the dataset increases.

## MLE for Markov Networks

In this section, we describe the MLE setting for learning the parameters of a given Markov network structure. Given a collection of random variables $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ with joint
probability distribution $P_{\boldsymbol{\theta}}(\boldsymbol{X})$ defined over a Markov network and a fully observed dataset $\mathcal{D}=\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$. We use a log-linear model representation of the Markov network and the log-likelihood function, which is defined as

$$
\begin{aligned}
\log P(\mathcal{D}: \boldsymbol{\theta}) & =\sum_{d=1}^{D} \log P_{\boldsymbol{\theta}}\left(\widetilde{\mathbf{x}}^{(d)}\right) \\
& =\sum_{d=1}^{D} \log \left\{\frac{1}{Z(\boldsymbol{\theta})} \exp \left\{\sum_{i=1}^{m} \theta_{i} f_{i}\left(\widetilde{\mathbf{x}}_{i}^{(d)}\right)\right\}\right\} \\
& =\sum_{d=1}^{D} \sum_{i=1}^{m} \theta_{i} f_{i}\left(\widetilde{\mathbf{x}}_{i}^{(d)}\right)-D \log Z(\boldsymbol{\theta}) \\
& =\sum_{i=1}^{m} \theta_{i} \sum_{d=1}^{D} f_{i}\left(\widetilde{\mathbf{x}}_{i}^{(d)}\right)-D \log Z(\boldsymbol{\theta}) \\
& =D \sum_{i=1}^{m} \theta_{i} \mathbb{E}_{\mathcal{D}}\left[f_{i}\left(\widetilde{\mathbf{x}}_{i}\right)\right]-D \log Z(\boldsymbol{\theta}) \\
\frac{1}{D} \ell(\mathcal{D}: \boldsymbol{\theta}) & =\sum_{i=1}^{m} \theta_{i} \mathbb{E}_{\mathcal{D}}\left[f_{i}\left(\widetilde{\mathbf{x}}_{i}\right)\right]-\log Z(\boldsymbol{\theta}),
\end{aligned}
$$

where $\log Z(\boldsymbol{\theta})=\sum_{\boldsymbol{X}} \exp \left\{\sum_{i=1}^{m} \theta_{i} f_{i}\left(\mathbf{x}_{i}\right)\right\}$. Since the MLE does not admit a closed-form solution, we can instead use any standard gradient-based method (i.e., gradient ascent) to solve the optimization problem. The gradient w.r.t. $\theta_{i}$ is computed as

$$
\begin{aligned}
\frac{1}{D} \frac{\partial \ell(\mathcal{D}: \boldsymbol{\theta})}{\partial \theta_{i}} & =\mathbb{E}_{\mathcal{D}}\left[f_{i}\left(\widetilde{\mathbf{x}}_{i}\right)\right]-\frac{1}{Z(\boldsymbol{\theta})} f_{i}\left(\mathbf{x}_{i}\right) \exp \left\{\theta_{i} f_{i}\left(\mathbf{x}_{i}\right)\right\} \\
& =\mathbb{E}_{\mathcal{D}}\left[f_{i}\left(\widetilde{\mathbf{x}}_{i}\right)\right]-\frac{\exp \left\{\theta_{i} f_{i}\left(\mathbf{x}_{i}\right)\right\}}{Z(\boldsymbol{\theta})} f_{i}\left(\mathbf{x}_{i}\right) \\
& =\mathbb{E}_{\mathcal{D}}\left[f_{i}\left(\widetilde{\mathbf{x}}_{i}\right)\right]-\mathbb{E}_{P_{\boldsymbol{\theta}}(\boldsymbol{X})}\left[f_{i}\left(\mathbf{x}_{i}\right)\right]
\end{aligned}
$$

### 2.4.2 Maximum Pseudolikelihood Estimation

Unlike Bayesian networks, the likelihood function does not decompose for Markov networks. Therefore, evaluating the likelihood, as well as the gradient, requires computing the partition function. Since computing the latter is \#P-hard in general, alternative computationally
tractable approximations to likelihood, such as the pseudolikelihood (Besag, 1975), are often used in practice. Given an instance $\widetilde{\mathbf{x}}$ and a Markov network $\mathrm{G}_{M N}$ representing some positive distribution $P_{\boldsymbol{\theta}}$, recalling the chain rule from Definition 2.2 , we can write the probability of the instance as

$$
P_{\boldsymbol{\theta}}(\widetilde{\mathbf{x}})=\prod_{i=1}^{n} P\left(\widetilde{x}_{i} \mid \widetilde{x}_{1}, \ldots, \widetilde{x}_{i-1}\right)
$$

The likelihood can be approximated as

$$
P_{\boldsymbol{\theta}}(\widetilde{\mathbf{x}}) \approx \prod_{i=1}^{n} P\left(\widetilde{x}_{i} \mid \widetilde{x}_{1}, \ldots, \widetilde{x}_{i-1}, \widetilde{x}_{i+1}, \ldots, \widetilde{x}_{n}\right)
$$

which is the conditional probability of $x_{i}$ given all other variables. Applying the local Markov property, we can simplify the approximation to

$$
P_{\boldsymbol{\theta}}(\widetilde{\mathbf{x}}) \approx \prod_{i=1}^{n} P\left(\widetilde{x}_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}\right)
$$

Furthermore, the complexity of the likelihood function has been reduced from a global exponential summation (i.e., partition function) to a local partition function requiring only a summation over the values of $X_{i}$. The more tractable formulation for the conditional probabilities becomes

$$
P\left(\widetilde{x}_{i} \mid \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}\right)=\frac{P\left(\widetilde{x}_{i}, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}\right)}{\sum_{x_{i} \in \operatorname{Val}\left(X_{i}\right)} P\left(x_{i}, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}\right)} .
$$

## MPLE for Log-linear Models

In this section, we describe the maximum pseudo-loglikelihood (MPLE) setting for learning the parameters of a given log-linear PGM structure. Given a collection of random variables $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ with joint probability distribution $P_{\boldsymbol{\theta}}(\boldsymbol{X})$ defined over a log-linear PGM
and a fully observed dataset $\mathcal{D}=\left\{\widetilde{\mathbf{x}}^{(1)}, \ldots, \widetilde{\mathbf{x}}^{(D)}\right\}$. The log-likelihood function is defined as

$$
\begin{aligned}
\log P(\mathcal{D}: \boldsymbol{\theta}) & =\sum_{d=1}^{D} \log P_{\boldsymbol{\theta}}\left(\widetilde{\mathbf{x}}^{(d)}\right) \\
& =\sum_{d=1}^{D} \sum_{i=1}^{n} \log \tilde{P}_{\boldsymbol{\theta}}\left(\widetilde{x}_{i}^{(d)} \mid \widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}^{(d)}\right) \\
& =\sum_{d=1}^{D} \sum_{i=1}^{n} \log \frac{P\left(\widetilde{x}_{i}^{(d)}, \widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}^{(d)}\right)}{P\left(\widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}^{(d)}\right)} \\
& =\sum_{d=1}^{D} \sum_{i=1}^{n} \log P\left(\widetilde{x}_{i}^{(d)}, \widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}^{(d)}\right)-\log \sum_{x \in \operatorname{Val}\left(X_{i}\right)} P\left(x, \widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}^{(d)}\right) .
\end{aligned}
$$

where $\left\{-x_{i}\right\}=x_{1}, \ldots, x_{i-1}, x_{i+1}, x_{n}$. By using the Markov local property, the other variables $\widetilde{\mathbf{x}}_{\left\{-x_{i}\right\}}$ simplify to the Markov blanket $\mathrm{Mb}\left[X_{i}\right]$. The pseudo-loglikelihood is defined as

$$
\begin{aligned}
p \ell(\boldsymbol{\theta}: \mathcal{D}) & =\sum_{d=1}^{D} \sum_{i=1}^{n} \log \left\{\exp \left\{\theta_{i} f_{i}\left(\widetilde{x}_{i}^{(d)}, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)\right\}\right\}-\log \sum_{x \in \operatorname{val}\left(X_{i}\right)} \exp \left\{\theta_{i} f_{i}\left(x, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)\right\} \\
& =\sum_{d=1}^{D} \sum_{i=1}^{n} \theta_{i} f_{i}\left(\widetilde{x}_{i}^{(d)}, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)-\log \sum_{x \in \operatorname{val}\left(X_{i}\right)} \exp \left\{\theta_{i} f_{i}\left(x, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)\right\} .
\end{aligned}
$$

Since the MPLE does not admit a closed-form solution, we can instead use any standard gradient-based method (i.e., gradient ascent) to solve the optimization problem. The gradient w.r.t. $\theta_{i}$ is computed as

$$
\frac{\partial p \ell(\boldsymbol{\theta}: \mathcal{D})}{\partial \theta_{i}}=\frac{1}{D} \sum_{d=1}^{D}\left(f_{i}\left(\widetilde{x}_{i}^{(d)}, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)-\frac{\sum_{x \in \operatorname{val}\left(X_{i}\right)} f_{i}\left(x, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right) \exp \left\{\theta_{i} f_{i}\left(x, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)\right\}}{\sum_{x \in \operatorname{val}\left(X_{i}\right)} \exp \left\{\theta_{i} f_{i}\left(x, \widetilde{\mathbf{x}}_{\mathrm{Mb}\left[X_{i}\right]}^{(d)}\right)\right\}}\right)
$$

## 2.5 $\quad L_{2}$ Regularization

MLE is prone to overfitting when the size of the training dataset is small compared to the number of parameters. One way to combat overfitting, using the Bayesian approach, is to introduce a prior distribution over the parameters. A zero-mean Gaussian (uniformed) prior
distribution is the standard choice. After taking logs, the regularizer function is of the form

$$
-\frac{\lambda}{2}\|\boldsymbol{\theta}\|_{2}^{2}=-\frac{\lambda}{2} \sum_{i=1}^{m}\left(\theta_{i}\right)^{2}
$$

This penalty term, when added to the learning objective, is generally referred to as $L_{2}$ regularization. $L_{2}$ penalizes parameter values with large magnitude, which aides in smoothing out the variations in the data. The penalty grows quadratically and thus larger parameter values are penalized more than smaller parameter values. Since the penalty term is concave in the parameters, adding it with a concave learning objective preserves concavity and the resulting objective can be efficiently optimized using gradient-based methods. The hyperparameter $\lambda \propto 1 / \sigma^{2}$ controls the variance of the Gaussian distribution. Due to the inverse relation, high values of $\lambda$ result in low variance and vice versa.

### 2.6 Quantization and $k$-means

Quantization is the process of mapping a set of real numbers to a smaller set. Formally, a quantization function $\mathcal{Q}$, is a many-to-one mapping from a set of real numbers $\boldsymbol{A}$ to a set of real numbers $\boldsymbol{B}$, such that $|\boldsymbol{A}| \geq|\boldsymbol{B}|$. Our aim is to find a quantization that minimizes the average quantization error, namely to optimize the objective

$$
\min \frac{1}{|\boldsymbol{A}|} \sum_{a \in \boldsymbol{A}}|a-\mathcal{Q}(a)|
$$

A $k$-level quantizer fixes the size of $\boldsymbol{B}$, namely $|\boldsymbol{B}|=k$.
Closely related to the optimal $k$-level quantization problem is the $k$-means clustering problem (Pollard, 1982, Bottou and Bengio, 1994). Note that in our work, we only need to solve the 1-dimensional $k$-means clustering problem, which admits a polynomial time algorithm, $O\left(m^{2} k\right)$, via dynamic programming (Wang and Song, 2011). Given a set $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ of real numbers, the 1-dimensional $k$-means algorithm seeks to partition $\boldsymbol{\theta}$ into $k$ clusters such
that the following objective function is minimized

$$
\sum_{j=1}^{m}\left(\theta_{j}-\mu_{a_{j}}\right)^{2}
$$

where $\boldsymbol{\mu}=\left\{\mu_{1}, \ldots, \mu_{k}\right\}$ are the cluster centers or means and $a_{j} \in\{1, \ldots, k\}$ denotes the cluster assignments, namely the cluster to which $\theta_{j}$ is assigned to. The cluster mean, $\mu_{i}$, is given by

$$
\mu_{i}=\frac{1}{\sum_{j=1}^{m} \mathbb{1}\left(a_{j}, i\right)} \sum_{j=1}^{m} \theta_{j} \cdot \mathbb{1}\left(a_{j}, i\right),
$$

where $\mathbb{1}\left(a_{j}, i\right)$ is an indicator function which equals 1 if $a_{j}=i$ and 0 otherwise.
From any $k$-clustering $\langle\boldsymbol{a}, \boldsymbol{\mu}\rangle$ where $\boldsymbol{a}=\left\{a_{1}, \ldots, a_{m}\right\}$ and $\boldsymbol{\mu}=\left\{\mu_{1}, \ldots, \mu_{k}\right\}$ of $\boldsymbol{\theta}$, we can define an equivalent quantizer such that $\mathcal{Q}\left(\theta_{j}\right)=\mu_{a_{j}}$.

## CHAPTER 3

## LEARNING PARAMETER TIED BAYESIAN NETWORKS

### 3.1 Introduction

In this chapter, we describe a parameter tying algorithm as a alternative regularization technique (variance reduction) for parameter learning in Bayesian networks. To simplify the presentation, we refer to and notate the Bayesian network as log-linear form. The idea of parameter tying is to force several parameters of the graphical model to take the same value. We propose a greedy approach that ties parameters by quantizing the learned parameters. Empirically, our approach improves the generalization of a learned model (i.e., combats the issue of overfitting) with fewer parameters.

A number of (automatic) parameter tying schemes have been investigated. Nowlan and Hinton, 1991) proposed utilizing a Gaussian mixture model (prior) for parameter sharing to simplify neural networks. While Gaussian mixtures are a general model, the trade-offs with this approach are significant, e.g., added complexity resulting from an increase in the number of parameters that need to be selected with validation data, the creation of a large number of local minima, and slow convergence. (Han et al. 2016) investigated compression and pruning in neural networks, utilizing a form of $k$-means quantization and parameter tying. They incorporate these elements into their pipelined algorithm as a post-processing step and empirically validate the performance. (Liu and Page, 2013) utilized $k$-means to initialize a nonparametric Bayesian (hard) tying approach. Recently, there has been growing interest in locality-sensitive hashing (Gionis et al., 1999) where, at a high-level, the objective is to develop hash functions such that the probability of collision for similar items is maximized to solve the approximate nearest neighbor (Indyk and Motwani, 1998) search problem. Quantization is generally used as a subroutine to partition a lower-dimensional feature space Wang et al., 2016). Deep learning neural networks have been proposed to learn such hash functions (Zhu et al. 2016).


Figure 3.1. Hasse diagram showing the partitions for 4 parameters.

### 3.2 Problem Definition and Approach

We are interested in learning a parameter tied graphical model which we define as follows.
Definition 3.1. (Parameter tied graphical model) A parameter tied graphical model (PTGM) is a triple $\mathcal{M}_{t} \triangleq\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathcal{C}\rangle$, where $\boldsymbol{X}$ is the set of variables, $\boldsymbol{\theta}$ is the set of parameters, and $\mathcal{C}$ is the set of equality constraints of the form $\theta_{i}=\theta_{j}$ for some $\theta_{i}, \theta_{j} \in \boldsymbol{\theta}$ such that $i \neq j$.

We are interested in learning the optimal PTGM $\mathcal{M}_{t}^{*}$. Formally, we defined the problem as: given training data $\mathcal{D}$ on variable set $\boldsymbol{X}$, find the constraint set $\mathcal{C}$ and parameters $\boldsymbol{\theta}$ such that the parameters respect the constraints and the (log) likelihood of data is maximized. For a fixed set of constraints, the learning problem can be set up as maximizing a concave objective (i.e., likelihood) over a convex set of constraints.

In general, solving the aforementioned optimization problem is hard because it requires searching over all possible constraint sets, which is clearly impractical. In particular, the number of possible constraint sets of size $k$ for $m$ parameters equals the number of partitions of size $k$ for a set of size $m$ (denoted by $\left\{\begin{array}{c}m \\ k\end{array}\right\}$ ). This number is given by the so-called $S$ tirling numbers of the second kind computed as

$$
\left\{\begin{array}{c}
m \\
k
\end{array}\right\}=\frac{1}{k!} \sum_{j=0}^{k}(-1)^{j}(k-j)^{m},
$$

which grows exponentially with $m$. The total number of partitions of a set is given by the Bell number, $B_{m}=\sum_{k=1}^{m}\left\{\begin{array}{c}m \\ k\end{array}\right\} .1$ Figure 3.1 shows the number of ways to partition 4 parameters. The partitions are: 1 partition, 7 ways to create 2 partition, 6 ways to create 3 partition, and 4 partition.

Our approach. To remedy this computational difficulty, we propose the following greedy approach. First, we learn the parameters of the log-linear model using MLE. Then, we quantize these parameters to $k$ levels using the one-dimensional $k$-means clustering algorithm.

### 3.3 Theoretical Analysis of Quantization

Although our approach is simple and straightforward, we show next that it will yield models that have high log-likelihood score yet fewer parameters under the assumption that the quantization error is small. Let $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{m}\right)$ denote the parameters of a log-linear model learned from a dataset $\mathcal{D}$ having $D$ examples. Without loss of generality, we assume all parameter values are positive. Let $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{k}\right)$, where $k \leq m$, be a quantization of $\boldsymbol{\theta}$ with respect to the quantizer $\mathcal{Q}$ between $\boldsymbol{\theta}$ and $\boldsymbol{\mu}$ such that

$$
\left|\theta_{i}-\mathcal{Q}\left(\theta_{i}\right)\right| \leq \epsilon \quad, \forall \theta_{i} \in \boldsymbol{\theta}
$$

[^5]hold, where $\epsilon \geq 0$ is a small constant. Let $\ell(\boldsymbol{\theta}: \mathcal{D})$ and $\ell(\boldsymbol{\mu}: \mathcal{D})$ denote the log-likelihood scores of $\mathcal{D}$ with respect to $\boldsymbol{\theta}$ and $\boldsymbol{\mu}$. Then, we can prove that the difference between the average log-likelihood scores of the quantized model and the original model is bounded by $2 m \epsilon$.

Theorem 3.2. (Average Likelihood Error for Quantization). The average error of likelihood due to quantization is bounded by

$$
\frac{1}{D}(\ell(\boldsymbol{\theta}: \mathcal{D})-\ell(\boldsymbol{\mu}: \mathcal{D})) \leq 2 m \epsilon
$$

Proof.

$$
\begin{aligned}
\ell(\boldsymbol{\theta}: \mathcal{D})= & \sum_{d=1}^{D} \log \left\{\frac{1}{Z} \exp \left\{\sum_{i=1}^{m} \theta_{i} f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)\right\}\right\} \\
= & \sum_{d=1}^{D}\left(\sum_{i=1}^{m} \theta_{i} f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)-\log \left\{\sum_{x^{\prime}} \exp \left\{\sum_{i=1}^{m} \theta_{i} f_{i}\left(x^{\prime}\right)\right\}\right\}\right) \\
\leq & \sum_{d=1}^{D}\left(\sum_{i=1}^{m}\left(\mathcal{Q}\left(\theta_{i}\right)+\epsilon\right) f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)-\log \left\{\sum_{x^{\prime}} \exp \left(\sum_{i=1}^{m}\left(\mathcal{Q}\left(\theta_{i}\right)-\epsilon\right) f_{i}\left(x^{\prime}\right)\right\}\right\}\right) \\
= & \sum_{d=1}^{D}\left(\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)+\epsilon \sum_{i=1}^{m} f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)-\log \left\{\sum_{x^{\prime}} \exp \left\{\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(x^{\prime}\right)\right\} .\right.\right. \\
& \left.\left.\exp \left\{-\epsilon \sum_{i=1}^{m} f_{i}\left(x^{\prime}\right)\right\}\right\}\right) \\
\leq & \sum_{d=1}^{D}\left(\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)+m \epsilon-\log \left\{\sum_{x^{\prime}} \exp \left\{\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(x^{\prime}\right)\right\} \cdot \exp \{-m \epsilon\}\right\}\right) \\
= & \sum_{d=1}^{D}\left(\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)-\log \left\{\sum_{x^{\prime}} \exp \left\{\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(x^{\prime}\right)\right\}\right\}+2 m \epsilon\right) \\
= & \sum_{d=1}^{D}\left(\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(\widetilde{\mathbf{x}}^{(d)}\right)-\log \left\{\sum_{x^{\prime}} \exp \left\{\sum_{i=1}^{m} \mathcal{Q}\left(\theta_{i}\right) f_{i}\left(x^{\prime}\right)\right\}\right\}\right)+2 m D \epsilon \\
= & \ell(\boldsymbol{\mu}: \mathcal{D})+2 m D \epsilon,
\end{aligned}
$$

where the second inequality is due to the fact that all the features $\left(f_{i}\right)$ are binary features and the sum over all of them would be bounded by $m$. Similarly, we can show that $\ell(\boldsymbol{\theta}: \mathcal{D}) \geq \ell(\boldsymbol{\mu}: \mathcal{D})-2 m D \epsilon$.

As the number of quantization levels, $k$, increases, the quantization error, $\epsilon$, decreases, and vanishes when $k=m$. As a result, the bound specified in Theorem 3.2 becomes tighter, and our greedy learning approach yields more accurate results while using smaller number of model parameters. Using the quantization error bound, we derive the sample complexity bounds as follows.

Theorem 3.3. (MLE Sample Complexity for Quantization). Let any $\epsilon, \delta>0, \lambda \in(0,1)$ be given. Let $\boldsymbol{\theta}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ denote the parameters learned from a dataset $\mathcal{D}$ having $n$ examples such that $\lambda \geq \theta_{i} \leq 1-\lambda$ holds. Let $\boldsymbol{\mu}=\left\{\mu_{1}, \ldots, \mu_{k}\right\}, k \leq m$ be a quantization of $\boldsymbol{\theta}$ with respect to quantizer $\mathcal{Q}$ between $\boldsymbol{\theta}$ and $\boldsymbol{\mu}$. Then, to recover the given optimal cluster assignments $\boldsymbol{c}$ and centers $\boldsymbol{\mu}$ with quantization error less than $\left|\theta_{i}-\mathcal{Q}\left(\theta_{i}\right)\right|$ with probability at least $(1-\delta)$, it suffices to have training set size

$$
n \geq \frac{\left(1+\frac{\epsilon}{2 m}\right)^{2}}{2 \lambda^{2}\left(\frac{\epsilon}{2 m}\right)^{2}} \log \frac{2}{\delta}
$$

Proof. . From Theorem 3.2 , $1 / n(\ell(\boldsymbol{\theta}: \mathcal{D})-\ell(\boldsymbol{\mu}: \mathcal{D})) \leq 2 m \epsilon^{\prime}$ where $\epsilon^{\prime} \geq 0$ is a small constant. For $2 m \epsilon^{\prime} \leq \epsilon$ to hold, it suffices that $\epsilon^{\prime} \leq \epsilon / 2 m$. Applying Lemma 17 from Abbeel et al., 2006) completes the proof.

### 3.4 Relearning

The log-likelihood score of the quantized log-linear model can be further improved by relearning the model, treating all parameters that are quantized to the same value as tied. Since the


Figure 3.2. Bayesian network for Example 3.5.
quantizer $\mathcal{Q}$ induces a $k$-partition on the original parameter set $\boldsymbol{\theta}$, we set up the following learning problem.

$$
\begin{array}{ll}
\max _{\boldsymbol{\theta}} & \ell(\boldsymbol{\theta}: \mathcal{D})  \tag{3.1}\\
\text { s.t. } & \left\{\theta_{i}=\theta_{j}: \theta_{i}, \theta_{j} \in \boldsymbol{\theta}, \mathcal{Q}\left(\theta_{i}\right)=\mathcal{Q}\left(\theta_{j}\right)\right\}
\end{array}
$$

The optimization problem given above is concave and we can use the same approaches (e.g., gradient ascent) that are used to solve the MLE problem. As mentioned earlier, the key benefit of the formulation in equation (3.1) is that it has fewer (unique) parameters and therefore the data statistics are estimated using a larger sample size than the ones used in the unconstrained (MLE) version of this problem. From standard sampling theory (Liu, 2004), this reduces the variance of the estimates.

Proposition 3.4. Let $\boldsymbol{\mu}$ denote the set of quantized parameters, $\mathcal{Q}$ be the corresponding quantizer, and $\boldsymbol{\rho}$ be the relearned parameters (optimal solution of the optimization problem given by (3.1), then we have

$$
\ell(\boldsymbol{\rho}: \mathcal{D}) \geq \ell(\boldsymbol{\mu}: \mathcal{D})
$$

Proof. Since $\boldsymbol{\mu}$ is a feasible solution of the problem given in (3.1), namely it satisfies all the constraints), and $\boldsymbol{\rho}$ is the optimal solution, it follows that $\ell(\boldsymbol{\rho}: \mathcal{D}) \geq \ell(\boldsymbol{\mu}: \mathcal{D})$.

We illustrate the ideas of quantization and relearning with the following example.

Example 3.5. Given the binary Bayesian network shown in Figure 3.2 with five parameters $\left(\theta_{1}, \ldots, \theta_{5}\right)$ corresponding to the three random variables $\left(X_{1}, X_{2}, X_{3}\right)$. For brevity, we do

Table 3.1. MLE computations for learning parameter $\theta_{1}$ and $\theta_{4}$ under no tying and tying (quantize and relearn).

| Parameter | No tie | Tie (quantize:avg) | Relearn |
| :---: | :---: | :---: | :---: |
| $\theta_{1}$ | $\frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}}$ | $\frac{1}{2}\left(\frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}}+\frac{\beta_{1}}{\beta_{1}+\beta_{2}}\right)$ | $\frac{\alpha_{1}+\beta_{1}}{\alpha_{1}+\alpha_{2}+\beta_{1}+\beta_{2}}$ |
| $\theta_{4}$ | $\frac{\beta_{1}}{\beta_{1}+\beta_{2}}$ |  |  |

not include the $1-\theta_{i}$ parameters. Given a dataset $\mathcal{D}$ over the three variables, the relevant sufficient statistics are as follows: let $\alpha_{1}=\# \mathbb{1}\left(X_{1}=1: \mathcal{D}\right)$ be the number of times $X_{1}$ appears as 1 in the data set. Similarly, let $\alpha_{2}=\# \mathbb{1}\left(X_{1}=0: \mathcal{D}\right)$. Let $\beta_{1}=\# \mathbb{1}\left(X_{3}=1 \mid X_{2}=\right.$ 1: D) be the number of times $X_{3}$ and $X_{2}$ both appear as 1 in the data set. Similarly, let $\beta_{2}=\# \mathbb{1}\left(X_{3}=0 \mid X_{2}=1: \mathcal{D}\right)$. Assume $\alpha_{1}, \alpha_{2}, \beta_{1}$, and $\beta_{2}>0$. Table 3.1 shows the MLE computations required for learning parameters $\theta_{1}$ and $\theta_{4}$ under no tying and tying scenarios.

### 3.5 Experiments

We evaluated the performance of our quantized approach on learning tasks using several publicly available benchmark datasets from the UAI 2008 probabilistic inference competition repository (http://graphmod.ics.uci.edu/uai08). All experiments were performed on quad-core Intel i7 based machines with 16GB of RAM running Ubuntu.

First, we compared our quantized tied weight learning algorithms to the MLE with a Laplacian prior on a collection of Bayesian network learning problems. For each selected Bayesian network, we used forward sampling to generate 100 sets of 6,000 training, 2,000 validation and 2,000 test data points. Using the training data, we learned three models corresponding to the MLE, the quantized MLE, and a MLE obtained by relearning after

Table 3.2. Network information and error analysis for MLE, (Q) Quantized, and (RL) Relearned.

|  | Total \# | True | Est. | Max Error |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network | Param. | $k$ | $k$ | MLE | Q | RL |  |
| bn2o | 20,510 | 20,491 | 500 | 0.339 | 0.339 | 0.299 |  |
| students | 1,308 | 13 | 20 | 0.141 | 0.141 | 0.140 |  |
| grid | 1,089 | 596 | 400 | 0.0186 | 0.0186 | 0.0181 |  |
| friends | 3,899 | 6 | 10 | 0.008 | 0.008 | 0.007 |  |

quantization for different values of $k$. Performance of each learning technique was evaluated using the average log-likelihood over the test set.

We consider three kinds of Bayesian networks: two-layered noisy-or Bayesian networks (Savicky and Vomlel, 2009), relational Bayesian networks constructed from the Primula tool (UCLA), and grid networks (Sang et al., 2005). The various networks and the respective number of parameters in the networks are shown in Table 3.2 .

We experimented on various noisy-or networks. The results for these networks were consistently similar. Figure 3.3 (a) shows the result for one of the networks. For these models, the MLE has a higher average log-likelihood than the quantized MLE at low values for $k$, but we obtained a significant performance improvement over the MLE by relearning after quantization. As $k$ increases, relearning greatly outperforms the MLE and reaches a steady level. The performance difference tends to zero as $k$ converges to the actual number of parameter in the network. Even for small $k$, the relatively small difference in log-likelihood appears to be a reasonable trade-off for the drastic reduction in the number of model parameters.

We also selected two relational networks and one grid network. The results for these models appear in Figure 3.3 (b)-(d). The performance for these networks are similar to the noisy-or networks. For small $k$, the performance improvement by relearning is realized fairly immediately, while the quantization also converges to the MLE quickly.


Figure 3.3. Average log-likelihood on test data plotted for each parameter learned graphical model (MLE, Quantized and Relearned) varying the value for $k$ level of quantization.

We conducted error analysis on parameter estimation between the three different learned models and the true model by using the validation set to obtain an optimally estimated $k$. With the exception of bn2o, our estimated $k$ is reasonably close to the true $k$ in the various models as shown in third and fourth column of Table 3.2. The bn2o networks contains many very similar parameter values and thus resulted in a much lower estimated $k$. For each model set, we calculated the average absolute point-wise error between the true and learned parameters and selected the maximum among the experimental set. The results are also shown in Table 3.2. The relearning has a consistent lower error rate compared to MLE and quantization, while the quantization has similar error rate as MLE with fewer parameters.

This reduction in the number of parameters often translates to better inference performance at prediction time as we show in the next subsection.

### 3.6 Discussion

We proposed a greedy method to learn tied parameter models that quantizes the parameters learned via maximum likelihood estimation using $k$-means clustering. Despite its simplicity, we demonstrated empirically that our approach can be used both as a regularizer and as a technique to reduce model complexity, which comports with the theoretical bounds on the error resulting from quantization that we provided.

## CHAPTER 4

## LEARNING PARAMETER TIED MARKOV NETWORKS

### 4.1 Introduction

In this chapter, we describe a parameter tying algorithm as a regularization technique for parameter learning in Markov networks (MN). In Chapter 3 we proposed an automatic approach for tying (parameters) in Bayesian networks (BNs). The parameter learning algorithm has three basic steps: (1) learn the parameters of the given BN using the maximum likelihood estimation (MLE) objective (this can be done in closed-form in BNs); (2) given a positive integer $k$, use the 1 -dimensional $k$-means algorithm to group the conditional probabilities into $k$ clusters; and (3) relearn the probabilities by forcing all parameters in each cluster to take the same value (again this can be done in closed form). Through experimental evaluations on a few benchmark datasets, we showed that the hard parameter tying approach often yields models that not only have higher test set log-likelihood scores but also admit faster and more accurate inference compared to models trained using the MLE objective.

It is not clear on how to apply the method presented in Chapter 3 to solve the harder parameter learning task for MNs. Unlike BNs, the choices of (clique) potential functions for MNs are not unique (i.e., MNs are not identifiable). Specifically, there is an infinite continuum of parameter value settings that all represent the same probability distribution. For instance, multiplying all parameters in a potential function by a real constant $c>0$ does not change the underlying distribution. Another example is a MN with two pairwise potentials that share one common variable. The information on the common variable can be split (shifted) in arbitrary ways that result in the same distribution. A consequence of this invariance is that applying the aforementioned $k$-means clustering technique to achieve parameter tying may not produce useful results.

We address this limitation by proposing a soft, instead of hard, parameter tying scheme dubbed APT. Given that a MN has high degree of freedom in terms of parameter settings,
soft tying allows for greater flexibility for parameters to shift among cluster assignments. This type of soft tying can be viewed as a generalization of $L_{2}$ regularization that allows for $k$ Gaussian priors (instead of one) and $k$ different cluster center means (instead of only zero means). To automate parameter tying, we set up the learning problem as jointly selecting the parameters, group membership, and means such that either the MLE or maximum pseudolikelihood (MPLE) plus the penalty term, informally described above, is maximized. We then propose a block coordinate ascent algorithm for this optimization problem and show that it converges to a local maximum.

The second contribution is a detailed theoretical analysis of our proposed algorithm. In particular, building on the work of (Bradley and Guestrin, 2012) and (Ravikumar et al., 2010), we prove sample complexity bounds for our algorithm within the probably approximately correct (PAC) Valiant, 1984) framework. We show that our algorithm can learn the optimal cluster memberships of the parameters with high probability when the clusters are well separated (i.e., sufficiently far from each other). Moreover, when the data is generated from a model having tied parameters, we show that the sample complexity of our algorithm can be significantly smaller than the MLE/MPLE learning task with $L_{2}$ regularization. These results provide the first rigorous theoretical justification of quantization that we are aware of.

We end the chapter with a detailed empirical evaluation of our proposed algorithm. We compare with $L_{2}$ regularization on binary pairwise Markov network structures generated using the $L_{1}$ regularized logistic regression algorithm of (Ravikumar et al., 2010). Our results show APT outperforms $L_{2}$ regularization according to pseudo-loglikelihood (PLL) score, especially on dense networks. We also evaluated the impact of changing the number of clusters on the PLL score and found that small to medium values for $k$ often achieve the best score. These results demonstrate that APT is a promising, practical approach for controlling model complexity and improving generalization performance.


Figure 4.1. Quantization intervals denoting tied parameters. Each $k$-partition (interval) contains a set of quantized parameters $\theta_{i}$ (dots) and is associated with a local Gaussian distribution parameterized by $\left(\mu=\mu_{a_{j}}, \sigma\right)$. Short dashed lines on the intervals denote the quantization boundaries which shift according to an optimum (local) penalized parameter setting.

### 4.2 Problem Definition

We are interested in learning a parameter tied graphical model (Chapter 3. Definition 3.1) for Markov networks. For a fixed set of constraints, the learning problem can be formulated as maximizing a concave objective (the log-likelihood) over a convex set (set of equality constraints). This can be accomplished via projected gradient ascent. Since the total numbers of partitions is given by the Bell number, searching over all possible constraint sets is not feasible. However, the problem can be simplified by relaxing the equality constraints. Our approach is to approximate the equality constraints utilizing a penalty function which enforces a soft tying of parameters. We reformulate the learning of a parameter tied graphical model by adding a penalty for poor clusterings to the log-likelihood objective.

$$
\begin{equation*}
\underset{\boldsymbol{\theta}, \boldsymbol{a}, \boldsymbol{\mu}}{\arg \max } \ell(\boldsymbol{\theta})-\frac{\lambda}{2} \sum_{j=1}^{m}\left(\theta_{j}-\mu_{a_{j}}\right)^{2} . \tag{4.1}
\end{equation*}
$$

The objective in equation (4.1) represents a regularized $\log$-likelihood similar to $L_{2}$ regularization. Here, the penalty function is the $k$-means objective with an additional tuning hyperparameter $\lambda$ that controls the magnitude of the penalty. This corresponds to a collection of $k$ Gaussian priors such that the $i$-th prior has mean $\mu_{i}$ and variance proportional to $1 / \lambda$ (see Figure 4.1). However, while equation (4.1) is concave in $\boldsymbol{\theta}$ for a fixed clustering, the objective function is no longer a concave optimization problem when $\boldsymbol{a}$ is not given (note that,
in general, the $k$-means objective is not convex). It is easy to show that $L_{2}$ regularization is a special case of the objective in equation 4.1; all we have to do is assume that there is only one cluster and $\mu_{1}=0$.

### 4.3 Block Coordinate Ascent Learning Algorithm

In this section, we derive a block coordinate ascent technique for equation (4.1), thus achieving our aim of automating parameter tying for MNs. We will refer to this general algorithm simply as APT going forward. Giving fully observed training dataset $\mathcal{D}$, the MN structure $\mathcal{M}_{M N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{M N}\right\rangle, k$ clusters, and penalty term $\lambda$, the APT algorithm performs coordinate ascent on the objective in equation by alternating between finding the optimal parameters for a fixed clustering and finding the optimal clustering for a fixed vector of parameters. Both of these optimizations are straightforward: a regularized maximum likelihood optimization problem and a 1-dimensional $k$-means clustering problem respectively. The former can be solved using standard gradient-based methods while the latter can be solved in polynomial time using dynamic programming. Next, we make remarks about Algorithm4.1, that illustrate the flexibility and utility of our proposed method.

First, Algorithm 4.1 returns a soft clustering of the parameters. However, we can turn the soft clustering into hard clustering and relearn the parameters using the MLE objective while enforcing equality constraints $\mathcal{C}$ on all parameters assigned to the same cluster. This can be done via projected gradient ascent. That is, after each gradient step, the parameter vector may step outside of the set of constraints. If this happens, we simply project the parameters back into the constraint set. As the cluster constraints insist that all parameters in cluster $i$ must have the same value, the projection operation simply replaces all parameters in cluster $i$ with the average of all parameters in cluster $i$.

Second, since the objective function in equation (4.1) is bounded from above, the coordinate ascent procedure is guaranteed to converge to a local maxima. The algorithm increases the

```
Algorithm 4.1: Automatic Parameter Tying (APT)
    Input: A Markov network structure \(\mathcal{M}_{M N} \triangleq\left\langle\boldsymbol{X}, \boldsymbol{\theta}, \mathrm{G}_{M N}\right\rangle\), Integer \(k>0\),
    Integer \(T>0\), penalty \(\lambda\)
    2 Output: Feature vector \(\boldsymbol{\theta}\), clustering \(\langle\boldsymbol{a}, \boldsymbol{\mu}\rangle\)
    3 begin
        Initialize \(\boldsymbol{\theta}^{(0)}\) and \(\langle\boldsymbol{a}, \boldsymbol{\mu}\rangle\) to random values.
        for \(t \leftarrow 1\) to \(T\) or until convergence do
            1. Update \(\boldsymbol{\theta}\) given \(\langle\boldsymbol{a}, \boldsymbol{\mu}\rangle\) using gradient ascent.
                \(\boldsymbol{\theta}^{(t)} \leftarrow \underset{\boldsymbol{\theta}}{\arg \max } \ell(\boldsymbol{\theta})-\frac{\lambda}{2} \sum_{j=1}^{m}\left(\theta_{j}-\mu_{a_{j}}^{(t-1)}\right)^{2}\)
            2. Update \(\langle\boldsymbol{a}, \boldsymbol{\mu}\rangle\) using 1D \(k\)-means given \(\boldsymbol{\theta}\).
                \(\left\langle\boldsymbol{a}^{(t)}, \boldsymbol{\mu}^{(t)}\right\rangle \leftarrow \underset{\boldsymbol{a}, \boldsymbol{\mu}}{\arg \min } \sum_{j=1}^{m}\left(\theta_{j}^{(t)}-\mu_{a_{j}}\right)^{2}\)
            where \(\mu_{i} \frac{1}{\sum_{j=1}^{m} I\left(a_{j}, i\right)} \sum_{j=1}^{m} \theta_{j} \cdot \mathbb{1}\left(a_{j}, i\right)\) and \(\mathbb{1}\left(a_{j}, i\right)\) is an indicator function which
            equals 1 if \(a_{j}=i\) and 0 otherwise.
        return \(\left\langle\boldsymbol{\theta}^{(T)}, \boldsymbol{a}^{(T)}, \boldsymbol{\mu}^{(T)}\right\rangle\)
    9 end
```

objective function each iteration since each of the two sub-optimization problems, finding the optimal parameters for a fixed clustering (increasing log-likelihood) and finding the optimal clustering for a fixed vector of parameters (reducing penalty), contributes to increasing the objective function. In practice, the rate of convergence can be improved by initializing the parameters and cluster means to small values or after running a few iterations of gradient ascent that optimizes MLE plus an $L_{2}$ regularization term.

Third, note that Algorithm 4.1 optimizes MLE plus a penalty term which requires inference over the MN. The latter is often infeasible in practice. Its practical performance and convergence can be improved by using two strategies: (a) stochastic or mini-batch gradient ascent and (b) using the MPLE objective instead of MLE. Stochastic and mini batch gradient
ascent can be used in two ways. First, we can use it to optimize $\boldsymbol{\theta}$ in Step 1 of the for loop of Algorithm 4.1. Second, we can use it in the outer loop by not running Step 1 until convergence, namely we run gradient ascent only for a few iterations in Step 1. In our experiments, we employ both strategies to speed up our algorithm.

### 4.4 Theoretical Analysis

In this section, we analyze the sample complexity of the proposed method and provide conditions under which it provably recovers the correct clustering assignments $\boldsymbol{a}$ and approximate cluster means $\boldsymbol{\mu}$ with small $L_{1}$ error. We demonstrate polynomial sample complexity when the clusters are well-separated (defined formally below). We consider two cases: (1) hard tying: when the true MN from which the data is generated has exactly $k<m$ unique parameters; and (2) soft tying: when the MN has $m$ parameters and $k$ is the number of clusters.

We begin by establishing conditions for well-separation of clusters in Lemmas 4.3 and Corollary 4.4.

Definition 4.1. (Maximum Cluster Width). Let $\omega$ denote the maximum width of a cluster $i$ such that the width of a cluster is the Euclidean distance between two farthest parameter points, $\theta_{r}, \theta_{s}$, in the cluster.

$$
\omega=\max _{i} \max _{(r, s) \mid a_{r}=i, a_{s}=i}\left|\theta_{r}-\theta_{s}\right| .
$$

Definition 4.2. (Minimum Inter-cluster Distance). Let $\alpha$ denote the Euclidean distance between two closest parameter points, $\theta_{r}, \theta_{s}$, in different clusters $i, j$.

$$
\alpha=\min _{(r, s) \mid a_{r}=i, a_{s}=i, i \neq j}\left|\theta_{r}-\theta_{s}\right|
$$

We will refer to $\alpha$ as the minimum inter-cluster distance.

Lemma 4.3. Let $\hat{\theta}_{i}$ and $\hat{\mu}_{j}$ denote the estimates of the true parameters $\theta_{i}$ and $\mu_{j}$ respectively based on $N$ samples drawn independently and identically from the true $M N$. Let $\max _{i}\left|\theta_{i}-\hat{\theta}_{i}\right| \leq$ $\epsilon$ and $\omega, \alpha$ be true maximum cluster and minimum inter-cluster distances. If $\epsilon<\frac{\alpha-\omega}{4}$, then the 1-dimensional $k$-means $(k>0)$ clustering algorithm is guaranteed to return optimal cluster assignments.

Proof. Without loss of generality, since $\max _{i}\left|\theta_{i}-\hat{\theta}_{i}\right| \leq \epsilon$, the estimated maximum cluster width is bounded above by, $\omega_{U B} \leq \omega+2 \epsilon$, and the estimated minimum inter-cluster width is bounded below by $\alpha_{L B} \geq \alpha-2 \epsilon$. To ensure the parameter estimates $\hat{\theta}_{i}$ and $\hat{\theta}_{j}$, with cluster assignments, $\hat{a}_{i}$ and $\hat{a}_{j}$, of any two parameters, $\theta_{i}$ and $\theta_{j}$ such that $\hat{a}_{i}=a_{i}$ and $\hat{a}_{j}=a_{j}$, requires the condition $\alpha_{L B}>\omega_{U B}$. Thus, by satisfying $\alpha-2 \epsilon>\omega+2 \epsilon$, rearranged as $\epsilon<\frac{\alpha-\omega}{4}$, the 1-dimensional $k$-means clustering algorithm is guaranteed to return optimal cluster assignments.

Corollary 4.4. For the hard tying case (namely there are $k>0$ unique parameters) the 1 dimensional $k$-means clustering algorithm is guaranteed to return optimal cluster assignments if $\epsilon<\frac{\alpha}{4}$.

Proof. When there are $k>0$ unique parameters that also correspond to the cluster centers, $\omega=0$ and the proof follows from Lemma 4.3.

We use Lemma 4.3 and Corollary 4.4 to derive the following definition for well-separation.

Definition 4.5. (Well-separation) We say that the triple $\langle\boldsymbol{\theta}, \boldsymbol{a}, \boldsymbol{\mu}\rangle$ denoting the parameters as well as cluster assignments and centers is well-separated for a given error bound $\epsilon$ iff $\epsilon<\frac{\alpha-\omega}{4}$ for the soft tying case and $\epsilon<\frac{\alpha}{4}$ for the hard tying case.

Next, we use Lemma 4.3 and Corollary 4.4 in conjunction with the PAC and sample complexity bounds for MLE derived in (Bradley and Guestrin, 2012) and (Ravikumar et al., 2010) to yield our desired sample complexity bounds. Formally,

Theorem 4.6 (MLE Sample Complexity for Soft and Hard Tying). Let $C_{\min }>0$ be a lower bound on the minimum eigenvalue of the Hessian of the negative log likelihood. Let the regularization hyperparameter $\lambda$ be chosen such that $\lambda=C_{m i n}^{2} n^{-\xi / 2} /\left(2^{6} m^{2}\right)$, where $n$ is the number of training samples, $m$ is the number of feature weights and $\xi \in(0,1)$. Then, to recover the optimal cluster assignments $\boldsymbol{a}$ and centers $\boldsymbol{\mu}$ with $L_{1}$ error smaller than $(\alpha-\omega) / 4$ with probability at least $(1-\delta)$, it suffices to have training set size

$$
n \geq \frac{2^{9}}{C_{\min }^{2}} \frac{16 m^{2}}{(\alpha-\omega)^{2}} \log \frac{2 m(m+1)}{\delta}
$$

For hard tying, in which we have $k$ unique parameters, the sample complexity for finding optimal cluster assignments $\boldsymbol{a}$ and centers $\boldsymbol{\mu}$ with $L_{1}$ error smaller than $\alpha / 4$ is given by

$$
n \geq \frac{2^{9}}{C_{\min }^{2}} \frac{16 k^{2}}{\alpha^{2}} \log \frac{2 m(m+1)}{\delta}
$$

Proof. Our proof follows that of (Bradley and Guestrin, 2012). Given $n$ training samples, $m$ number of feature weights, $k$ number of cluster centers, and constant $\delta>0$. Let $\phi$ be indicator function features with range $[0,1]$ s.t. the maximum magnitude of any feature $\phi_{\max }=1$. Let $C_{\min }>0$ be a lower bound on the minimum eigenvalue of the Hessian of the negative log-likelihood. Using Lemma 9.3 from (Bradley and Guestrin, 2012), we have the probability of failure on the lower bound of the parameter estimation error as

$$
2 m \exp \left(-\frac{\delta^{2} n}{2}\right)-2 m^{2} \exp \left(\frac{n C_{\min }^{2}}{2^{5} m^{2}}\right)
$$

Choose

$$
\lambda=\delta=\frac{C_{\min }^{2}}{2^{6} m^{2}} n^{-\xi / 2}
$$

where $\xi \in(0,1)$. Substituting $\delta$, we have the probability of failure as

$$
2 m \exp \left(-\frac{C_{\min }^{2}}{2^{6} m^{2}} n^{-\xi / 2} \frac{n}{2}\right)-2 m^{2} \exp \left(\frac{n C_{\min }^{2}}{2^{5} m^{2}}\right)=2 m(m+1) \exp \left(-\frac{C_{m i n}^{4}}{2^{13} m^{4}} n^{1-\xi}\right) .
$$

To have probability of failure of at most $\delta$ for $n$ samples, choose $\xi$ as

$$
\begin{aligned}
2 m(m+1) \exp \left(-\frac{C_{\min }^{4}}{2^{13} m^{4}} n^{1-\xi}\right) & \leq \delta \\
\xi & \leq 1-\frac{1}{\log n}\left(\log \frac{2^{13} m^{4}}{C_{\min }^{4}}+\log \log \frac{2 m(m+1)}{\delta}\right)
\end{aligned}
$$

From Lemma 4.3, for soft tying, to have the 1-dimensional $k$-means clustering algorithm guarantee to return optimal cluster assignments, it suffices to bound the $L_{1}$ parameter estimation error at most $\epsilon<(\alpha-\omega) / 4$. Therefore, we have

$$
\begin{aligned}
& \frac{C_{\min }^{2}}{2^{6} m^{2}} n^{-\xi / 2} \leq \epsilon<\frac{\alpha-\omega}{4} \\
& \log \frac{C_{\min }^{2}}{2^{6} m^{2}}-\frac{\xi}{2} \log n \leq \log \frac{\alpha-\omega}{4} \\
& \frac{\xi}{2} \log n \geq \log \frac{C_{m i n}^{2}}{2^{6} m^{2}}-\log \frac{\alpha-\omega}{4} \\
& \frac{1}{2}\left(1-\frac{1}{\log n}\left(\log \frac{2^{13} m^{4}}{C_{m i n}^{4}}+\log \log \frac{2 m(m+1)}{\delta}\right)\right) \log n \geq \log \frac{C_{\min }^{2}}{2^{6} m^{2}}-\log \frac{\alpha-\omega}{4} \\
& n \geq \frac{2^{9}}{C_{\min }^{2}} \frac{16 m^{2}}{(\alpha-\omega)^{2}} \log \frac{2 m(m+1)}{\delta}
\end{aligned}
$$

For the hard-tying case, the parameters are set to cluster centers. This sets $\omega=0$ and $\lambda=\delta=\left(C_{\text {min }}^{2} / 2^{6} k^{2}\right) n^{-\xi / 2}$. Then, from Corollary 4.4, to have the 1 -dimensional $k$-means clustering algorithm guarantee to return optimal cluster assignments, it suffices to bound the $L_{1}$ parameter estimation error at most $\epsilon<\alpha / 4$. Therefore, we have

$$
n \geq \frac{2^{9}}{C_{\min }^{2}} \frac{16 k^{2}}{\alpha^{2}} \log \frac{2 m(m+1)}{\delta}
$$

The sample complexity bound implies that when the minimum eigenvalue is large and/or when the difference between the minimum inter-cluster distance and the maximum cluster width is large (namely, the clusters are well separated), our algorithm is statistically efficient. As expected, the hard tying case is statistically more efficient than the soft tying case since the former does not depend on the cluster width.

Table 4.1. Dataset characteristics.

| Dataset | \#vars | \#train | \#valid | \#test |
| :---: | :---: | :---: | :---: | :---: |
| nltcs | 16 | 16181 | 2157 | 3236 |
| msnbc | 17 | 291326 | 38843 | 58265 |
| kdd | 64 | 180092 | 19907 | 34955 |
| plants | 69 | 17412 | 2321 | 3482 |
| audio | 100 | 15000 | 2000 | 3000 |
| jester | 100 | 9000 | 1000 | 4116 |
| netflix | 100 | 15000 | 2000 | 3000 |
| accidents | 111 | 12758 | 1700 | 2551 |
| retail | 135 | 22041 | 2938 | 4408 |
| pumsb* | 163 | 12262 | 1635 | 2452 |
| dna | 180 | 1600 | 400 | 1186 |
| kosarek | 190 | 33375 | 4450 | 6675 |
| msweb | 294 | 29441 | 3270 | 5000 |
| book | 500 | 8700 | 1159 | 1739 |
| tmovie | 500 | 4524 | 1002 | 591 |
| webkb | 839 | 2803 | 558 | 838 |
| reuters | 889 | 6532 | 1028 | 1540 |
| $20 n g$ | 910 | 11293 | 3764 | 3764 |
| bbc | 1058 | 1670 | 225 | 330 |
| ad | 1556 | 2461 | 327 | 491 |

### 4.5 Experiments

### 4.5.1 Experimental Setup

We evaluated APT on 20 real-world datasets which have been widely used in recent years to evaluate learning algorithms for probabilistic graphical models (Rahman and Gogate, 2016; Rooshenas and Lowd, 2014; Davis and Domingos, 2010) (see Table 4.1 for details on the binary datasets). We implemented APT in $\mathrm{C}++$ and all experiments were conducted on Intel i7 Ubuntu machines with 16GB of RAM.

Table 4.2. Test set negative PLL scores ( $k$ and $\lambda$ selected using the validation set) on 20 benchmark datasets for $L_{2}$ regularization, LTR and APT algorithm under various values of $d$.

|  | $d=5$ |  |  | $d=15$ |  |  | $d=50$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset | $L_{2}$ | LTR | APT | $L_{2}$ | LTR | APT | $L_{2}$ | LTR | APT |
|  | nltcs | 5.05 | $\mathbf{5 . 0 2}$ | 5.02 | 5.10 | 4.99 | $\mathbf{4 . 9 8}$ | - | - |
| msnbc | 6.17 | 6.12 | $\mathbf{6 . 1 1}$ | 6.22 | 6.10 | $\mathbf{6 . 0 8}$ | - | - |  |
| kdd | 2.12 | 2.11 | $\mathbf{2 . 1 1}$ | 2.09 | $\mathbf{2 . 0 8}$ | 2.09 | 2.14 | 2.08 | $\mathbf{2 . 0 7}$ |
| plants | 10.68 | 10.63 | $\mathbf{1 0 . 5 9}$ | 10.46 | 10.23 | $\mathbf{1 0 . 2 1}$ | 11.11 | 10.26 | $\mathbf{1 0 . 2 4}$ |
| audio | 38.88 | 38.46 | $\mathbf{3 8 . 4 4}$ | 38.34 | 37.31 | $\mathbf{3 7 . 2 2}$ | 40.73 | 37.47 | $\mathbf{3 7 . 0 3}$ |
| jester | 51.94 | 51.41 | $\mathbf{5 1 . 2 8}$ | 51.21 | 50.00 | $\mathbf{4 9 . 7 5}$ | 54.97 | 50.53 | $\mathbf{5 0 . 0 4}$ |
| netflix | 54.91 | 54.41 | $\mathbf{5 4 . 4 0}$ | 54.22 | 52.84 | $\mathbf{5 2 . 6 8}$ | 57.52 | 53.32 | $\mathbf{5 2 . 6 7}$ |
| accidents | 14.71 | 14.50 | $\mathbf{1 4 . 4 7}$ | 13.21 | 12.78 | $\mathbf{1 2 . 7 0}$ | 13.85 | 12.90 | $\mathbf{1 2 . 6 9}$ |
| retail | 10.53 | 10.46 | $\mathbf{1 0 . 4 5}$ | 10.57 | 10.41 | $\mathbf{1 0 . 4 0}$ | 10.93 | 10.40 | $\mathbf{1 0 . 3 9}$ |
| pumsb* | 11.58 | 11.47 | $\mathbf{1 1 . 4 6}$ | 10.13 | 9.80 | $\mathbf{9 . 7 9}$ | 11.17 | 9.94 | $\mathbf{9 . 7 9}$ |
| dna | 59.16 | 58.54 | $\mathbf{5 8 . 4 6}$ | 61.92 | 59.73 | $\mathbf{5 9 . 5 4}$ | 69.26 | 63.13 | $\mathbf{6 2 . 8 4}$ |
| kosarek | 10.41 | 10.35 | $\mathbf{1 0 . 3 4}$ | 10.32 | 10.17 | $\mathbf{1 0 . 1 7}$ | 10.59 | 10.27 | $\mathbf{1 0 . 2 5}$ |
| msweb | 16.98 | 16.80 | $\mathbf{1 6 . 7 9}$ | 17.04 | $\mathbf{1 6 . 6 0}$ | 16.60 | 14.80 | 13.74 | $\mathbf{1 3 . 7 1}$ |
| book | 35.90 | 36.68 | $\mathbf{3 5 . 8 2}$ | 35.49 | 37.70 | $\mathbf{3 5 . 2 0}$ | 36.48 | 42.14 | $\mathbf{3 5 . 8 8}$ |
| tmovie | 71.91 | 72.87 | $\mathbf{7 1 . 4 9}$ | 63.16 | 66.43 | $\mathbf{6 2 . 9 4}$ | 61.22 | 66.22 | $\mathbf{5 8 . 5 0}$ |
| webkb | 158.31 | 163.21 | $\mathbf{1 5 8 . 0 8}$ | 157.30 | 169.17 | $\mathbf{1 5 5 . 5 1}$ | 180.85 | 203.54 | $\mathbf{1 5 8 . 7 1}$ |
| reuters | 91.33 | 92.29 | $\mathbf{9 1 . 2 6}$ | $\mathbf{8 8 . 5 5}$ | 91.98 | 88.65 | 91.19 | 99.66 | $\mathbf{8 8 . 8 3}$ |
| 20ng | 163.90 | 164.36 | $\mathbf{1 6 3 . 3 0}$ | $\mathbf{1 6 0 . 8 2}$ | 162.38 | 162.29 | 170.94 | 167.38 | $\mathbf{1 6 6 . 7 1}$ |
| bbc | 259.96 | 275.06 | $\mathbf{2 5 9 . 1 8}$ | 267.44 | 292.66 | $\mathbf{2 5 6 . 6 0}$ | 331.67 | 343.90 | $\mathbf{2 6 0 . 9 5}$ |
| ad | 6.79 | 6.58 | $\mathbf{6 . 5 5}$ | 6.37 | $\mathbf{6 . 1 1}$ | 6.16 | 6.22 | $\mathbf{6 . 0 1}$ | 6.06 |

For each dataset, we learned a pairwise binary MN structure (not the parameters) using the $L_{1}$ regularization based structure learning algorithm of (Ravikumar et al., 2010). This algorithm constructs the MN structure as follows. It learns a $L_{1}$ regularized logistic regression classifier $L\left(X_{i}\right)$ for predicting the value of each variable $X_{i}$ given all other variables. Then, it adds an edge between two variables $X_{i}$ and $X_{j}$ if the features corresponding to $X_{i}$ or $X_{j}$ have non-zero weights in $L\left(X_{j}\right)$ and $L\left(X_{i}\right)$ respectively. Unfortunately, on many datasets, this method yields dense models. Therefore, in order to achieve sparsity we constrained the regularization hyperparameter $(\lambda)$ so that the degree (size of the Markov blanket) of
each variable is bounded by $d$. In our experiments, we used the following values for $d=$ $\{5,10,15,30,50\}$ where $d=10,30$ are shown in supplemental material due to space constraint. We learned the $L_{1}$ regularized logistic regression classifier using the Orthant-Wise Limited-memory Quasi Newton (OWL-QN) method (Andrew and Gao, 2007).

### 4.5.2 APT versus $L_{2}$ regularization

Table 4.2 shows the test set negative PLL scores (using various values of $d$ ) for APT and $L_{2}$ regularization on the 20 datasets. For each dataset, we select the $k$ and $\lambda$ values using the validation set. Lower negative PLL values are better and bold signifies the higher value achieved by the respective regularization method. From the results, we can clearly see APT outperforms $L_{2}$ across the majority (with the exception of reuters and 20 ng ) of datasets and complexity of model structure. Moreover, as the structure becomes increasingly dense (more neighboring nodes), the performance gap widens. One key takeaway here is when the underlying model has a large number of parameters, it is prudent to utilize APT for better generalization performance. Parameter learning algorithms for complex models such as CNNs or SRL models can leverage our method since the model will contain parameters that take on similar values, which is evident from the results.

### 4.5.3 APT versus LTR

We also compared APT with the approach presented in Chapter 3 to MNs, which we refer to as the learn-tie-relearn algorithm (LTR). The previous algorithm focuses on BNs and a straightforward extension of the previous method to parameter learning in MNs is the following: (1) learn the parameters using the MLE objective; (2) cluster the resulting parameters into $k$ clusters; and (3) relearn the parameters by adding equality constraints over the parameters in each cluster. However, we found that this approach has high variance. This is likely due to the scale invariance property of MNs. To combat this, in step (1) of


Figure 4.2. Average test set negative PLL scores for $L_{2}$ (dotted) and APT (solid) for varying number of clusters ( $k$ ) and model complexity $(d)$. To minimize clutter, we show graphs for only three values of $d$ and do not include results for LTR (whose variance is quite high).
the algorithm, we learned the parameters using $L_{2}$ regularization, which greatly reduces the variance and thus improves the performance of LTR.

Table 4.2 also shows the test set negative PLL scores (using various values of $d$ ) for APT and LTR. For each dataset we select the $k$ and $\lambda$ values using the validation set. Lower negative PLL values are better and bold signifies the best value achieved by the respective regularization method. From the results, we clearly observe that APT outperforms LTR across the majority of datasets and complexity of model structure (measured by $d$ ). However, the
noticeable deviation from the previous results is that wider differences occur in datasets with higher complexity (more variables and neighboring nodes) as in the case with bbc $(d=50)$. Comparatively, we see that LTR mostly outperforms $L_{2}$. Thus, hard tying the parameters output by $L_{2}$ is highly beneficial.

### 4.5.4 Impact of varying $k$

Figure 4.2 shows average negative test set PLL scores for APT and $L_{2}$ regularization as a function of the number of clusters $k$ on four randomly chosen datasets. To better organize the results and to avoid clutter, the comparison was made by fixing the maximum number of $d$ neighboring nodes to 5,15 and 50 for the learned MN structures and across varying $k$ clusters. Consistent with the previous results, more complex structures $(d=50)$ create a wider performance gap between APT and $L_{2}$. Conversely, the performance gap is closer for simpler models $(d=5)$. The plots also show that by having the ability to control the parameter $k$ (number of clusters), there is an optimal setting where the lowest test average negative PLL score can be achieved. For example, in dna, the best test average negative PLL score requires approximately 20 clusters. Overall, for each of the datasets, there is a setting of $k$ where APT outperforms $L_{2}$. This demonstrates the utility of our approach.

We found that our algorithm converges rapidly and requires roughly the same number of iterations as $L_{2}$ to converge in practice. Moreover, its variance is also low (and therefore not plotted in the graphs and tables), namely most local maxima reached achieve similar solution quality.

We end this section by mentioning several pragmatic techniques to achieve good practical performance. First, it is often beneficial to increase the regularization hyperparameter $\lambda$ with the number of iterations. As the cluster centers and assignments converge, increasing $\lambda$ increases the penalty and yields rapid convergence to good solutions. Second, hard tying is beneficial only for moderate to large values of $k$ and in fact for small values of $k$, it may hurt
the performance significantly. For small values of $k$, soft tying works much better. Finally, the rate of convergence can be improved in practice by updating the cluster centers but not the cluster assignments at each iteration of gradient ascent in Step 1 of Algorithm 1. Periodically updating the cluster assignments appears to yield much faster convergence than updating them at each iteration.

### 4.6 Discussion

We investigated parameter tying, an alternative regularization method for MNs. Unlike other machine learning frameworks where parameter tying is specified a priori, we introduced an automatic approach to tying parameters (APT). Specifically, we incorporated a more informative and general penalty term that leverages clustering into the objective function for parameter learning in MNs. We showed that our approach generalizes $L_{2}$ regularization. Since our formulation of the penalized learning problem is no longer concave, we proposed a block coordinate ascent algorithm to solve the optimization problem efficiently. We provided sample complexity bounds for our proposed algorithm which show significant improvement over standard $L_{2}$ regularization with high probability when the clusters are well-separated. Empirically, we showed that our approach outperforms $L_{2}$ regularization on a variety of real-world datasets.

## CHAPTER 5 <br> SLICE IMPORTANCE SAMPLING FOR PARAMETER TIED GRAPHICAL MODELS

### 5.1 Introduction

As mentioned earlier, a key benefit of parameter tying is that it introduces symmetries in the learned model, and exploiting the symmetric structure makes inference easier and more efficient. In this chapter, we develop a novel sampling-based approximate inference algorithm for fast and accurate sampling in parameter tied models. The sampling algorithm is based on slice importance sampling (Neal, 2003, Gogate and Domingos, 2010). Slice sampling belongs to the family of Markov Chain Monte Carlo (MCMC) algorithms and is related to other MCMC algorithms such as Gibbs and Metropolis-Hastings. Our experiments conclusively show that our new sampling algorithm outperforms MC-SAT (Poon and Domingos, 2006), a popular sampling algorithm that combines MCMC sampling and satisfiability solution sampling, and Gibbs sampling (baseline) in the presence of tied parameters.

### 5.2 Slice Importance Sampling

In slice importance sampling, the proposal distribution is defined over the features of a log-linear model rather than over the variables. For instance, we can define a proposal distribution

$$
Q(\boldsymbol{F})=Q\left(f_{1}\right) \prod_{i=2}^{m} Q\left(f_{i} \mid f_{1}, \ldots, f_{i-1}\right)
$$

over the set of features $\boldsymbol{F}$. Sampling each feature in order from $Q$ yields a $0 / 1$ assignment to the features, where 0 indicates that the negation of the feature is true while 1 indicates that the feature is true. We can consider this $0 / 1$ assignment as a slice over the possible assignments to the variables in the following sense. All (variable) assignments that satisfy all
features assigned to 1 and all negations of features assigned to 0 will have the same probability. Uniformly sampling over this subset of variable assignments (the slice) gives us the required sample. The benefit of slice sampling is that all variable assignments having the same probability in the distribution represented by the log-linear model have the same probability (assuming uniform sampling over the slice can be done) in the proposal distribution. This reduces the variance (Gogate and Domingos, 2010).

In our new algorithm, the main idea is to define the proposal distribution over the tied features rather than over the individual features, further reducing the variance. We first create a set of super-features $\mathcal{G}$, such that each of them contains features with tied parameters.

$$
\boldsymbol{G}_{\boldsymbol{i}}=\left\{f_{j} \mid f_{j} \text { has parameter } \theta_{i}\right\}
$$

Using the chain rule, define a proposal over super-features as

$$
Q(\mathcal{G})=Q\left(\boldsymbol{G}_{\mathbf{1}}\right) \prod_{i=2}^{k} Q\left(\boldsymbol{G}_{\boldsymbol{i}} \mid \boldsymbol{G}_{\mathbf{1}}, \ldots, \boldsymbol{G}_{\boldsymbol{i}-\mathbf{1}}\right)
$$

However, one problem with defining a proposal over the super-features is that the number of values each super-feature $\boldsymbol{G}_{\boldsymbol{i}}$ can take is exponential in the number of features it contains, namely exponential in $\left|\boldsymbol{G}_{\boldsymbol{i}}\right|$. To compactly represent these exponentially many assignments, we use the so-called counting assignments (Milch et al., 2008; Jha et al., 2010) as follows. We partition the assignments to the features in the set $\boldsymbol{G}_{\boldsymbol{i}}$ into $\left|\boldsymbol{G}_{\boldsymbol{i}}\right|+1$ subsets where the $j$-th subset contains all assignments in which exactly $j$ features in $\boldsymbol{G}_{\boldsymbol{i}}$ are assigned to true and the remaining are assigned to false. Thus, each super-feature $\boldsymbol{G}_{\boldsymbol{i}}$ can take $\left|\boldsymbol{G}_{\boldsymbol{i}}\right|+1$ values, yielding exponential reduction in complexity.

Another benefit of using counting assignments is that they yield better proposal distributions. In particular, the set of valid counting assignments to all super-features partitions the set of assignments to the variables into equiprobable subsets, where each subset is composed of assignments to variables that satisfy a counting assignment to all super-features. In an

```
Algorithm 5.1: Tied Weight Importance Sampling
    Input: A \(\log\)-linear model \(\mathcal{M}=\langle\boldsymbol{X}, \boldsymbol{F}, \boldsymbol{\mu}\rangle\) with \(k\) unique weights,
                    number of samples \(N\)
    Output: Importance weighted samples
    begin
        Create one super-feature \(\boldsymbol{G}_{\boldsymbol{i}}\) for each parameter \(\mu_{i}\)
        Construct a proposal distribution \(Q(\boldsymbol{G})\) over the super-features
        for \(s \leftarrow 1\) to \(N\) do
            \(S \leftarrow \emptyset\)
            \(w^{(s)} \leftarrow 1\)
            for \(i \leftarrow 1\) to \(k\) do
                Sample \(j_{i} \sim Q\left(\boldsymbol{G}_{\boldsymbol{i}} \mid \boldsymbol{G}_{\mathbf{1}}, \ldots, \boldsymbol{G}_{\boldsymbol{i}-\mathbf{1}}\right)\)
                Add \(j_{i}\) randomly selected features from \(\boldsymbol{G}_{\boldsymbol{i}}\) to \(S\)
                Add the negation of the features from \(\boldsymbol{G}_{\boldsymbol{i}}\) not selected in the previous step
                    to \(S\)
                        \(w^{(s)} \leftarrow w^{(s)} \times\binom{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|}{j_{i}} \frac{\exp \left(j_{i} \mu_{i}\right)}{Q\left(\boldsymbol{G}_{\boldsymbol{i}} \mid \boldsymbol{G}_{\mathbf{1}}, \ldots, \boldsymbol{G}_{\boldsymbol{i}-\mathbf{1}}\right)}\)
            Sample \(\widetilde{\mathbf{x}}^{(s)} \sim \mathcal{U}_{S A T}(S)\)
            \(w^{(s)} \leftarrow w^{(s)} \times \# S\)
        return \(\left(\widetilde{\mathbf{x}}^{(N)}, w^{(N)}\right)\) for \(s \leftarrow 1\) to \(N\)
    end
```

ideal proposal distribution all such assignments must have the same probability, and defining the proposal over the counting assignments preserves this property.

Example 5.1. Consider a log-linear PGM having three features $f_{1}=X_{1} \vee X_{2}, f_{2}=X_{2} \vee X_{3}$, and $f_{3}=X_{1} \vee X_{3}$ and three binary variables $X_{1}, X_{2}$, and $X_{3}$. Let the features $f_{1}$ and $f_{2}$ have the same weight $\theta_{1}$ and $\theta_{2}$ be the weight associated with $f_{3}$. We define two super-features: $\boldsymbol{G}_{\mathbf{1}}=\left\{f_{1}, f_{2}\right\}$ and $\boldsymbol{G}_{\mathbf{2}}=\left\{f_{3}\right\} . \boldsymbol{G}_{\mathbf{1}}$ has four possible assignments: $\left\{\left(f_{1}=0, f_{2}=0\right),\left(f_{1}=\right.\right.$ $\left.\left.0, f_{2}=1\right),\left(f_{1}=1, f_{2}=0\right),\left(f_{1}=1, f_{2}=1\right)\right\}$ but only three possible counting assignments $\{0,1,2\}$, where 0,1 and 2 correspond to the subset of assignments $\left\{\left(f_{1}=0, f_{2}=0\right)\right\}$, $\left\{\left(f_{1}=0, f_{2}=1\right),\left(f_{1}=1, f_{2}=0\right)\right\}$ and $\left\{\left(f_{1}=1, f_{2}=1\right)\right\}$ respectively. The reader can verify
that the assignments to the the variables that satisfy either $\left(f_{1}=0, f_{2}=1\right)$ or $\left(f_{1}=1, f_{2}=0\right)$ have the same probability.

However, counting assignments introduce the following problem. To generate a sample, we need to generate an assignment to variables uniformly at random from the subset of variable assignments that satisfy the counting assignment. Unfortunately, this problem is extremely challenging and to our knowledge no general-purpose algorithms exist for it. To alleviate this computational difficulty, we propose to use the following proposal distribution.

$$
Q\left(f_{1}, \ldots, f_{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|} \mid \forall j f_{j} \in \boldsymbol{G}_{\boldsymbol{i}}, \boldsymbol{G}_{\boldsymbol{i}}=t\right)=\frac{1}{\binom{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|}{t}}
$$

Sampling from this proposal distribution yields a $0 / 1$ assignment to the features and the only problem that remains to be solved is generating an assignment to variables uniformly at random from the subset of variable assignments that satisfy the given assignment to the features. This problem can be reduced to the uniform solution sampling problem, a well-researched problem for which a number of general-purpose solvers and techniques exist (Gogate and Dechter, 2011; Wei et al., 2004, Gogate, 2009).

Algorithm 5.1 formally describes our proposed slice importance sampling algorithm. The sampling process begins by constructing a proposal distribution $Q$ over the super-features $\boldsymbol{G}_{\boldsymbol{i}}$ associated with the same parameter $\mu_{i}$. Then we sample assignments $\left(j_{i}\right)$ for each superfeature $\boldsymbol{G}_{\boldsymbol{i}}$ from the proposal $Q$ in a selected order (step 10). Then we select $j_{i}$ random features from $\boldsymbol{G}_{\boldsymbol{i}}$ and set their assignment as 1. The rest of the features in $\boldsymbol{G}_{\boldsymbol{i}}$ are assigned 0 . This sampled $0 / 1$ assignment to all features defines a satisfiability problem $S$. Solutions of this satisfiability problem correspond to the subset of variable assignments that have the same probability. Thus to generate a sample, all we have to do is uniformly sample the solutions of $S$ (step 13). For this (procedure $\mathcal{U}_{S A T}$ ), we can use uniform solution samplers such as SampleSAT (Wei et al. 2004) and SampleSearch (Gogate and Dechter, 2011). In our experiments, we used the latter. The weight $w^{(s)}$ of the generated sample is proportional to
the ratio between the probability of generating the sample from $\mathcal{M}$ and the probability of generating it from the proposal distribution and is computed iteratively in steps 12 and 14 .

In our experiments, we have used a simple proposal which factorizes independently over the super-features.

$$
Q(\boldsymbol{\mathcal { G }})=\prod_{i=1}^{k} Q\left(\boldsymbol{G}_{\boldsymbol{i}}\right)
$$

Let $\mu_{1}, \ldots, \mu_{k}$ be the parameters and let $\boldsymbol{G}_{\boldsymbol{i}}$ denote the super-feature that is associated with $\mu_{i}$. We define $Q\left(\boldsymbol{G}_{\boldsymbol{i}}\right)$ as the binomial distribution

$$
Q\left(\boldsymbol{G}_{\boldsymbol{i}}=t\right) \triangleq\binom{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|}{t} \frac{\exp \left(t \mu_{i}\right)}{\left(1+\exp \left(\mu_{i}\right)\right)^{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|}},
$$

where $t \in\left\{0, \ldots,\left|\boldsymbol{G}_{\boldsymbol{i}}\right|\right\}$. Notice that the binomial is defined over $\left|\boldsymbol{G}_{\boldsymbol{i}}\right|+1$ points as opposed to the conventional proposal which would have been defined over $2^{\left|\boldsymbol{G}_{\boldsymbol{i}}\right|}$ points.

### 5.3 Experiments

We evaluated the performance of our quantized approach on inference tasks using several publicly available benchmark datasets from the UAI 2008 probabilistic inference competition repository (http://graphmod.ics.uci.edu/uai08). All experiments were performed on quad-core Intel i7 based machines with 16GB of RAM running Ubuntu.

We compared our proposed approximate inference method based on slice importance sampling (denoted TW) to MC-SAT (Poon and Domingos, 2006) in the Alchemy system (Kok et al. 2006) and Gibbs sampling for inference in Bayesian networks. Each algorithm was run for 500 seconds and then evaluated by computing the average Hellinger distance (Kokolakis and Nanopoulos, 2001) between the single-variable marginals obtained by each algorithm and marginals obtained by an exact solver. The Hellinger distance between two probability distributions $P=\left(p_{1}, p_{2}, \ldots, p_{m}\right)$ and $Q=\left(q_{1}, q_{2}, \ldots, q_{m}\right)$ is defined as $h(P, Q)=(1 / \sqrt{2}) \sqrt{\sum_{i=1}^{m} \sqrt{p_{i}}-\sqrt{q_{i}}}$. The results were averaged over 10 runs of each algorithm


Figure 5.1. Average Hellinger distance between the exact and the approximate one-variable marginals plotted as a function of $k$ level of quantization for MS MLE (MC-SAT MLE), MS RL (MC-SAT Relearned), TW MLE (Tied Weight MLE), TW RL (Tied Weight Relearned), GIBBS MLE (Gibbs MLE), and GIBBS RL (Gibbs Relearned). Result for each of the network types (noisy-or, relational, and grid) are shown.
using the MLE as well as parameters that were relearned (RL) after quantization. Figure 5.1 (a) to (c) shows our experimental results on each the three types of networks (noisy-or, relational, and grid).

The average Hellinger distances are consistently similar between MC-SAT and our method across the three network types when no parameters are tied (the MLE case). This is expected as MC-SAT is a special case of our algorithm. However, with the relearned parameters, our algorithm significantly outperforms both MC-SAT and Gibbs sampling on the students
and grid networks. This shows that even though the test-set log likelihood of the MLE solution and the parameter tied models are roughly the same, at prediction time (estimating marginals), models having tied parameters outperform untied models provided methods such as TW that explicitly exploit the tied parameters are used.

One explanation for the poor performance of MC-SAT on parameter tied models is that MC-SAT is based on local search with a strong bias towards features that have high weights. Thus, without the ability to make large moves, MC-SAT is not able to efficiently traverse through the state space. Analogously, MCMC techniques such as Gibbs sampling, can also become trapped within a local region and may require a large number of samples to escape. Since our algorithm systematically partitions the overall state-space through the tied weight structure, it is able to move across the various regions more easily.

### 5.4 Discussion

We introduced a new slice importance sampling technique that exploits the symmetry resulting from the parameter tied model. Specifically, better proposal distributions can be constructed over the groups of tied parameters (features). In addition, with slice sampling, the algorithm explores the sample space more effectively. Experimentally, our sampling algorithm outperforms comparable algorithms, such as MC-SAT and Gibbs sampling, when there are tied parameters in the model.

## CHAPTER 6

## DISSOCIATION-BASED BOUNDING ALGORITHMS

### 6.1 Introduction

It is well known that probabilistic inference in GM can be reduced to weighted model counting (WMC) (Chavira and Darwiche, 2008). The reduction has two main components. The first component is to encode the GM as a propositional knowledge base. The second component is to leverage state-of-the-art propositional model counters to develop a WMC-based algorithm for solving the desired inference task. However, a major drawback of the aforementioned methods is that they are computationally intractable for most real-world problems. Therefore, developing fast, scalable approximate schemes is a subject of fundamental interest.

In this chapter, we focus on developing a novel bounding algorithm for the WMC problem. Specifically, we extend the work of Gatterbauer and Suciu Gatterbauer and Suciu, 2014, 2017), which is applicable to only monotone SAT formulas, to the task of WMC for arbitrary (non-monotone) formulas. Our method is related to the class of bounded complexity inference schemes such as mini-buckets (MB) and their extensions (Choi et al., 2007, Liu, 2014). MB relaxes the original problem by decomposing it into local subproblems (by splitting/dissociating nodes) that are then solved exactly.

We make the following contributions. First, we analyze the idea of dissociation based oblivious bounds (Gatterbauer and Suciu, 2014) using the framework of WMC and extend it to the general non-monotone case. Second, we take advantage of logical structure and derive a novel set of inequalities for bounding methods that dissociate until the formula has a tree structure (namely the $i$-bound in MB is equal to 1 ). Third, we theoretically compare the idea of dissociation with MB and show that MB bounds are a special case of our bounds and can be quite inferior. Lastly, we empirically demonstrate that dissociation based bounds are more accurate than MB on several synthetic and real-world datasets.

### 6.1.1 Weighted Model Counting Problem

Given a propositional formula $F$, a satisfying assignment or model of $F$ is a truth assignment to all variables in $F$ such that $F$ evaluates to true $(\widetilde{\mathbf{x}} \models F)$. As mentioned in Chapter 2 , the problem of determining if there exists a satisfying assignment $\widetilde{\mathbf{x}}$ for $F$ is called the Boolean satisfiability problem or SAT. Propositional model counting or \#SAT is the task of computing the number of models of $F$.

The weighted model counting (WMC) problem (Chavira and Darwiche, 2008; Sang et al., 2005) extends model counting by associating the following probability distribution (weight function) $\phi_{i}$ to each propositional variable $X_{i}$.

$$
\phi_{i}\left(X_{i}\right)= \begin{cases}p_{i} & \text { if } X_{i} \text { evaluates to } 1 \\ \overline{p_{i}} & \text { otherwise }\end{cases}
$$

where $p_{i} \in[0,1]$ and $\bar{p}_{i} \triangleq 1-\left.p_{i}\right|_{-} ^{1}$ The functions $\phi_{i}$ yield a weighted representation $\mathcal{F}$ of the CNF $F$ and is called WCNF. Formally, $\mathcal{F}$ is a triple $\langle\boldsymbol{X}, \Phi, \mathbf{C}\rangle$, where $\boldsymbol{X}$ is a set of $n$ Boolean variables in $F, \Phi$ is a set of weight functions $\phi_{i}$ associated with each Boolean variable $X_{i} \in \boldsymbol{X}$ and $\mathbf{C}$ is a set of clauses of $F . \mathcal{F}$ represents the following probability distribution

$$
P_{\mathcal{F}}(\widetilde{\mathbf{x}})= \begin{cases}\frac{1}{Z_{\mathcal{F}}} \prod_{i=1}^{n} \phi_{i}\left(X_{i}=x_{i}\right) & \text { if } \widetilde{\mathbf{x}} \models F \\ 0 & \text { otherwise }\end{cases}
$$

where $Z_{\mathcal{F}}$ is the partition function, also referred to as the weighted model count (WMC) of $\mathcal{F}$, and is given by

$$
Z_{\mathcal{F}}=\sum_{(\widetilde{\mathbf{x}} \in \Omega \wedge \widetilde{\mathbf{x}} \models F)} \prod_{i=1}^{n} \phi_{i}\left(X_{i}=x_{i}\right) .
$$

When $p_{i}=1 / 2$ is assigned for all variables, then the product $2^{n} Z_{\mathcal{F}}$ equals the special case of (unweighted) model count of $F$.

[^6]Table 6.1. Clauses for w2CNF Encoding of a GM.

| $\left(\overline{X_{i}} \vee Y_{i, j, 1}\right)$ | $\left(\overline{X_{j}} \vee Y_{i, j, 1}\right)$ |
| :---: | :---: |
| $\left(\overline{X_{i}} \vee Y_{i, j, 2}\right)$ | $\left(X_{j} \vee Y_{i, j, 2}\right)$ |
| $\left(X_{i} \vee Y_{i, j, 3}\right)$ | $\left(\overline{X_{j}} \vee Y_{i, j, 3}\right)$ |
| $\left(X_{i} \vee Y_{i, j, 4}\right)$ | $\left(X_{j} \vee Y_{i, j, 4}\right)$ |

### 6.1.2 WCNF Encoding of a GM

We describe here a possible translation from GM to WCNF. For more details see Chavira and Darwiche, 2008; Gogate and Domingos, 2010, 2016). Since we focus on pairwise binary GMs, we can convert them to WCNFs in which each clause has at most two literals. We will refer to such WCNFs as W2CNF.

Encoding 1. Given a GM, we can construct an equivalent W2CNF as follows. We start with a W2CNF $\mathcal{F}$ defined over the variables $\boldsymbol{X}$ of the GM such that the set of clauses $\mathbf{C}$ of $\mathcal{F}$ is empty and $p_{X_{i}}=0.5$ for each variable $X_{i} \in \boldsymbol{X}$. Then, for each pairwise binary potential $\psi_{i, j}$ in the GM such that $\psi_{i j}: X_{i}=0, X_{j}=0 \rightarrow w_{i, j, 1}, \psi_{i j}: X_{i}=0, X_{j}=1 \rightarrow w_{i, j, 2}$, $\psi_{i j}: X_{i}=1, X_{j}=0 \rightarrow w_{i, j, 3}, \psi_{i j}: X_{i}=1, X_{j}=1 \rightarrow w_{i, j, 4}$, we add a variable for each weight to $\mathcal{F}$. We will denote the variables associated with $w_{i, j, 1}, w_{i, j, 2}, w_{i, j, 3}$ and $w_{i, j, 4}$ by $Y_{i, j, 1}, Y_{i, j, 2}$, $Y_{i, j, 3}$ and $Y_{i, j, 4}$ respectively. Utilizing these weight variables, we add the the clauses given in Table 6.1 to $\mathbf{C}$ for $k=1, \ldots, 4$. We also add the following probability distribution for each variable $Y_{i, j, k}$

$$
\phi\left(y_{i, j, k}\right)= \begin{cases}\frac{w_{i, j, k}-1}{w_{i, j, k}} & \text { if } y_{i, j, k} \text { is false or } 0 \\ \frac{1}{w_{i, j, k}} & \text { otherwise }\end{cases}
$$

Note that when $w_{i, j, k}<1, \phi\left(y_{i, j, k}\right)$ will be negative. To avoid this condition, we can easily rescale the potentials of the GM by multiplying them with an appropriate constant. Also,

| $X_{1}$ | $X_{2}$ | $\psi_{1,2}\left(X_{1}, X_{2}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | $\overline{p_{1}} p_{2}$ |
| 1 | 0 | $p_{1} \overline{p_{2}}$ |
| 1 | 1 | $p_{1} p_{2}$ |


| $X_{1}$ | $X_{3}$ | $\psi_{1,3}\left(X_{1}, X_{3}\right)$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | $p_{3}$ |
| 1 | 0 | $\overline{p_{3}}$ |
| 1 | 1 | $p_{3}$ |

Figure 6.1. Potentials for Example 6.2
zero weights can be handled by adding the corresponding negated assignment as a clause to C. For example, if $w_{i, j, 1}=0$, we add the clause $X_{i} \vee X_{j}$ to C. Using previous work Chavira and Darwiche, 2008; Gogate and Domingos, 2010), it is straight-forward to show that:

Proposition 6.1. W2CNF output by Encoding 1 represents the same probability distribution over $\boldsymbol{X}$ as the input GM.

### 6.1.3 Mini-bucket Elimination for w2CNF

We can utilize inference algorithms such as bucket or variable elimination to compute the weighted model count of a W2CNF. However, since the complexity of using such algorithms is in general exponential in the treewidth (or induced width), a more practical approach is to approximate the task by introducing relaxations techniques that control model complexity (i.e., the induced width given a fixed elimination order). Mini-bucket (MB) is one such approximate scheme that builds on bucket elimination (BE) for generating upper (or lower) bounds on the partition function or weighted model count. We will use the following running example to illustrate BE and MB for WMC.

Example 6.2. Consider the W2CNF $\mathcal{F}$ such that $\boldsymbol{X}=\left\{X_{1}, Y_{2}, Y_{3}\right\}, \mathbf{C}=\left\{\left(X_{1} \vee Y_{2}\right),\left(X_{1} \vee Y_{3}\right)\right\}$ and $\Phi=\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$. For simplicity we denote $\phi_{1}$ for $\phi_{1}\left(X_{1}\right)$, etc. We can convert the clauses and potentials of $\mathcal{F}$ to the two potentials shown in Figure 6.1 yielding a more convenient form for $B E$.

Without loss of generality, we assume the elimination ordering as $\left[X_{1}, Y_{2}, Y_{3}\right]$ (although it is clearly not optimal, it will help us illustrate the main ideas). BE begins by creating $|\boldsymbol{X}|$ number of buckets and groups the functions by placing each function involving some variable $X_{i}$ (or $Y_{i}$ in our example) in a bucket $\mathbf{B}_{X_{i}}$ according to the position of $X_{i}$ in the ordering. The resulting computation is $Z_{\mathcal{F}}^{\mathrm{BE}}=\sum_{Y_{3}} \sum_{Y_{2}} \sum_{X_{1}} \psi_{12} \psi_{13}$ where $\mathbf{B}_{X_{1}}=\left\{\psi_{12}, \psi_{13}\right\}$ is first processed by taking the product of the two potentials and summing out variable $X_{1}$. The resulting new potential $\psi_{23}^{\prime}$ is placed in bucket $\mathbf{B}_{Y_{2}}$ in which variable $Y_{2}$ is summed out. Summing out $Y_{3}$ from the subsequent function $\psi_{3}^{\prime}$ yields $Z_{\mathcal{F}}^{\mathrm{BE}}$.
$M B$ follows similarly. However, $M B$ partitions each bucket into two or more so called mini-buckets according to an input parameter called the $i$-bound, which defines the maximum number (i-bound +1 ) of variables in each mini-bucket. The mini-buckets are then processed independently. To obtain an upper bound, the sum-product operation is performed on one of the mini-buckets and the max-product for the remaining (min-product for lower bound). Using i-bound $=1, \mathbf{B}_{X_{1}}$ is split into two mini-buckets $\mathbf{B}_{X_{1}}^{\prime}=\left\{\psi_{12}\right\}$ and $\mathbf{B}_{X_{1}}^{\prime \prime}=\left\{\psi_{13}\right\}$. One possible resulting computation is

$$
\underbrace{\sum_{Y_{3} Y_{2}}\left(\sum_{X_{1}} \psi_{12}\right)\left(\min _{X_{1}} \psi_{13}\right)}_{Z_{\mathcal{F}}^{\mathrm{MB}(L)}} \leq \sum_{Y_{3}} \sum_{Y_{2}} \sum_{X_{1}} \psi_{12} \psi_{13} \leq \underbrace{\sum_{Y_{3} Y_{2}}\left(\sum_{X_{1}} \psi_{12}\right)\left(\max _{X_{1}} \psi_{13}\right)}_{Z_{\mathcal{F}}^{\mathrm{MB}(U)}},
$$

where the $M B$ upper bound on the partition function, $Z_{\mathcal{F}}^{\mathrm{MB}(U)}$, is computed by maxing out $X_{1}$ from $\psi_{13}$ independently from summing out $X_{1}$ from $\psi_{12}$. Summing out $Y_{2}$ and $Y_{3}$ from the resulting two new potentials, $\psi_{2}^{\prime}, \psi_{3}^{\prime}$, and taking their product gives the upper bound. The lower bound, $Z_{\mathcal{F}}^{\mathrm{MB}(L)}$, is computed similarly using min instead of max.

MB is a fast and simple algorithm for computing upper (or lower) bounds. The resulting complexity of inference is exponential in the $i$-bound. Lower $i$-bound values translates to simpler models and provides the trade-off between complexity and accuracy.

Next, we present the idea of dissociation based oblivious bounds for the case of monotone W2CNF and extend it to the non-monotone case by exploiting logical structure in Section 6.3 . As mentioned earlier, in this dissertation, we focus on the case where variables are dissociated until the resulting formula is a tree. In other words, our scheme is comparable to the case when the $i$-bound in MB equals 1.

### 6.2 Dissociation

Our task is to compute the WMC $Z_{\mathcal{F}}$ of a given WCNF $\mathcal{F}$. Since the problem is computationally intractable in general (e.g., high treewidth), approximate methods are required. In this dissertation we use a bounded inference approach, where we approximate the original $\mathcal{F}$ with $\mathcal{F}^{\prime}$ from which the upper (or lower) bounds on $Z_{\mathcal{F}}$ can be computed efficiently. We build upon (Gatterbauer and Suciu, 2014, 2017) which presents a bounding scheme called dissociation that can be applied to WMC. The derived bounds are oblivious to the set of weight functions $\phi_{i}$, i.e. they can be calculated by only observing a limited subset of clauses. However, these bounds only apply to monotone formulas, whereas we are interested in extending the underlying ideas to more general non-monotone formulas (Section 6.3). Here, we first give a general intuition of prior results followed by the formal definition and then present optimal oblivious bounds for monotone formulas.

At a high level, dissociation is the process of replacing an existing variable $X_{i}$ in $\mathcal{F}$ with new variables $X_{i ; 1}, \ldots, X_{i ; d}$ and assigning them new probability distributions. The technique is closely related to variable or node splitting (Choi et al. 2007) in which the new variables are referred to as clones. The partitioning of mini-buckets can also be classified under the general notion of variable splitting.

By creating new variables, we are implicitly ignoring (or relaxing) a set of equality constraints (Choi and Darwiche, 2009). However, we can recover the set by defining and incorporating the function $\varphi\left(X_{i ; 1}=x_{i ; 1}, \ldots, X_{i ; n}=x_{i ; d}\right)$ which evaluates to 1 iff $x_{i ; 1}=\ldots=x_{i ; d}$,
and 0 otherwise, for the $d$ copies $X_{i ; j}, j \in[d]$ of variable $X_{i}$, and $x_{i ; j}$ being the corresponding truth assignment. We can also incorporate equivalence clauses for each new pair of variables into a formula with the new clauses. For example, consider the formula $F=\left(X_{1} \vee Y_{1}\right)\left(X_{1} \vee Y_{2}\right)$. We can create the equivalent formula $F^{\prime}=\left(X_{1 ; 1} \vee Y_{1}\right)\left(X_{1 ; 2} \vee Y_{2}\right)\left(X_{1 ; 1} \Leftrightarrow X_{1 ; 2}\right)$ using copies of $X_{1}$ for the unweighted model counting case. We see two issues arising. First, for general 2-CNF formulas, we will require $d-1$ equality constraints (equivalence $(\Leftrightarrow)$ formulas). Second, it is not immediately clear on how to integrate the weight functions so that weighted model counts can be computed using this scheme.

Dissociation expands on the notion of variable duplication and provides an algebraic framework to analyze and approximate the aforementioned set of equality constraints. The result is a novel class of inequalities to construct upper (or lower) bounds on the WMC. We first give the formal definition of dissociation for W2CNF.

Definition 6.3. (Dissociation). Let $\mathcal{F}=\langle\boldsymbol{X}, \Phi, \mathbf{C}\rangle$. Select a variable $X_{i} \in \boldsymbol{X}$ and let $C\left(X_{i}\right) \subseteq \mathbf{C}$ be the subset of all clauses that involve variable $X_{i}$. We say $\mathcal{F}^{\prime}=\left\langle\boldsymbol{X}^{\prime}, \Phi^{\prime}, \mathbf{C}^{\prime}\right\rangle$ is a dissociation of $\mathcal{F}$ on $X_{i}$ iff

- $\boldsymbol{X}^{\prime}=\boldsymbol{X} \backslash X_{i} \cup X_{i ; 1} \cup \cdots \cup X_{i ; d}$ with $d \leq\left|C\left(X_{i}\right)\right|$,
- $\Phi^{\prime}=\Phi \backslash \phi_{i} \cup \phi_{i ; 1} \cup \cdots \cup \phi_{i ; d}$, and
- $\mathbf{C}^{\prime}\left[\theta_{X_{i}}\left(\boldsymbol{X}^{\prime}\right)\right]=\mathbf{C}[\boldsymbol{X}]$ with $\theta_{X_{i}}$ being the substitution $\theta_{X_{i}}\left[\left\{\left(X_{i ; j} / X_{i}\right), j \in[d]\right\}\right]$.

We say a dissociation is full if $d=\left|C\left(X_{i}\right)\right|$.
Example 6.4. (Dissociation). Consider $\mathcal{F}$ from Example 6.2. Dissociating $X_{1}$ results in adding two new variables, $\boldsymbol{X}^{\prime}=\boldsymbol{X} \backslash X_{1} \cup X_{1 ; 1} \cup X_{1 ; 2}$, and two new associated weight functions $\Phi^{\prime}=\Phi \backslash \phi_{1} \cup \phi_{1 ; 1} \cup \phi_{1 ; 2}$. Applying the substitution $\theta_{X_{1}}\left[\left(X_{1 ; 1} / X_{1}\right),\left(X_{1 ; 2} / X_{1}\right)\right]$ on $C\left(X_{i}\right)$ results in $\mathbf{C}^{\prime}=\mathbf{C} \backslash C\left(X_{i}\right) \cup\left(X_{1 ; 1} \vee Y_{2}\right) \cup\left(X_{1 ; 2} \vee Y_{3}\right)$.

Table 6.2. Dissociation valuation analysis for Example 6.5. * denotes the don't care condition.

| $Y_{2}$ | $Y_{3}$ | $X_{1}$ | $X_{1 ; 1}$ | $X_{1 ; 2}$ | $\phi_{1}$ | $\phi_{1 ; 1}, \phi_{1 ; 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 1 | $p_{1}$ | $p_{1 ; 1} p_{1 ; 2}$ |
| 0 | 1 | 1 | 1 | $*$ | $p_{1}$ | $p_{1 ; 1}$ |
| 1 | 0 | 1 | $*$ | 1 | $p_{1}$ | $p_{1 ; 2}$ |
| 1 | 1 | $*$ | $*$ | $*$ | 1 | 1 |

Once we have defined the new weight functions (for dissociated variables), the question we are interested in is how to parameterize the new functions in order to obtain guaranteed upper (or lower) bounds. In particular, we are interested in oblivious bounds, i.e. when the new probabilities are chosen independently of the probabilities of all other variables. We achieve that by considering all possible valuations (or truth assignments) of the non-dissociated variables, The assignments give rise to a set of inequalities which are then evaluated to develop necessary and sufficient conditions for upper (or lower) bounds. We next illustrate with an example.

Example 6.5. (Oblivious bounds). Consider the two sets of clauses, $\left\{\left(X_{1} \vee Y_{2}\right),\left(X_{1} \vee Y_{3}\right)\right\}$ and $\left\{\left(X_{1 ; 1} \vee Y_{2}\right),\left(X_{1 ; 2} \vee Y_{3}\right)\right\}$ from Example 6.2 and Example 6.4. We analyze the $2^{2}=4$ possible truth assignments to the non-dissociated variables $Y_{2}$ and $Y_{3}$. Table 6.2 shows each possible valuation of $Y_{2}$ and $Y_{3}$ and the corresponding assignments to $X_{1}, X_{1 ; 1}$ and $X_{1 ; 2}$ required to satisfy the clauses. We also show the weights (probabilities) of the original (column $\phi_{1}$ ) and dissociated formulas (column $\phi_{1 ; 1} \phi_{1 ; 2}$ ).

For example, consider the assignment, $Y_{2}=0 \wedge Y_{3}=1$ : The assignment $X_{1}=1$ is required to satisfy $\mathcal{F}$, resulting in the term $p_{1} \overline{p_{2}} p_{3}$. The assignments $\left(X_{1 ; 1}=1 \wedge X_{1 ; 2}=0\right)$ or ( $X_{1 ; 1}=1 \wedge$ $X_{1 ; 2}=1$ ) are required to satisfy $\mathcal{F}^{\prime}$, i.e. $X_{1 ; 2}$ can take any assignment $(*)$, resulting in the term $p_{1 ; 1} \overline{p_{2}} p_{3}$. Utilizing the two terms, simplifying by removing the common terms ( $\overline{p_{2}} p_{3}$ ) and assuming that we are interested in computing lower bounds, we create the inequality $p_{1} \geq p_{1 ; 1}$. Repeating the same analysis for the three remaining cases results in the inequalities
$p_{1} \geq p_{1 ; 1} p_{1 ; 2}$ and $p_{1} \geq p_{1 ; 2}$. The last case $1 \geq 1$ is trivially satisfied. Combining the resulting inequalities, and doing a similar analysis for computing upper bounds (where we replace $\geq$ by $\leq)$ gives rise to the following conditions for oblivious (U)pper and (L)ower bounds:

- $U:\left(p_{1} \leq p_{1 ; 1} p_{1 ; 2}\right) \wedge\left(p_{1} \leq p_{1 ; 1}\right) \wedge\left(p_{1} \leq p_{1 ; 2}\right)$.
- L: $\left(p_{1} \geq p_{1 ; 1} p_{1 ; 2}\right) \wedge\left(p_{1} \geq p_{1 ; 1}\right) \wedge\left(p_{1} \geq p_{1 ; 2}\right)$.

Notice the valuation process creates $2^{\left|C\left(X_{i}\right)\right|}$ inequalities, one for each truth assignment. However, we can simplify the conditions by removing subsumed inequalities.

Definition 6.6. (Subsumed inequality). We say an inequality $I_{i}$ subsumes inequality $I_{j}$ $(i \neq j)$ iff $I_{i} \Rightarrow I_{j}$, i.e. satisfying $I_{i}$ also satisfies $I_{j}$.

Example 6.7. Consider the upper and lower bound conditions in Example 6.5. For the upper bound, clearly $p_{1} \leq p_{1 ; 1} p_{1 ; 2}$ subsumes the remaining inequalities since $\forall p_{1}, p_{1 ; 1}, p_{1 ; 2} \in[0,1]$ : $\left(p_{1} \leq p_{1 ; 1} p_{1 ; 2}\right) \Rightarrow\left(p_{1} \leq p_{1 ; 1}\right) \wedge\left(p_{1} \leq p_{1 ; 2}\right)$. For the lower bound, clearly $\left(p_{1} \geq p_{1 ; 1}\right) \wedge\left(p_{1} \geq p_{1 ; 2}\right)$ subsumes the remaining inequality since $\forall p_{1}, p_{1 ; 1}, p_{1 ; 2} \in[0,1]:\left(\left(p_{1} \geq p_{1 ; 1}\right) \wedge\left(p_{1} \geq p_{1 ; 2}\right)\right) \Rightarrow$ ( $p_{1} \geq p_{1 ; 1} p_{1 ; 2}$ ). Therefore, we can reduce the required conditions for the oblivious bounds to:

- $U: p_{1} \leq p_{1 ; 1} p_{1 ; 2}$.
- $L:\left(p_{1} \geq p_{1 ; 1}\right) \wedge\left(p_{1} \geq p_{1 ; 2}\right)$.

Following the preceding analysis, we can now state the conditions for oblivious bounds for monotone W2CNF.

Theorem 6.8. (Gatterbauer and Suciu, 2014) (Oblivious bounds for monotone W2CNF). Let $\mathcal{F}$ be a monotone W2CNF. Let $\mathcal{F}^{\prime}$ be the result of applying a series of dissociation steps on $\mathcal{F}$. For every set of weight functions defined for a dissociate variable, namely $X_{i ; 1}, \ldots, X_{i ; d}$ and $\left\{\phi_{i ; 1}, \ldots, \phi_{i ; d}\right\}$ with $d>1$, we have the following oblivious bounds:

- $U: \prod_{j=1}^{d} p_{i, j} \geq p_{i}$.
- $L: \forall j: p_{i, j} \leq p_{i}$.

Optimal oblivious bounds are defined as those that are not dominated, i.e. they cannot be improved without knowledge of the probabilities of all other variables. They are obtained by replacing inequality with equality. Notice that optimal oblivious lower bounds are uniquely defined, $\forall j: p_{i ; j}=p_{i}$, whereas there are infinitely many optimal oblivious upper bounds, e.g. symmetric ones: $\forall j: p_{i ; j}=\sqrt[d]{p_{i}}$, and finding the best one requires access to all other probabilities (den Heuvel et al., 2018).

Note that optimal oblivious bounds are different from augmented mini-buckets (AMB) (Liu, 2014). For example, in AMB for computing upper bounds, the potential over each dissociated variable is initialized to $\phi_{i ; j}\left(X_{i ; j}=1\right)=\phi_{i}\left(X_{i}=1\right)^{1 / d}$ and $\phi_{i ; j}\left(X_{i ; j}=0\right)=\phi_{i}\left(X_{i}=0\right)^{1 / d}$ where we have $d$ dissociations. A better initialization would be $\phi_{i ; j}\left(X_{i ; j}=1\right)=\phi_{i}\left(X_{i}=1\right)^{1 / d}$, and $\phi_{i ; j}\left(X_{i ; j}=0\right)=1-\phi_{i}\left(X_{i ; j}=1\right)^{1 / d}$.

### 6.2.1 Comparison with Mini-bucket

We use Example 6.2 to analyze the base case bounds for monotone dissociation ( $X_{1}$ to $X_{1 ; 1}$ and $\left.X_{1 ; 2}\right)$ and compare it with MB $(i$-bound $=1)$.

Lower bound. Dissociation results in the partition function

$$
Z_{\mathcal{F}^{\prime}}^{\operatorname{DIS}(U)}=p_{2} p_{3}+p_{1 ; 1} \overline{p_{2}} p_{3}+p_{1 ; 2} p_{2} \overline{p_{3}}+p_{1 ; 1} p_{1 ; 2} \overline{p_{2} p_{3}} .
$$

The two possible partition functions according to MB are:

1. $\sum_{X_{1}} \psi_{1} \min _{X_{1}} \psi_{2} \Rightarrow Z_{\mathcal{F}}^{\mathrm{MB}(L 1)}=p_{2} p_{3}+p_{1} \overline{p_{2}} p_{3} ;$
2. $\min _{X_{1}} \psi_{1} \sum_{X_{1}} \psi_{2} \Rightarrow Z_{\mathcal{F}}^{\operatorname{MB}(L 2)}=p_{2} \min \left(\overline{p_{1}}, p_{1}\right)\left(1+p_{3}\right)$.

Clearly, $Z_{\mathcal{F}^{\prime}}^{\operatorname{DIS}(L)} \geq Z_{\mathcal{F}}^{\mathrm{MB}(L)} \forall p_{1}, p_{1 ; 1}, p_{1 ; 2}, p_{2}, p_{3} \in[0,1]$.

Upper bound. Notice there exist an infinite number of settings to $p_{1 ; 1}$ and $p_{1 ; 2}$ that satisfy $p_{1 ; 1} p_{1 ; 2}=p_{1}$ under dissociation. We analyze two possible cases.

1. $\left(p_{1 ; 1}=p_{1}\right) \wedge\left(p_{1 ; 2}=1\right) \Rightarrow Z_{\mathcal{F}^{\prime}}^{\operatorname{DIS}(U 1)}=p_{1 ; 1}+\overline{p_{1 ; 1}} p_{2} ;$
2. $\left(p_{1 ; 2}=p_{1}\right) \wedge\left(p_{1 ; 1}=1\right) \Rightarrow Z_{\mathcal{F}^{\prime}}^{\operatorname{DIS}(U 2)}=p_{1 ; 2}+\overline{p_{1 ; 2}} p_{3}$.

The two possible partition functions according to MB are:

1. $\sum_{X_{1}} \psi_{1} \max _{X_{1}} \psi_{2} \Rightarrow Z_{\mathcal{F}}^{\mathrm{MB}(U 1)}=p_{1}+\overline{p_{1}} p_{1}$;
2. $\max _{X_{1}} \psi_{1} \sum_{X_{1}} \psi_{2} \Rightarrow Z_{\mathcal{F}}^{\mathrm{MB}(U 2)}=\left(1+p_{3}\right)\left(p_{2} \max \left(\overline{p_{1}}, p_{1}\right)+p_{1} \overline{p_{1}}\right)$.

We first observe the bounds are equivalent between dissociation and MB in setting (1) and also for (2) if the functions are unweighted (e.g., $\forall i p_{i}=1 / 2$ ). However, note there exist more degrees of freedom (solutions) for dissociation, and this example simply demonstrates one such setting for which we observe equivalency under certain conditions.

### 6.3 Dissociation for Non-monotone Formulas

In this section, we extend dissociation bounds from the monotone case to arbitrary nonmonotone W2CNFs. Unlike monotone W2CNFs, we can apply logical inference techniques such as resolution and unit propagation to reduce non-monotone W2CNFs which in turn may improve our dissociation-based bounds. Moreover, logical propagation can be applied as a preprocessing step before dissociating a variable $X_{i}$.

### 6.3.1 Preprocessing

We say that a W2CNF $\mathcal{F}$ is minimal if the following steps are applied to its set of clauses $\mathbf{C}$ until convergence.

1. (Binary) Resolution: If $\mathbf{C}$ contains two clauses of the form $L_{i} \vee L_{j}$ and $\bar{L}_{i} \vee L_{k}$, where $L_{i}, L_{j}$ and $L_{k}$ are literals of variables $X_{i}, X_{j}$ and $X_{k}$ respectively, we add the clause $L_{j} \vee L_{k}$ to $\mathbf{C}$.
2. Unit Resolution: If $\mathbf{C}$ contains two clauses of the form $L_{i} \vee L_{j}$ and $\bar{L}_{i} \vee L_{j}$, where $L_{i}$ and $L_{j}$ are literals of variables $X_{i}$ and $X_{j}$ respectively, we add the unit clause $L_{j}$ to $\mathbf{C}$.
3. Clause Deletion and Reduction: If $\mathbf{C}$ contains a unit clause $L_{i}$ where $L_{i}$ is a literal of $X_{i}$ then we delete all clauses of the form $L_{i} \vee L_{j}$ and remove $\bar{L}_{i}$ from all clauses that mention $\bar{L}_{i}$. If $\mathbf{C}$ contains both unit clauses $L_{i}$ and $\overline{L_{i}}, \mathbf{C}$ is inconsistent and we return a lower/upper bound of $0 .{ }^{2}$

Example 6.9 (Minimal formula). Consider $\mathbf{C}=\left\{\left(X_{1} \vee \overline{X_{2}}\right),\left(X_{1} \vee X_{2}\right),\left(\overline{X_{2}} \vee Y_{4}\right),\left(X_{1} \vee\right.\right.$ $\left.\left.X_{3}\right),\left(X_{3} \vee X_{5}\right)\right\} . \mathrm{C}$ is not minimal and we can make it minimal using the aforementioned steps. After applying Unit Resolution on the first two clauses, we get $\mathbf{C}=\left\{\left(X_{1}\right),\left(X_{1} \vee\right.\right.$ $\left.\left.\overline{X_{2}}\right),\left(X_{1} \vee X_{2}\right),\left(\overline{X_{2}} \vee Y_{4}\right),\left(X_{1} \vee X_{3}\right),\left(X_{3} \vee X_{5}\right)\right\}$. After applying Clause deletion and Reduction, we get $\mathbf{C}=\left\{\left(X_{1}\right),\left(\overline{X_{2}} \vee Y_{4}\right),\left(X_{3} \vee X_{5}\right)\right\}$, which is minimal.

### 6.3.2 Types of Non-Monotone Formulas

In the sequel, we assume that the input $\mathrm{W} 2 \mathrm{CNF} \mathcal{F}$ to our algorithm is minimal. To formulate oblivious bounds for non-monotone W 2 CNF , we first establish a canonical representation that helps us take advantage of symmetry and reduces the number of cases (inequalities) we need to consider for our proposed oblivious bounds. Specifically, given a candidate dissociation variable $X_{i}$, we convert the set of clauses $\mathbf{C}$ into a canonical representation:

Definition 6.10 (Canonical representation). We say that $\mathcal{F}$ is canonical w.r.t. a variable $X_{i}$ if $\mathcal{F}$ is minimal and all clauses in $C\left(X_{i}\right)$ satisfy the following two properties:

[^7]1. If a variable $Y_{j}$ appears only once in $C\left(X_{i}\right)$ then it only appears positively, i.e. it appears in clauses of the form $X_{i} \vee Y_{j}$ or $\bar{X}_{i} \vee Y_{j}$ (but not of the form $X_{i} \vee \bar{Y}_{j}$ or $\bar{X}_{i} \vee \bar{Y}_{j}$ ).
2. If a variable $Y_{j}$ appears twice in $C\left(X_{i}\right)$, then it appears in the following two clauses $X_{i} \vee Y_{j}$ and $\bar{X}_{i} \vee \bar{Y}_{j}$ (but not in the clauses $\bar{X}_{i} \vee Y_{j}$ and $X_{i} \vee \bar{Y}_{j}$ ).

Note that since $\mathcal{F}$ is minimal, $Y_{j}$ cannot appear more than twice in $C\left(X_{i}\right)$, nor twice with the same sign. If $C\left(X_{i}\right)$ is not in canonical form, we can easily make it canonical by using the following procedure:

- If $Y_{j}$ violates either condition (1) or (2) in definition 6.10, then replace $Y_{j}$ by a new variable $Y_{k}$ in all clauses of $\mathcal{F}$ (where $Y_{j}$ appears) such that $Y_{k}=\bar{Y}_{j}$, and set $\phi\left(Y_{k}\right)=\phi\left(\overline{Y_{j}}\right)$ and $\phi\left(\overline{Y_{k}}\right)=\phi\left(Y_{j}\right)$.

Example 6.11 (Canonical representation). Consider $\boldsymbol{C}=\left\{\left(X_{1} \vee \overline{Y_{2}}\right),\left(\overline{X_{1}} \vee Y_{2}\right),\left(X_{1} \vee \overline{Y_{3}}\right)\right\}$. $\mathbf{C}$ is not in canonical form w.r.t. $X_{1}$ because $Y_{2}$ and $Y_{3}$ violate the second and first property respectively in definition 6.10. To convert it to canonical form, set $Y_{4}=\bar{Y}_{2}, Y_{5}=\bar{Y}_{3}$, $\phi\left(Y_{4}\right)=\phi\left(\overline{Y_{2}}\right), \phi\left(\overline{Y_{4}}\right)=\phi\left(Y_{2}\right), \phi\left(Y_{5}\right)=\phi\left(\overline{Y_{3}}\right)$ and $\phi\left(\overline{Y_{5}}\right)=\phi\left(Y_{3}\right)$. Thus, the canonical representation of $\mathbf{C}$ is the set $\left\{\left(X_{1} \vee Y_{4}\right),\left(\overline{X_{1}} \vee \overline{Y_{4}}\right),\left(X_{1} \vee Y_{5}\right)\right\}$.

We call variables $Y_{j}$ which appear only once in $C\left(X_{i}\right)$ single-occurrence neighbors of $X_{i}$ and those which appear twice two-occurrence neighbors.

### 6.3.3 Characterizing Oblivious Bounds

We now derive oblivious bounds based on whether $C\left(X_{i}\right)$ has two-occurrence neighbors or not. In the following, let $\mathcal{F}$ denote a W 2 CNF that is canonical w.r.t. $X_{i}$ and let $\mathcal{F}^{\prime}$ be the result of applying a series of dissociation steps on $\mathcal{F}$. Let $Y_{j}$ be a single-occurrence neighbor of $X_{i}$. Let $S^{+}$and $S^{-}$denote the set of indices of the dissociated variables that appear in clauses $\left(X_{i} \vee Y_{j}\right)$ and $\left(\overline{X_{i}} \vee Y_{j}\right)$ respectively in $C\left(X_{i}\right)$. Let $Y_{k}$ be a two-occurrence neighbor
of $X_{i}$. Let $T^{+}$and $T^{-}$denote the set of indices of the dissociated variables in clauses $X_{i} \vee Y_{k}$ and $\bar{X}_{i} \vee \bar{Y}_{k}$ respectively in $C\left(X_{i}\right)$. (We use $S$ and $T$ to refer to "single-occurrence" and "two-occurrence" variables, respectively.)

Example 6.12 (Indices). Consider $\mathbf{C}=\left\{\left(X_{1} \vee Y_{5}\right),\left(X_{1} \vee Y_{8}\right),\left(\overline{X_{1}} \vee Y_{6}\right),\left(X_{1} \vee Y_{7}\right),\left(\overline{X_{1}} \vee\right.\right.$ $\left.\left.\overline{Y_{7}}\right),\left(X_{1} \vee Y_{9}\right),\left(\overline{X_{1}} \vee \overline{Y_{9}}\right)\right\}$. After applying dissociation on $X_{1}$, we get $C\left(X_{1}^{\prime}\right)=\left\{\left(X_{1 ; 1} \vee\right.\right.$ $\left.\left.Y_{5}\right),\left(X_{1 ; 2} \vee Y_{8}\right),\left(\overline{X_{1 ; 3}} \vee Y_{6}\right),\left(X_{1 ; 4} \vee Y_{7}\right),\left(\overline{X_{1 ; 5}} \vee \overline{Y_{7}}\right),\left(X_{1 ; 6} \vee Y_{9}\right),\left(\overline{X_{1 ; 7}} \vee \overline{Y_{9}}\right)\right\}$. Then $S^{+}=$ $\{1,2\}, S^{-}=\{3\}, T^{+}=\{4,6\}$, and $T^{-}=\{5,7\}$.

We next analyze the two possible non-monotone cases in Theorems 6.13 and 6.15. The first case is when $C\left(X_{i}\right)$ has only single-occurrence neighbors (but no two-occurrence neighbors). This generalizes the monotone case, in which only one type of single-occurrence variables are present. In particular, in the monotone case either clauses of the form $\left(X_{i} \vee Y_{j}\right)$ or $\left(\overline{X_{i}} \vee Y_{j}\right)$ are present but not both while in the non-monotone case both clauses can be present in $C\left(X_{i}\right)$. Note that bounds given in Theorem 6.8 are a special case of the bounds in Theorem 6.13 presented next.

Theorem 6.13. (Oblivious bounds for W2CNFs having only single-occurrence neighbors w.r.t. $X_{i}$ ). For a given variable $X_{i}$, if $\mathcal{F}$ contains only single-occurrence neighbors but no two-occurrence neighbors then we have the following oblivious bounds for $X_{i}$ :

- $U:\left(\prod_{j \in S^{+}} p_{i, j} \geq p_{i}\right) \wedge\left(\prod_{j \in S^{-}} \overline{p_{i ; j}} \geq \overline{p_{i}}\right)$
- L: Either of following two conditions hold:

$$
\begin{aligned}
& \text { 1. }\left(\forall j \in S^{+}: p_{i ; j} \leq p_{i}\right) \wedge\left(\forall j \in S^{-}: \overline{p_{i ; j}}=0\right) \\
& \text { 2. }\left(\forall j \in S^{-}: \overline{p_{i ; j}} \leq \overline{p_{i}}\right) \wedge\left(\forall j \in S^{+}: p_{i ; j}=0\right)
\end{aligned}
$$

Optimal oblivious bounds are obtained by replacing inequality with equality in the bound conditions.

Proof. Let $\mathcal{F}$ be a w2CNF that is minimal and in canonical form. Moreover, for a given $X_{i}$, let $\mathcal{F}$ contain at least one two-occurrence neighbor.

- Case: $X_{i}=*$

Non-dissociate: Let $Y$ be the set of single-occurrence neighbors of the non-dissociated variable $X_{i}$ such that $|Y|>1$. If $\forall Y_{k} \in Y, Y_{k}=1$, then $C\left(X_{i}\right)$ is a tautology. The result is that $C\left(X_{i}\right)$ is satisfied regardless of the assignment to $X_{i}$. Therefore, we have the term

$$
p_{i} \prod_{Y_{k} \in Y} p_{k}+\overline{p_{i}} \prod_{Y_{k} \in Y} p_{k}=\left(p_{i}+\overline{p_{i}}\right) \prod_{Y_{k} \in Y} p_{k}=\prod_{Y_{k} \in Y} p_{k} .
$$

Dissociate: Let $Y$ be the set of single-occurrence neighbors of the dissociated variable $X_{i}^{\prime}$. If $\forall Y_{k} \in Y, Y_{k}=1$, then $C\left(X_{i}^{\prime}\right)$ is a tautology. The result is that $C\left(X_{i}^{\prime}\right)$ is satisfied regardless of the assignment to $X_{i ; j}, \forall j$. Therefore, we have the term

$$
\prod_{Y_{k} \in Y} p_{k} \prod_{j=1}^{\left|C\left(X_{i}\right)\right|}\left(p_{i ; j}+\overline{p_{i ; j}}\right)=\prod_{Y_{k} \in Y} p_{k}
$$

The inequality condition for this case is trivially satisfied since

$$
\prod_{Y_{k} \in Y} p_{k} \lessgtr \prod_{Y_{k} \in Y} p_{k} \Rightarrow 1=1
$$

Without loss of generality (WLOG), since the parameters ( $\left.\forall Y_{k} \in Y: \prod p_{k}\right)$ for the singleoccurrence neighbors appears on both sides of the inequality, and therefore cancels out, we do not include it in the subsequent case analysis. Let $P=\left\{p_{i ; j}: j \in\left(S^{+} \cup S^{-}\right)\right\}$be the set of parameters corresponding to the dissociated variables $X_{i ; j}$. Then, for the remaining $2^{\left|C\left(X_{i}\right)\right|}-1$ assignments to the single-occurrence neighbors to consider, the number of possible combinations of $P$ is given as

$$
\begin{equation*}
\sum_{a=1}^{\left|C\left(X_{i}\right)\right|}\binom{\left|C\left(X_{i}\right)\right|}{a} \tag{6.1}
\end{equation*}
$$

Let $Y_{+}$be single-occurrence neighbors of the positive appearing non-dissociated variable $X_{i}$ and let $Y_{-}$be single-occurrence neighbors of the negative appearing non-dissociated variable $\overline{X_{i}}$.

- Case: $X_{i}=\perp$

Non-dissociate: If for some $Y_{j} \in Y_{+}$and $Y_{k} \in Y_{-}$such that $j \neq k$ and $Y_{j}=Y_{k}=0$, then $C\left(X_{i}\right)$ is unsatisfiable (i.e., contradiction). Therefore, we have the term 0.

Dissociate: From (6.1), let $P^{\prime}$ be the set of possible combinations of $P$ by setting $a=2$. Let $P^{\prime \prime}$ be the set of possible combinations of $P$ for $a=3$ to $a=\left|C\left(X_{i}\right)\right|$. We know $\forall b \in P^{\prime \prime}$, the corresponding term from non-dissociation is 0 because the number of don't care assignments to $X_{i ; j}, \forall j$ is less than 2. Then we only need to consider the conditions when $a=2$ because $\forall b \in P^{\prime}, b \subseteq P^{\prime \prime}$ and therefore satisfies the subsumed inequality definition. For $a=2$, let $P^{\prime \prime \prime}=\left(\forall j \in S^{+}: p_{i ; j}\right) \times\left(\forall j \in S^{-}: \overline{p_{i ; j}}\right)$ s.t. $P^{\prime \prime \prime} \subseteq P^{\prime}$. Setting either $p_{i ; j} \in P^{\prime \prime \prime}$ or $\overline{p_{i ; j}} \in P^{\prime \prime \prime}$ to 0 satisfies the case. Therefore, the lower bound condition for this case is

$$
\left(\forall j \in S^{-}: \overline{p_{i ; j}}=0\right) \vee\left(\forall j \in S^{+}: p_{i ; j}=0\right)
$$

Let $P^{\prime \prime \prime \prime}=\left(P^{\prime} \backslash P^{\prime \prime \prime}\right) \cup P$. Let $Y_{+}^{\prime}$ be single-occurrence neighbors of dissociated variable $X_{i, j}$ s.t. $j \in S^{+}$and let $Y_{-}^{\prime}$ be single-occurrence neighbors of dissociated variable $\overline{X_{i ; j}}$ s.t. $j \in S^{-}$. If $\forall Y_{j} \in Y^{+}$and $\forall Y_{k} \in Y^{-}$, set $Y_{j}=1, Y_{k}=1$. Then the associated clauses of the form $\left(\overline{X_{i}} \vee Y_{j}\right)\left(X_{i} \vee Y_{k}\right)$ are trivially satisfied (i.e., case: $\left.X_{i}=*\right)$. Similarly, if $\forall Y_{k} \in Y_{+}^{\prime}$ and $\forall Y_{l} \in Y_{-}^{\prime}$, set $Y_{k}=1, Y_{l}=1$. Then the associated clauses of the form $\left(\overline{X_{i ; j}} \vee Y_{k}\right)\left(X_{i ; j} \vee Y_{l}\right)$ are trivially satisfied (i.e., case: $X_{i}=*$ ).

## - Case: $X_{i}=1$

Non-dissociate: If $\forall Y_{j} \in Y_{+}$and $\forall Y_{k} \in Y_{-}$, set $Y_{j}=1, Y_{k}=0$, then the associated clauses of the form $\left(X_{i} \vee Y_{k}\right)$ are satisfied by setting $X_{i}=1$. Therefore, we have the term $p_{i}$.

Dissociate: If $\forall Y_{k} \in Y_{+}^{\prime}$, and $\forall Y_{l} \in Y_{-}^{\prime}$, set $Y_{k}=1, Y_{l}=0$, then the associated clauses
of the form $\left(X_{i ; j} \vee Y_{l}\right)$ are satisfied by setting $X_{i ; j}=1$. The resulting term is $p_{i ; j}$. We know $\forall b \in P^{\prime \prime \prime \prime}$ s.t. $p_{i ; j} \in b$, the corresponding term from non-dissociation is $p_{i}$. Then by the definition of subsumed inequality, the lower bound condition for this case is

$$
\forall j \in S^{+}: p_{i ; j} \leq p_{i}
$$

and the upper bound condition is

$$
\prod_{j \in S^{+}} p_{i ; j} \geq p_{i}
$$

- Case: $X_{i}=0$

Non-dissociate: If $\forall Y_{j} \in Y_{+}$and $\forall Y_{k} \in Y_{-}$, set $Y_{j}=0, Y_{k}=1$, then the associated clauses of the form $\left(\overline{X_{i}} \vee Y_{j}\right)$ are satisfied by setting $X_{i}=0$. Therefore, we have the term $\overline{p_{i}}$.

Dissociate: If $\forall Y_{k} \in Y_{+}^{\prime}$, and $\forall Y_{l} \in Y_{-}^{\prime}$, set $Y_{k}=0, Y_{l}=1$, then the associated clauses of the form ( $\overline{X_{i ; j}} \vee Y_{k}$ ) are satisfied by setting $X_{i ; j}=0$. The resulting term is $\overline{p_{i ; j}}$. We know $\forall b \in P^{\prime \prime \prime \prime}$ s.t. $\overline{p_{i ; j}} \in b$, the corresponding term from non-dissociation is $\overline{p_{i}}$. Then by the definition of subsumed inequality, the lower bound condition for this case is

$$
\forall j \in S^{-}: \overline{p_{i, j}} \leq \overline{p_{i}},
$$

and the upper bound condition is

$$
\prod_{j \in S^{-}} \overline{p_{i ; j}} \geq \overline{p_{i}}
$$

Combining the four cases gives the conditions for the oblivious bounds for $X_{i}$.

Example 6.14. Consider $C\left(X_{1}^{\prime}\right)=\left\{\left(X_{1 ; 1} \vee Y_{2}\right),\left(\overline{X_{1 ; 2}} \vee Y_{3}\right),\left(X_{1 ; 3} \vee Y_{4}\right),\left(\overline{X_{1 ; 4}} \vee Y_{5}\right)\right\}$. Theorem 6.13 gives the conditions for upper and lower oblivious bounds as:

Table 6.3. Dissociation for Example 6.14. $\perp$ denotes contradiction (i.e., formula cannot be satisfied). $*$ denotes the don't care condition.

| $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | $X_{1}$ | $X_{1 ; 1}$ | $X_{1 ; 2}$ | $X_{1 ; 3}$ | $X_{1 ; 4}$ | $\phi_{1}$ | $\phi_{1 ; 1}, \phi_{1 ; 2}, \phi_{1 ; 3}, \phi_{1 ; 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $\perp$ | 1 | 0 | 1 | 0 | 0 | $p_{1 ; 1} \overline{p_{1 ; 2}} p_{1 ; 3} \overline{p_{1 ; 4}}$ |
| 0 | 0 | 0 | 1 | $\perp$ | 1 | 0 | 1 | $*$ | 0 | $p_{1 ; 1} \overline{p_{1 ; 2} p_{1 ; 3}}$ |
| 0 | 0 | 1 | 0 | $\perp$ | 1 | 0 | $*$ | 0 | 0 | $p_{1 ; 1} \overline{p_{1 ; 2}} \overline{p_{1 ; 4}}$ |
| 0 | 0 | 1 | 1 | $\perp$ | 1 | 0 | $*$ | $*$ | 0 | $p_{1 ; 1} \overline{p_{1 ; 2}}$ |
| 0 | 1 | 0 | 0 | $\perp$ | 1 | $*$ | 1 | 0 | 0 | $p_{1 ; 1} p_{1 ; 3} \overline{p_{1 ; 4}}$ |
| 0 | 1 | 0 | 1 | 1 | 1 | $*$ | 1 | $*$ | $p_{1}$ | $p_{1 ; 1} p_{1 ; 3}$ |
| 0 | 1 | 1 | 0 | $\perp$ | 1 | $*$ | $*$ | 0 | 0 | $p_{1 ; 1} \overline{p_{1 ; 4}}$ |
| 0 | 1 | 1 | 1 | 1 | 1 | $*$ | $*$ | $*$ | $p_{1}$ | $p_{1 ; 1}$ |
| 1 | 0 | 0 | 0 | $\perp$ | $*$ | 0 | 1 | 0 | 0 | $\overline{p_{1 ; 2}} p_{1 ; 3} \overline{p_{1 ; 4}}$ |
| 1 | 0 | 0 | 1 | $\perp$ | $*$ | 0 | 1 | $*$ | 0 | $\overline{p_{1 ; 2}} p_{1 ; 3}$ |
| 1 | 0 | 1 | 0 | 0 | $*$ | 0 | $*$ | 0 | $\overline{p_{1}}$ | $\overline{p_{1 ; 2}} \overline{p_{1 ; 4}}$ |
| 1 | 0 | 1 | 1 | 0 | $*$ | 0 | $*$ | $*$ | $\overline{p_{1}}$ | $\overline{p_{1 ; 2}}$ |
| 1 | 1 | 0 | 0 | $\perp$ | $*$ | $*$ | 1 | 0 | 0 | $p_{1 ; 3} \overline{p_{1 ; 4}}$ |
| 1 | 1 | 0 | 1 | 1 | $*$ | $*$ | 1 | $*$ | $p_{1}$ | $p_{1 ; 3}$ |
| 1 | 1 | 1 | 0 | 0 | $*$ | $*$ | $*$ | 0 | $\overline{p_{1}}$ | $\overline{p_{1 ; 4}}$ |
| 1 | 1 | 1 | 1 | $*$ | $*$ | $*$ | $*$ | $*$ | 1 | 1 |

- $U:\left(p_{1 ; 1} p_{1 ; 3} \geq p_{1}\right) \wedge\left(\overline{p_{1 ; 2}} \overline{p_{1 ; 4}} \geq \overline{p_{1}}\right)$.
- L: Either of following two conditions hold:

1. $\left(p_{1 ; 1} \leq p_{1}\right) \wedge\left(p_{1 ; 3} \leq p_{1}\right) \wedge\left(\overline{p_{1 ; 2}}=\overline{p_{1 ; 4}}=0\right)$
2. $\left(\overline{p_{1 ; 2}} \leq \overline{p_{1}}\right) \wedge\left(\overline{p_{1 ; 4}} \leq \overline{p_{1}}\right) \wedge\left(p_{1 ; 1}=p_{1 ; 3}=0\right)$

The valuation analysis is shown in Table 6.3.

Our second non-monotone case is when $\mathcal{F}$ has at least one two-occurrence neighbor. Intuitively, dissociated variables which form clauses with two-occurrence neighbors are more constrained than those that appear with single-occurrence neighbors. Thus, there are more constraints on probabilities associated with two-occurrence neighbors (indexed by $T^{+}$and
$T^{-}$) than those associated with single-occurrence neighbors (indexed by $S^{+}$and $S^{-}$); see conditions 1. and 2. in Theorem 6.15,

Theorem 6.15. (Oblivious bounds for W2CNFs having two-occurrence neighbors w.r.t. $X_{i}$ ). For a given variable $X_{i}$, if $\mathcal{F}$ contains at least one two-occurrence neighbor then we have the following oblivious bounds for $X_{i}$ :

- $U:\left(\prod_{j \in\left(S^{+} \cup T^{+}\right)} p_{i ; j} \geq p_{i}\right) \wedge\left(\prod_{j \in\left(S^{-} \cup T^{-}\right)} \overline{p_{i ; j}} \geq \overline{p_{i}}\right)$
- L: Either of following three conditions hold:

1. $\left(\prod_{j \in T^{+}} p_{i, j} \leq p_{i}\right) \wedge\left(\forall j \in\left(S^{-} \cup T^{-}\right): \overline{p_{i, j}}=0\right)$
2. $\left(\prod_{j \in T^{-}} \overline{p_{i, j}} \leq \overline{p_{i}}\right) \wedge\left(\forall j \in\left(S^{+} \cup T^{+}\right): p_{i ; j}=0\right)$
3. If $\left|T^{+}\right|=\left|T^{-}\right|=1$ and $T^{+}=\{a\} \wedge T^{-}=\{b\}$ :

$$
\left(p_{i ; a} \leq p_{i}\right) \wedge\left(\forall j \in S^{-}: \overline{p_{i ; j}}=0\right) \wedge\left(\overline{p_{i ; b}} \leq \overline{p_{i}}\right) \wedge\left(\forall j \in S^{+}: p_{i ; j}=0\right)
$$

Optimal oblivious bounds are obtained by replacing inequality with equality in the bound conditions.

Proof. Let $\mathcal{F}$ be a W2CNF that is minimal and in canonical form. Moreover, for a given $X_{i}$, let $\mathcal{F}$ contain at least one two-occurrence neighbor. Similar to the proof of Theorem 6.13. WLOG, the parameters for the non-dissociated variables cancels out and thus are not included in the case analysis.

- Case: $X_{i}=\perp$

Let $\left|T^{-}\right| \geq 1$ and $\left|T^{+}\right| \geq 1$.

Let $\left|S^{-}\right|>0$.

## Non-dissociate:

Let $Y_{l}$ be a single-occurrence neighbor appearing with negative non-dissociated variable $\bar{X}_{i}$ and $Y_{j}$ be a two-occurrence neighbor appearing with positive non-dissociated variable $X_{i}$ in clauses of the form $\left(X_{i} \vee Y_{j}\right)\left(\overline{X_{i}} \vee Y_{l}\right)$ s.t. $j \neq l$. If $Y_{j}=Y_{l}=0$, then the $C\left(X_{i}\right)$ cannot be satisfied (i.e., contradiction). Therefore, we have the term 0 .

## Dissociate:

Let $Y_{l}$ be a single-occurrence neighbor appearing with negative dissociated variable $\overline{X_{i ; k}}$ and $Y_{h}$ be a two-occurrence neighbor appearing with positive dissociated variable $X_{i ; j}$ in clauses of the form $\left(X_{i ; j} \vee Y_{h}\right)\left(\overline{X_{i ; k}} \vee Y_{l}\right)$ s.t. $j \neq k$ and $h \neq l$. Assign $Y_{h}=Y_{l}=0$. Then we have the term

$$
\prod_{j \in T^{+}} p_{i ; j} \prod_{k \in S^{-}} \overline{p_{i ; k}}
$$

Let $\left|S^{+}\right|>0$.
Non-dissociate:
Let $Y_{l}$ be a single-occurrence neighbor appearing with positive non-dissociated variable $X_{i}$ and $Y_{j}$ be a two-occurrence neighbor appearing with positive non-dissociated variable $X_{i}$ in clauses of the form $\left(X_{i} \vee Y_{j}\right)\left(\overline{X_{i}} \vee \overline{Y_{j}}\right)\left(X_{i} \vee Y_{l}\right)$ s.t. $j \neq l$. If $Y_{j}=1$ and $Y_{l}=0$, then $C\left(X_{i}\right)$ cannot be satisfied (i.e., contradiction). Therefore, we have the term 0 .

Dissociate:
Let $Y_{h}$ be a two-occurrence neighbor appearing with negative dissociated variable $\overline{X_{i ; j}}$ and $Y_{l}$ be a single-occurrence neighbor appearing with dissociated variable $X_{i ; k}$ in clauses of the form $\left(\overline{X_{i ; j}} \vee \overline{Y_{h}}\right)\left(X_{i ; k} \vee Y_{l}\right)$ s.t. $j \neq k$ and $h \neq l$. Assign $Y_{h}=1$ and $Y_{l}=0$. Then we have the term

$$
\prod_{j \in T^{-}} \overline{p_{i ; j}} \prod_{k \in S^{+}} p_{i ; k}
$$

Let $\left|T^{-}\right|>1$ and $\left|T^{+}\right|>1$. Additionally, we have the following.

## Non-dissociate:

Let $Y_{j}$ and $Y_{k}$ be two-occurrence neighbors appearing with positive non-dissociate variable $X_{i}$ in clauses of the form $\left(X_{i} \vee Y_{j}\right)\left(\overline{X_{i}} \vee \overline{Y_{j}}\right)\left(X_{i} \vee Y_{k}\right)\left(\overline{X_{i}} \vee \overline{Y_{k}}\right)$ s.t. $j \neq k$. Let $a_{1}$ and $a_{2}$ be $0 / 1$ assignments to $Y_{j}$ and $Y_{k}$ respectively. If $a_{1} \neq a_{2}$, then $C\left(X_{i}\right)$ cannot be satisfied (i.e., contradiction). Therefore, we have the term 0 .

## Dissociate:

Let $Y$ be the set of two-occurrence neighbors appearing with positive non-dissociate variable $X_{i ; j}$ in clauses of the form $\left(X_{i ; 1} \vee Y_{k}\right)\left(\overline{X_{i ; 2}} \vee \overline{Y_{k}}\right)\left(X_{i ; 3} \vee Y_{l}\right)\left(\overline{X_{i ; 4}} \vee \bar{Y}_{l}\right) \ldots\left(X_{i ; j} \vee\right.$ $\left.Y_{k}\right)\left(\overline{X_{i ; j+1}} \vee \overline{Y_{k}}\right)$ s.t. $Y_{k}, Y_{l} \in Y$. Given some $Y_{k}, Y_{l} \in Y$ s.t. $k \neq l$. Let $a_{1}$ and $a_{2}$ be $0 / 1$ assignments to $Y_{k}$ and $Y_{l}$ respectively s.t. $a_{1} \neq a_{2}$. If $a_{1}=0$, then we have the term

$$
\prod_{j \in T^{+}} p_{i, j} \prod_{j \in T^{-}} \overline{p_{i, j}}
$$

By the definition of subsumed inequality, the lower bound condition are either

1. $\forall j \in\left(S^{+} \cup T^{+}\right): p_{i, j}=0$
2. $\forall j \in\left(S^{-} \cup T^{-}\right): \overline{p_{i, j}}=0$

- Case: $X_{i}=1$

Let $\left|T^{-}\right|=\left|T^{+}\right|=1$.

Let $\left|S^{+}\right|=\left|S^{+}\right|=0$.

Non-dissociate: Clearly, from valuation analysis, we have the term $p_{i}$.
Dissociate: Clearly, from valuation analysis, we have the term $p_{i ; j}$.
Let $\left|S^{+}\right|>0$ and $\left|S^{-}\right|>0$.

## Non-dissociate:

Let $Y_{k}$ be a positive two-occurrence neighbor of non-dissociate variable $X_{i}$. Let $Y_{k}=0$. Setting $X_{i}=1$ satisfies $C\left(X_{i}\right)$. Then we have the term $p_{i}$.

Dissociate:
Let $Y^{\prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{+}$. Let $Y^{\prime \prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{-}$. Given the positive two-occurrence neighbor $Y_{k}$ of dissociate variable $X_{i ; j}$, let $Y_{k}=0$. If $\forall Y_{l} \in Y^{\prime}, Y_{l}=0$, then setting $X_{i ; j}=1, \forall j \in S^{+}$satisfies $C\left(X_{i}\right)$ (let $P$ be the set of $j$ th indices for these parameters). $\forall j \in S^{-}, \overline{X_{i ; j}}$ are don't cares because $\forall Y_{l} \in Y^{\prime \prime}, Y_{l}=1$, otherwise it would be contradiction. The possible combinations for $P$ is given by

$$
\begin{equation*}
\binom{|P|}{b} \quad \text {, for } b=0 \ldots|P| \text {. } \tag{6.2}
\end{equation*}
$$

Let $P^{\prime}$ be the set of the possible combination of $P$ given by 6.2$)$. Then we have the terms

$$
\left\{p_{i ; a}: T^{+}=\{a\}\right\} \cup\left\{\prod_{j \in P^{\prime \prime}} p_{i ; j}: \forall P^{\prime \prime} \in P^{\prime}\right\}
$$

By the definition of subsumed inequality, combined with the case $X_{i}=\perp$, the lower bound condition is

$$
\left(p_{i ; a} \leq p_{i}\right) \wedge\left(\forall j \in S^{-}: \overline{p_{i ; j}}=0\right)
$$

Let $\left|T^{-}\right|>1$ and $\left|T^{+}\right|>1$.

Let $\left|S^{+}\right| \geq 0$ and $\left|S^{-}\right| \geq 0$.
Non-dissociate:
Let $Y^{\prime}$ be the set of positive two-occurrence and $Y^{\prime \prime}$ be the set of single-occurrence neighbors of non-dissociated variable $X_{i}$. Let $\forall Y_{k} \in Y^{\prime}, Y_{k}=0$ and $\forall Y_{l} \in Y^{\prime \prime}, Y_{l}=1$. Setting $X_{i}=1$ satisfies $C\left(X_{i}\right)$. Then we have the term $p_{i}$.

Dissociate:
Let $Y^{\prime}$ be the set of two-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in T^{+}$. Let $Y^{\prime \prime}$ be the set of two-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in T^{-}$. Let $Y^{\prime \prime \prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{+}$. Let $Y^{\prime \prime \prime \prime \prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{-}$. Let $\forall Y_{k} \in Y^{\prime}, Y_{k}=0$ and $\forall Y_{l} \in Y^{\prime \prime \prime \prime}, Y_{l}=1$. Note that for some $Y_{k} \in Y^{\prime}$ and $Y_{l} \in Y^{\prime \prime}$, setting $Y_{k}=a_{1}$ and $Y_{l}=a_{2}$ s.t. $a_{1} \neq a_{2}$ results in a contradiction. To satisfy $C\left(X_{i}\right)$, first set $X_{i ; j}=1, \forall j \in T^{+}$. This results in $\forall j \in S^{-}, \overline{X_{i ; j}}$ and $\forall j \in T^{-}, \overline{X_{i, j}}$ are don't cares. If $\forall Y_{k} \in Y^{\prime \prime \prime}, Y_{k}=0$, then setting $X_{i ; j}=1, \forall j \in S^{+}$ satisfies $C\left(X_{i}\right)$ (let $P$ be the set of $j$ th indices for these parameters). The possible combinations for $P$ is given by

$$
\begin{equation*}
\binom{|P|}{b} \quad, \text { for } b=0 \ldots|P| \tag{6.3}
\end{equation*}
$$

Let $P^{\prime}$ be the set of the possible combination of $P$ given by (6.3). Then we have the terms

$$
\left\{\prod_{j \in T^{+}} p_{i ; j}\right\} \cup\left\{\prod_{k \in P^{\prime \prime}} p_{i ; k}: \forall P^{\prime \prime} \in P^{\prime}\right\}
$$

By the definition of subsumed inequality, combined with the case $X_{i}=\perp$, the lower bound condition is

$$
\left(\prod_{j \in T^{+}} p_{i, j} \leq p_{i}\right) \wedge\left(\forall j \in\left(S^{-} \cup T^{-}\right): \overline{p_{i ; j}}=0\right)
$$

The upper bound condition for this case is

$$
\prod_{j \in\left(S^{+} \cup T^{+}\right)} p_{i ; j} \geq p_{i} .
$$

- Case: $X_{i}=0$

Let $\left|T^{-}\right|=\left|T^{+}\right|=1$.

Let $\left|S^{+}\right|=\left|S^{+}\right|=0$.

Non-dissociate: Clearly, from valuation analysis, we have the term $\overline{p_{i}}$.
Dissociate: Clearly, from valuation analysis, we have the term $\overline{p_{i, j}}$.
Let $\left|S^{+}\right|>0$ and $\left|S^{-}\right|>0$.

Non-dissociate:
Let $Y_{k}$ be a negative two-occurrence neighbor of non-dissociated variable $\bar{X}_{i}$ and $Y^{\prime}$ be the set of single-occurrence neighbors of positive appearing non-dissociated variable $X_{i}$. Let $Y_{k}=1$. Setting $X_{i}=0$ and $\forall Y_{l} \in Y^{\prime}, Y=1$ satisfies $C\left(X_{i}\right)$. Then we have the term $\overline{p_{i}}$.

## Dissociate:

Let $Y^{\prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{+}$. Let $Y^{\prime \prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{-}$. Let $Y_{k}$ be the negative two-occurrence neighbor of dissociate variable $\overline{X_{i ; j}}$, s.t. $Y_{k}=1$. If $\forall Y_{l} \in Y^{\prime}, Y_{l}=1$, then $\forall j \in S^{+}, X_{i ; j}$ are don't cares. If $\forall Y_{l} \in Y^{\prime}, Y_{l}=1$, then $\forall j \in S^{-}, \overline{X_{i ; j}}$ are don't cares. The possible combination of setting $Y_{l}=0$ s.t. $Y_{l} \in P^{\prime \prime}$ is given by

$$
\begin{equation*}
\binom{\left|S^{-}\right|}{b} \quad, \text { for } b=0 \ldots\left|S^{-}\right| \tag{6.4}
\end{equation*}
$$

Let $P$ be the set of the possible combination of $S^{-}$given by (6.4). Then we have the terms

$$
\left\{\overline{p_{i ; a}}: T^{-}=\{a\}\right\} \cup\left\{\prod_{j \in P^{\prime}} \overline{p_{i ; j}}: \forall P^{\prime} \in P\right\} .
$$

By the definition of subsumed inequality, combined with the case $X_{i}=\perp$, the lower bound condition is

$$
\left(\overline{p_{i ; a}} \leq \overline{p_{i}}\right) \wedge\left(\forall j \in S^{+}: p_{i ; j}=0\right)
$$

Let $\left|T^{-}\right|>1$ and $\left|T^{+}\right|>1$.

Let $\left|S^{+}\right| \geq 0$ and $\left|S^{-}\right| \geq 0$.
Non-dissociate:
Let $Y^{\prime}$ be the set of negative two-occurrence neighbor of non-dissociated variable $\overline{X_{i}}$ and $Y^{\prime \prime}$ be the set of single-occurrence neighbors of positive appearing non-dissociated variable $X_{i}$. Let $\forall Y_{k} \in Y^{\prime}, Y_{k}=0$ and $\forall Y_{l} \in Y^{\prime \prime}, Y_{l}=1$. Setting $X_{i}=0$ satisfies $C\left(X_{i}\right)$. Then we have the term $\overline{p_{i}}$.

## Dissociate:

Let $Y^{\prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{+}$. Let $Y^{\prime \prime}$ be the set of single-occurrence neighbors for dissociated variable $X_{i ; j}$ s.t. $j \in S^{-}$. Let $Y^{\prime \prime \prime}$ be the set of two-occurrence negative appearing neighbors for dissociated variable $X_{i: j}$ s.t. $j \in T^{-}$. Let $\forall Y_{l} \in P^{\prime \prime \prime}, Y_{l}=1$. If $\forall Y_{l} \in Y^{\prime}, Y_{l}=1$, then $\forall j \in S^{+}, X_{i ; j}$ are don't cares. If $\forall Y_{l} \in Y^{\prime}, Y_{l}=1$, then $\forall j \in S^{-}, \overline{X_{i ; j}}$ are don't cares. The possible combination of setting $Y_{l}=0$ s.t. $Y_{l} \in P^{\prime \prime}$ is given by

$$
\begin{equation*}
\binom{\left|S^{-}\right|}{b} \quad \text {, for } b=0 \ldots\left|S^{-}\right| \tag{6.5}
\end{equation*}
$$

Let $P$ be the set of the possible combination of $S^{-}$given by (6.5). Then we have the terms

$$
\left\{\prod_{j \in T^{-}} \overline{p_{i ; j}}\right\} \cup\left\{\prod_{k \in P^{\prime}} \overline{p_{i ; k}}: \forall P^{\prime} \in P\right\}
$$

By the definition of subsumed inequality, combined with the case $X_{i}=\perp$, the lower bound condition is

$$
\left(\prod_{j \in T^{-}} \overline{p_{i ; j}} \leq \overline{p_{i}}\right) \wedge\left(\forall j \in\left(S^{+} \cup T^{+}\right): p_{i ; j}=0\right)
$$

The upper bound condition for this case is

$$
\prod_{j \in\left(S^{-} \cup T^{-}\right)} \overline{p_{i ; j}} \geq \overline{p_{i}}
$$

Table 6.4. Dissociation for Example 6.16. $\perp$ denotes contradiction (i.e., formula cannot be satisfied). $*$ denotes the don't care condition.

| $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | $Y_{6}$ | $X_{1}$ | $X_{1 ; 1}$ | $X_{1 ; 2}$ | $X_{1 ; 3}$ | $X_{1 ; 4}$ | $X_{1 ; 5}$ | $\phi_{1}$ | $\phi_{1 ; 1}, \phi_{1 ; 2}, \phi_{1 ; 3}, \phi_{1 ; 4}, \phi_{1 ; 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $\perp$ | 1 | 1 | $*$ | 1 | 1 | 0 | $p_{1 ; 1} p_{1 ; 2} p_{1 ; 4} p_{1 ; 5}$ |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 | $*$ | 1 | $*$ | $p_{i}$ | $p_{1 ; 1} p_{1 ; 2} p_{1 ; 4}$ |
| 0 | 0 | 1 | 0 | $\perp$ | 1 | 1 | $*$ | $*$ | 1 | 0 | $p_{1 ; 1} p_{1 ; 2} p_{1 ; 5}$ |
| 0 | 0 | 1 | 1 | 1 | 1 | 1 | $*$ | $*$ | $*$ | $p_{i}$ | $p_{1 ; 1} p_{1 ; 2}$ |
| 0 | 1 | 0 | 0 | $\perp$ | 1 | $*$ | 0 | 1 | 1 | 0 | $p_{1 ; 1} \overline{p_{1 ; 3} p_{1 ; 4} p_{1 ; 5}}$ |
| 0 | 1 | 0 | 1 | $\perp$ | 1 | $*$ | 0 | 1 | $*$ | 0 | $p_{1 ; 1} \overline{p_{1 ; 3} p_{1 ; 4}}$ |
| 0 | 1 | 1 | 0 | $\perp$ | 1 | $*$ | 0 | $*$ | 1 | 0 | $p_{1 ; 1} \overline{p_{1 ; 3}} p_{1 ; 5}$ |
| 0 | 1 | 1 | 1 | $\perp$ | 1 | $*$ | 0 | $*$ | $*$ | 0 | $p_{1 ; 1} \overline{p_{1 ; 3}}$ |
| 1 | 0 | 0 | 0 | $\perp$ | $*$ | 1 | $*$ | 1 | 1 | 0 | $p_{1 ; 2} p_{1 ; 4} p_{1 ; 5}$ |
| 1 | 0 | 0 | 1 | 1 | $*$ | 1 | $*$ | 1 | $*$ | $p_{i}$ | $p_{1 ; 2} p_{1 ; 4}$ |
| 1 | 0 | 1 | 0 | $\perp$ | $*$ | 1 | $*$ | $*$ | 1 | 0 | $p_{1 ; 2} p_{1 ; 5}$ |
| 1 | 0 | 1 | 1 | 1 | $*$ | 1 | $*$ | $*$ | $*$ | $p_{i}$ | $p_{1 ; 2}$ |
| 1 | 1 | 0 | 0 | $\perp$ | $*$ | $*$ | 0 | 1 | 1 | 0 | $\overline{p_{1 ; 3} p_{1 ; 4} p_{1 ; 5}}$ |
| 1 | 1 | 0 | 1 | $\perp$ | $*$ | $*$ | 0 | 1 | $*$ | 0 | $\overline{p_{1 ; 3}} p_{1 ; 4}$ |
| 1 | 1 | 1 | 0 | 0 | $*$ | $*$ | 0 | $*$ | 0 | $\overline{p_{i}}$ | $\overline{p_{1 ; 3}} \overline{p_{1 ; 5}}$ |
| 1 | 1 | 1 | 1 | 0 | $*$ | $*$ | 0 | $*$ | $*$ | $\overline{p_{i}}$ | $\overline{p_{1 ; 3}}$ |

Combining the three cases gives the conditions for the oblivious bounds for $X_{i}$.

Example 6.16. Consider $C\left(X_{1}^{\prime}\right)=\left\{\left(X_{1 ; 1} \vee Y_{3}\right),\left(X_{1 ; 2} \vee Y_{4}\right),\left(\overline{X_{1 ; 3}} \vee \overline{Y_{4}}\right),\left(X_{1 ; 4} \vee Y_{5}\right)\left(\overline{X_{1 ; 5}} \vee Y_{6}\right)\right\}$.
Theorem 6.15 gives the following conditions for upper and lower oblivious bounds:

- $U:\left(p_{1 ; 1} p_{1 ; 2} p_{1 ; 4} \geq p_{1}\right) \wedge\left(\overline{p_{1 ; 3}} \overline{p_{1 ; 5}} \geq \overline{p_{1}}\right)$
- L: Either of the following three conditions hold:

1. $\left(p_{1 ; 2} \leq p_{1}\right) \wedge\left(\overline{p_{1 ; 3}}=\overline{p_{1 ; 5}}=0\right)$
2. $\left(\overline{p_{1 ; 3}} \leq \overline{p_{1}}\right) \wedge\left(p_{1 ; 1}=p_{1 ; 2}=p_{1 ; 4}=0\right)$
3. $\left(p_{1 ; 2} \leq p_{1}\right) \wedge\left(\overline{p_{1 ; 3}} \leq \overline{p_{1}}\right) \wedge\left(p_{1 ; 1}=p_{1 ; 4}=\overline{p_{1 ; 5}}=0\right)$

Table 6.5. Summary of oblivious bound conditions. $T$ : whether $C\left(X_{i}\right)$ has two-occurrence neighbors, $S^{+}$and $S^{-}$: whether $C\left(X_{i}\right)$ has single-occurrence neighbors which appear in clauses $\left(X_{i} \vee Y_{j}\right)$ and $\left(\overline{X_{i}} \vee Y_{j}\right)$ respectively. An entry in a cell means that neighbors of the respective types are either present $(\sqrt{ })$, absent $(\times)$, or either present or absent $(*)$. Bold text in Case and Solution columns denote novel contributions of this dissertation while normal font text indicates previous work.

| $S^{+}$ | $S^{-}$ | $T$ | Case | Solution |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{ }$ | $\times$ | $\times$ |  | Monotone | Theorems $6.8 \& 6.8$ |
| $\times$ | $\sqrt{ }$ | $\times$ |  |  |  |
| $\sqrt{ }$ | $\sqrt{ }$ | $\times$ | Single-occurrence | Theorem | 6.13 |
| $*$ | $*$ | $\sqrt{ }$ | Two-occurrence | Theorem 6.15 |  |

The valuation analysis is shown in Table 6.4.

Table 6.5 summarizes the oblivious bound conditions. Theorems 6.13 and 6.15 yield the algorithm given in Algorithm 6.1 for bounding the partition function of a given W2CNF.

### 6.4 Experiments

We evaluated the performance of DIS (see Algorithm 6.1) and compared it with MB on generated synthetic datasets and benchmark datasets from the UAI 2008 probabilistic inference competition repository (http://graphmod.ics.uci.edu/uai08) for the task of computing upper and lower bounds on the weighted model count (or partition function). All experiment were conducted on quad-core Intel i7 based machines with 24GB RAM running Ubuntu.

### 6.4.1 Synthetic Datasets

We generated non-monotone W2CNF formulas encoded as $m \times m$ grid structure graphical models parameterized by univariate and pairwise binary potentials. We then compared error bound performance of DIS and MB $(i$-bound $=1)$ from the aspects of $(1)$ varying grid sizes

```
Algorithm 6.1: (DIS) Dissociation Bounds for WMC
    Input: W2CNF \(\mathcal{F}=\langle\mathbf{X}, \Phi, \mathbf{C}\rangle\),
                            Variable ordering \(o=\left[X_{1}, X_{2}, \ldots, X_{|\mathbf{X}|}\right]\)
    Output: Lower (or upper) bound on the WMC
    begin
        Initialize: \(Z_{B} \leftarrow 1\) (Bound on the partition function)
        for \(i \leftarrow 1\) to \(|\mathbf{X}|\) do
            Convert \(\mathcal{F}\) to a minimal \(\mathcal{F}\)
            Convert \(C\left(X_{i}\right)\) to canonical form
            if \(\mathbf{C}\) is inconsistent then
                return 0
            else if \(C\left(X_{i}\right)=\left\{X_{i}\right\}\) then
            \(\left\lfloor Z_{B} \leftarrow Z_{B} \times p_{i}\right.\)
            else if \(C\left(X_{i}\right)=\left\{\bar{X}_{i}\right\}\) then
            \(\left\lfloor Z_{B} \leftarrow Z_{B} \times \overline{p_{i}}\right.\)
            else if \(C\left(X_{i}\right)\) has two-occurrence neighbors then
            Update \(Z_{B}\) using Theorem 6.15
            else if \(C\left(X_{i}\right)\) has single-occurrence neighbors then
                Update \(Z_{B}\) using Theorem 6.13
        return \(Z_{B}\)
    end
```

under random weight function settings; and (2) varying weight function settings according to determinism strength under fixed grid sizes. For each model, we computed the true weighted model count $Z^{*}$. We then compared each algorithm's approximated bound $Z^{\text {algo }}$ and calculated the error bound as $\log \left(Z^{*} / Z^{\text {algo }}\right)$ for the lower bound and the same negated for the upper bound. A lower error bound value is better. For each setting, we generated 50 random problem instances and ran DIS and MB 100 times for each instance. From the 100 solutions, we selected the best, namely either the lowest upper bound or the highest lower bound. We then computed the average error bound across the 50 problem instances.


Figure 6.2. Upper bound estimates for dissociation $\operatorname{DIS}(\mathrm{U})$ and mini-bucket $\mathrm{MB}(\mathrm{U})$, and lower bound estimates for dissociation DIS(L). Error bound by varying (a) grid size (b) level of determinism for $10 \times 10$ grid (c) $20 \times 20$ grid. Lower value is better.

Grid size. We generated $m \times m$ grids using values of $m=\{5,6,7, \ldots, 20\}$. For the weight function values, we sampled from an uniform $U(0,1)$ distribution. We also uniformly generated the clauses. The results are shown in Figure 6.2 (a). For the upper bound, DIS noticeably begins to outperform MB starting at around grid size $10 \times 10$ and the performance gap widens as the grid size increases. Since MB utilizes the max function, it has a higher tendency to overestimate the upper bound. This was accomplished only by setting the weight function values to the $k$-th root (e.g., $p_{X_{1 ; 1}}=p_{X_{1 ; 2}}=\sqrt{p_{X_{1}}}$ for $\left|C\left(X_{1}\right)\right|=2$ ). We would expect the performance gap to be wider, favoring DIS, by optimizing the inequalities. For

Table 6.6. The log relative upper bound between dissociation $\operatorname{DIS}(\mathrm{U})$ and mini-bucket $\mathrm{MB}(\mathrm{U})$ on UAI 2008 repository problem instances. Lower value is better for DIS.

| Instance | $\log \frac{Z^{\mathrm{DIS}(U)}}{Z^{\mathrm{MB}(U)}}$ | Instance | $\log \frac{Z^{\mathrm{DIS}(U)}}{Z^{\mathrm{MB}(U)}}$ |
| :---: | :---: | :---: | :---: |
| sg2-17 | -277.8 | orc111 | -87.6 |
| $\mathrm{sg} 7-11$ | -293.4 | orc175 | -96.3 |
| sg8-18 | -281.9 | orc180 | -124.4 |
| sg9-24 | -292.8 | orc203 | -111.0 |
| sg17-4 | -303.3 | orc218 | -4.4 |
| smk10 | -50.9 | orc62 | -393.4 |
| smk20 | -165.9 | orc154 | -97.0 |
| orc42 | -119.6 | orc225 | -137.3 |
| orc45 | -261.1 | orc139 | -155.0 |

the lower bound, MB produced 0 for all problems and thus was not plotted. MB has a high tendency to converge to the so called degenerate solution (i.e., 0) due to the min function. The lower bound for DIS is tighter, as compared to the upper bounds, since the settings to the lower bound inequalities do not need to be optimized.

Determinism strength. We analyzed the performance of DIS and MB according to various levels of determinism, namely the distance from uniform .5 (unweighted) towards 0 and 1 . To accomplish this, we set all weight functions to the same value $p_{X} \in\{.5, .6, .7, .8, .9\}$. The results are shown in Figure 6.2 (b) and (c). For the lower bound, MB produced 0 for all problems and thus was not plotted. The overall relative performance comparison is similar to that of varying grid size. Again, the lower bound performance for DIS is tighter and all bounds had higher bound error as the determinism strength increased. Intuitively, as the gap between $p_{X_{i}}$ and $\overline{p_{X_{i}}}$ widens, the tendency to overestimate (underestimate) the upper (lower) bound increases.

Table 6.7. The log relative lower bound between ground truth and dissociation DIS(L) on UAI 2008 repository problem instances. Lower value is better for DIS.

| Instance | $\log \frac{Z^{*}}{Z^{\operatorname{DIS}(L)}}$ | Instance | $\log \frac{Z^{*}}{Z^{\operatorname{DIS}(L)}}$ |
| :---: | :---: | :---: | :---: |
| sg2-17 | 732.4 | orc111 | 209.8 |
| sg7-11 | 759.4 | orc175 | 342.6 |
| sg8-18 | 727.3 | orc180 | 375.0 |
| sg9-24 | 774.5 | orc203 | 346.8 |
| sg17-4 | 752.1 | orc218 | 18.2 |
| smk10 | 191.3 | orc62 | - |
| smk20 | 799.8 | orc154 | 354.7 |
| orc42 | 407.9 | orc225 | 499.7 |
| orc45 | 747.8 | orc139 | 576.6 |

### 6.4.2 UAI Inference Datasets

We also compared DIS to MB on the segmentation (sg), promedas (orc) and smokers (smk) dataset from the UAI 2008 repository. The variables in the models are binary and the number of variables range from $\sim 100$ to 1000 . We converted the non-pairwise models to pairwise models and then encoded them as W2CNF. We used $i$-bound $=1$ for MB. We ran DIS and MB 100 times and similarly, we selected the best. For the upper bound, we evaluated using the $\log$ relative upper bound, namely $\log \left(Z^{D I S(U)} / Z^{M B(U)}\right)$. Lower value is better for DIS. The results are shown in Table 6.6. DIS outperforms MB by a wide margin on the majority of the datasets. The solution quality of DIS for sg was quite consistent while for orc it had higher variance. For the lower bound, we evaluated dissociation's lower bound against the ground truth, namely $\log \left(Z^{*} / Z^{D I S(L)}\right)$. MB produced 0 for all problems and thus was not shown. The results are shown in Table 6.7 (orc62 was not tractable).

In summary, DIS performs consistently better than MB on harder WMC problems. In particular, the lower bounds output by DIS are always better than MB.

### 6.5 Discussion

We proposed an approximate, oblivious bounding scheme for WMC, extending the idea of dissociation to non-monotone formulas and exploiting logical structure. Dissociation yields a novel set of inequalities for which upper and lower bounds can be derived efficiently. Empirically, we showed that our method outperforms mini-buckets - a popular oblivious bounding scheme - on various datasets. The lower bounds are robust since they do not require optimization (in the monotone case). For upper bounds, we utilized naïve settings, namely the $k$-th root applied to the parameter of a dissociated variable.

## CHAPTER 7

## CONCLUSION

In this chapter, we conclude by providing an overview of our contributions and listing future directions for research.

### 7.1 Contributions

The goals of this dissertation have been to utilize the idea of parameter tying to improve generalization of learning and efficiency of inference for graphical models. At a high-level, we leverage parameter tying to:

- Learning. Develop novel alternative regularization schemes that are automatic (cf. a priori) and can be integrated with standard learning objectives for graphical models to achieve higher generalization accuracy (i.e., likelihood) compared to existing regularization techniques. For Bayesian networks, the regularization for the learning procedure follows a greedy post-processing approach that is fast and efficient. On the other hand, with Markov networks, the regularization for the learning procedure is iterative and penalty-based that facilitates both soft and hard parameter tying.
- Inference. Develop inference algorithms that can exploit the parameter structure, in the form of symmetries, that are the result of learning a parameter tied graphical model, to achieve efficient inference. To this we present a sampling-based algorithm which explores the sample space in a more efficient manner, yielding more accurate results for probabilistic queries. In addition, we develop bounded inference schemes for graphical models, which we refer to as dissociation-based bounds. We propose a deterministic bounding scheme for weighted model counting, which include computing the partition function and probability of evidence in graphical models as special cases.

Our approach is partition-based (Dechter and Rish, 2003) and gives rise to a novel class of inequalities for which upper (or lower) bounds can be efficiently derived. The bounds are oblivious, that is they require only limited observation of parameterization to the problem, which yields faster methods.

### 7.2 Directions for Future Research

Our research offers ample room for additional improvements for continued investigation in the future.

### 7.2.1 Towards Canonical Parameter Tied GMs

In Chapter 4 we stated Markov networks are not identifiable in general. For parameter learning, there exists a continuum of parameterizations for a given structure and probability distribution. We can use finer-grained representations such as feature-based (log-linear) models, however, Markov networks remain generally overparameterized. Although the softtying of APT addresses the overparameterization issue to a certain extent, the parameter tying procedure (i.e., quantization function) can be further improved.

The Hammersley-Clifford theorem (Besag, 1974), which states the equivalence between the Markov properties and the Gibbs distribution, gives rise to the notion of a canonical parameterization. The canonical parameterization is defined by a set of energy functions over all non-empty cliques and the parameters of the functions are defined relative to a arbitrary fixed assignment. While the canonical parameterization eliminates the issue of identifiability (i.e., ambiguity), it gives rise to two main issues. First, the representation is generally computationally intractable due to computing the probability of the fixed assignment (i.e., partition function). Second, the canonical parameterization generally results in extremely sparse feature representation, which renders the model uninterpretable.

For future work, we aim to improve the parameter tying procedure to achieve a canonical (or pseudo-canonical) parameter tied GM that also overcomes the issues of tractability and interpretability. Since the parameters (weights) of a Markov network describe the affinity between random variables and thus do not have a probabilistic interpretation, we will focus on parameter tying that more aligns with the (conditional) probabilities encoded in the model. To achieve this, we consider and investigate alternative GMs such as dependency networks (DNs) (Heckerman et al., 2000). DNs are constructed by learning the conditional probabilities for each variable in the model. The advantage of this approach is all the conditional probabilities can be learned independently (i.e., Markov blanket) and thus computationally tractable. DNs are similar to Bayesian networks, which are more interpretable. However, an issue with DNs is that the conditional probabilities will not be consistent with the joint distribution. Recently, ( Lowd, 2012) proposed heuristics based on model averaging to seek consistent distributions. We will also consider the issue of inconsistency and seek more principle methods which incorporate parameter tying.

### 7.2.2 Beyond $k$-means for Parameter Tying

For this dissertation, we have focused on using $k$-means as the quantization function for parameter tying. By framing the parameters as an one dimensional vector, we were able to perform the quantization efficiently by leveraging a $k$-means algorithm with polynomial complexity (Wang and Song, 2011). There exists other mapping functions to tie parameters such as using coding theory or hashing. Autoencoders are neural network architectures that allow for coding of data in an unsupervised manner. For future work, we are interested in leveraging an autoencoder's coding ability as the quantization mechanism for parameter tying. Although the parameter tying will be done in a latent space, this approach allows for more efficient tying of larger number of parameters. We will first apply this method on learning the parameters of a dependency network.

### 7.2.3 Improving Dissociation-Based Bounds

For future work, we are interested in obtaining better (tighter) upper and lower bounds. To do so, we can leverage four powerful complementary techniques described in literature (cf. (Liu and Ihler, 2014; Lam et al., 2014; Ihler et al., 2012, Ping et al., 2015, Gogate and Domingos, 2011, 2013) : cost-shifting (or re-parameterization), higher $i$-bound, quantization and Hölder's inequality. For instance, applying Hölder's inequality to our running example (see Example 6.2. gives the optimization problem $\min _{\omega}\left(p_{X_{1}}^{\omega}+\left(\overline{p_{X_{1}}} p_{Y_{2}}\right)^{\omega}\right)^{1 / \omega}\left(1+p_{Y_{3}}^{(1-\omega)}\right)^{(1 / 1-\omega)}$ such that $0 \leq \omega \leq 1$. We can also apply Hölder's inequality to dissociation which alternatively gives us the optimization problem $\min _{p_{X_{1 ; 1}, 1}, p_{X_{1 ; 2}}, \omega}\left(p_{X_{1 ; 1}}^{\omega}+\left(\overline{p_{X_{1 ; 1}}} p_{Y_{2}}\right)^{\omega}\right)^{1 / \omega}\left(p_{X_{1 ; 2}}^{(1-\omega)}+\left(\overline{p_{X_{1 ; 2}}} p_{Y_{3}}\right)^{(1-\omega)}\right)^{(1 / 1-\omega)}$ such that $p_{X_{1 ; 1}} p_{X_{1 ; 2}}=p_{X_{1}}$ and $0 \leq \omega \leq 1$. We are particularly interested in developing algorithms to optimize the latter problem and to determine which formulation will consistently yield tighter upper and lower bounds. Another line of future work is investigating the utility of our approach when applied to other inference tasks such as maximum a posteriori (MAP) estimation and marginal maximum a posteriori (MMAP) estimation.
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[^0]:    ${ }^{1}$ This is also referred to as simulating the network.

[^1]:    ${ }^{2}$ Dissociation is related to schemes that involve variable duplication or node splitting.

[^2]:    ${ }^{1}$ Statements can be considered as certain types of sentences, but we do not make the distinction.

[^3]:    ${ }^{2}$ Also referred to as Ordinary Monte Carlo or i.i.d. Monte Carlo as compared to Markov Chain Monte Carlo (Brooks et al., 2011)

[^4]:    ${ }^{3}$ Also known as hit-or-miss in older literature on Monte Carlo methods Hammersley and Handscomb, 1964).

[^5]:    ${ }^{1}$ The fact that the optimization problem is computationally difficult also follows from the observation that it includes structure learning as a special case where the number of true features is $k-1$.

[^6]:    ${ }^{1}$ WMC is typically defined by attaching weights to literals, and the corresponding potential function over each variable is constructed by exponentiating the weights. We consider an equivalent representation in which the potential function is normalized to yield a probability distribution.

[^7]:    ${ }^{2}$ Note that our scheme will return an upper bound of 0 only when $\mathbf{C}$ is inconsistent.

