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In automotive testing systems such as chassis dynamometers and engine dynamometers,

induction motor is used to provide load torque and to emulate propulsion motors for electric

vehicles. Fast current/torque response and low current/torque ripple are required to precisely

evaluate the performance of the vehicle under test.

To reduce the torque ripple, it is necessary to operate the converters at high switching

frequencies. A widely used method is to use the multilevel converters. Dynamometers

fed by modular multilevel converter (MMC) or neutral point clamped (NPC) converters

have been commercialized in industry. However, for MMC case, the individual modules

need to be isolated using an input transformer, which is known to be costly and bulky; for

NPC case, the capacitors need to be balanced, which results in increased complexity in the

control. Another alternative is to use the open-end winding topology, which is obtained

by disconnecting the neutral of wye-connected induction motor windings, and feeding both

sides of the windings by two voltage source inverters (VSI). Due to the interleaved switching

of these two inverters, the current ripple can be reduced so that the torque ripple is also

reduced. In this topology, since no input transformer is required, the whole system can be

cost-effective and of lower volume. And there is no need for capacitor balancing, resulting
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in simplified control algorithm. However, if the two inverters share the same DC link, zero

sequence current is inevitable and needs to be suppressed.

To provide fast torque response, numerous control methods have been proposed in the liter-

ature, among which field oriented control using PI controllers (FOC-PI) and direct torque

control (DTC) have been successfully commercialized. In FOC-PI, the bandwidth is limited

by the PI controllers, and gain scheduling is required if the operating point varies frequently.

In DTC, although the structure of controller is simple, the resultant large torque ripple and

steady state error limit the use of this method. As conventional control methods have sev-

eral limitations, model predictive control (MPC) drew increased attention in recent years

due to its intuitive concept, fast response, and easy inclusion of system constraints and non-

linearities. However, the heavy computation burden and vulnerable parameter sensitivity

still remain as problems to be solved in the application of MPC.

This dissertation explores and evaluates the option of using open-end winding induction

motor (OEWIM) with model predictive control (MPC) to achieve fast current/torque re-

sponses. Four different MPC methods, i.e., linear predictive current control (Linear PCC),

non-linear predictive current control (non-linear PCC), linear predictive torque control (lin-

ear PTC) and non-linear predictive torque control (non-linear PTC) are proposed. The

proposed methods are verified in simulation and experiment. Compared with conventional

control methods, the proposed methods achieve fast dynamic responses, better utilization of

DC bus, and stronger zero-sequence current suppression.

Considering the heavy computation burden in conventional MPC methods, two computa-

tional efficient MPC schemes, i.e., predictive current control in A-B-C frame (PCC-ABC)

and three-dimensional predictive current trajectory control (3DPCTC), are proposed. The

feasibilities of proposed methods are illustrated in simulation and experiment. The results

show that the proposed methods reduce the computation time by 61.05% and 64.24% respec-

tively, and achieve stronger zero-sequence current suppression and faster dynamic responses.
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To solve the parameter sensitivity issue in conventional MPC methods, a predictive cur-

rent control with disturbance observer (PCC-DO) is proposed. Compared with conventional

MPC methods, the proposed method can rapidly respond to sudden changes in motor pa-

rameter during steady state operation. During the transient tests, the proposed method can

accurately compensate the disturbances introduced by stator resistance and magnetization

inductance variations, and eliminate the resultant steady state errors.

The proposed OEWIM with MPC approach in this dissertation provides a systematic solu-

tion to achieve fast current/torque responses on electrical drives with reduced computation

burden and enhanced robustness against parameter mismatches. Additionally, the proposed

strategy also increases the cost-effective, fully utilizes the hardware resources, and improves

the reliability of the overall system.
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CHAPTER 1

INTRODUCTION

1.1 Research Background

The dynamometer is a device for measuring torque, force and power. One of the earliest

dynamometers can be dated back to 1821, when Gaspard de Prony invented the Prony

brake, in which a mechanical friction brake is pressed against the flywheel mounted on the

engine shaft, and the braking force is measured by adding weights on the weighting pan [1].

During the past 200 years, different dynamometers have been developed, and the technique

of measuring torque and power has advanced significantly.

In the automotive industry, dynamometers play an important role in both manufacturing

process and vehicle research and development. In addition to conventional tests of determin-

ing the torque or power characteristics of the unit under test (UUT), dynamometers are also

employed in many other tests by different groups of users. For normal users, dynamometers

are used in standard emission tests to provide simulated road loading. For automobile manu-

facturers, dynamometers are used in engine or powertrain development, engine management

controller calibration, and evaluations of the transient and steady state responses of the ve-

hicles or components. For researchers and developers, dynamometers are applied to improve

fuel economy of combustion engines, to control noise and emission, and to experiment with

new concepts for electrical vehicles.

The composition of a typical dynamometer system usually includes an absorption unit,

a sensor/measuring unit, and a control unit, as shown in Figure 1.1. The UUT either can

be engine, powertrain or vehicle components, and it is coupled to the absorption unit, which

allows the UUT to move as required. The sensing and measurement part often includes a

torque meter and a tachometer. The controller collects the data and gives commands to the

absorption unit and the UUT.
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Figure 1.1: Typical Setup of a Dynamometer System

Based on whether the dynamometers can absorb or provide power, they can be classified

as the following types:

• Absorption-only

• Absorption/motoring

• Compound

By definition, the absorption-only dynamometers can only absorb power from the UUT,

hence it is of the simplest structure, least cost, and a variety of sizes/power ratings. Most of

the dynamometers in the market are absorption-only. The absorption/motoring dynamome-

ter is an adjustable speed drive, either DC motor or AC motor can be used. And it can

provide almost the same motoring power as the absorbing power. By controlling the motor,

the dynamometer can be manipulated over a wide operation range. However, the cost of

the dynamometer is the highest since large power motor drives are expensive. The com-

pound dynamometer is a compromise of the previous two types. It usually consists of a

larger absorption unit and a smaller motoring unit. Comparing to the absorption/motoring

type, the motor used in a compound dynamometer is smaller, hence the price of the whole

2



Table 1.1: Comparison between Dynamometers

Type Absorption Only Absoprtion/Motoring Compound
Function Absorb Absorb/Drive Absorb/Drive

Absorption
Power Very High High Very High

Motoring
Power None High Low
Cost Low High Medium

system is lower. But due to the coupling between the absorption and motoring units, the

system complexity is increased. Table 1.1 gives a comparison among these three types of

dynamometers.

Depending on the functions of the dynamometers, different tests can be performed to

examine the characteristics of the UUT. Basically, there are three types of tests, i.e., steady

state test, sweep test, and transient test. In a steady state test, the UUT is held on a

commanded speed for a desired amount of time, during which different loads are provided

through the absorption unit. In a sweep test, a constant load is applied on the UUT, and

the speed of the UUT is changed within a specified range. In a transient test, the power and

speed of UUT are varied throughout the test cycle. The dynamometer needs to have fast

response to meet the different requirements of the test cycles.

Among the dynamometers being compared, absorption/motoring dynamometer is most

used by manufacturers and research facilities since it has excellent dynamic performance.

Hence the absorption/motoring dynamometer is considered in the dissertation. In the rest of

the dissertation, the absorption/motoring dynamometer is referred to as dyno for simplicity.

As there are variant transient tests for different purposes, dynos need to meet different

requirements to fulfill the testing purpose. For instance, in a rear-wheel-drive (RWD) driv-

etrain test, a dyno needs to emulate the function of a combustion engine. This requires

the dyno to have fast dynamic torque response and accurate speed control. Also in a RWD
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Table 1.2: Comparison of Requirements of Dynamometers in Transient Tests

Function Requirements
Provide load torque in engine test Output load torque at engine speed

No steady state error
(600 Nm at 7000-9000 RPM)

Emulate ignition torque Fast response current/torque control
of combustion engine (bandwidth > 1500 Hz)
Emulate motors in EV Fast response current/torque control

(bandwidth > 1500 Hz)
Output power at EV motor speed
(450kW at 18000-22000 RPM)

Emulate low inertia wheel load Low inertia ( 0.1 kgm2)
Act as prime mover in Low torque ripple at low speed
component test (< 0.1 Nm at 10 RPM)

drivetrain test, a dyno can be used to emulate the wheel load to the drivetrain, which re-

quires the dyno to emulate the low inertia of a actual wheel. In the electric vehicle (EV)

development process, a dyno is used to emulate the EV motor, which requires the dyno to

operate at high speed (>20k RPM) and can simulate the high frequency cogging torque.

All these requirements result in different control strategies for the motors used in the dyno.

Table 1.2 gives a comparison of the requirements of the dynos under different tests.

It can be observed from Table 1.2 that the fast response speed is an important require-

ment in automotive developing and testing process. Generally, system response speed can

be increased by using higher switching frequency or using more complex controllers. By

increasing the switching frequency, the number of manipulations on the motor currents can

be increased. On the other hand, advanced and efficient control algorithms can be developed

to expand the controller bandwidth.

To increase the switching frequency of the power converters, multi-level converters can

be used. In [2], a 5-level inverter with reduced number of switches is proposed; in [3], a

dual 7-level voltage supply is presented; and in [4], a 9-level topology is illustrated. Also,
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[5–7] describe the application of modular multilevel converters (MMC) on grid-connected

photovoltaic generation and medium voltage drive. Generally, the multilevel converters can

generate n − 1 times carrier frequency with n voltage levels accross the phase winding,

resulting in less total harmonic distortion (THD). However, with the increase in the voltage

levels, the number of switches as well as the switching losses also increase. And more complex

control algorithm and PWM strategy are required to drive the multilevel converter. In the

MMC case, input transformers are required to provide isolation to each individual modular

converter. The transformers add additional volume and cost to the system, which make it

difficult to fit in the vehicle.

Another option to increase the switching frequency is to use SiC/GaN devices. Converters

made with SiC/GaN devices have been reported in [8–12]. Compared with IGBT converters,

whose preferred switching frequency is less than 20kHz [9], the SiC/GaN converters can reach

the maximum switching frequency at 200 kHz with negligible switching losses [9]. Although

SiC/GaN converters are ideal for electrical vehicles, the primary limitation for universalizing

the SiC/GaN devices is the price. The cost of SiC/GaN devices is still not comparable to the

conventional IGBT switches. Another problem of high switching frequency is the EMI issue.

When the switching frequency exceeds 100 kHz, the EMI of the power converters can have

significant impact on low-voltage controllers. Additional EMI filters or suppression methods

are required for high-switching-frequency converters. All these aspects make the SiC/GaN

converters still not being widely used in electric vehicles.

Apart from aforementioned methods, the open-end winding topology can also effectively

increase the switching frequency by interleaving the switching of the converters, the switching

frequency of the voltage across the windings is doubled.

As mentioned earlier, advanced control algorithms can also be applied to further expand

the controller bandwidth. Conventional proportional-integral (PI) control has been proven

to have good response speed with almost zero steady state error, and has been widely applied
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Table 1.3: Comparison of Possible Techniques

Increasing Switching Frequency
Technique Advatages Disadvatages
Multilevel converters • (n-1) times carrier frequency

with n voltage levels

• Have costly and bulky input
transformer

• System complexity
Open-end winding • 2 times carrier frequency

• Simple structure
• Zero-sequence current may

flow

SiC/GaN converter • Can operate at high switch-
ing frequency

• High thermal tolerance

• Expensive

Increasing Controller Bandwidth
PI with gain schedul-
ing

• No steady error
• No observer

• System Complexity
• Reliability issues

Hysteresis with self
tuning

• Simple structure
• Parameter insensitive

• Variable switching fre-
quency

• Large current/torque rip-
ples

Fuzzy Logic • Small calculation effort
• Simple structure

• Variable switching fre-
quency

• Need large memory
Model predictive con-
trol

• Operate at system physical
limit

• Robust to disturbances

• Large computation effort
• Steady state error
• Parameter sensitive

in industry. However, PI controller struggles when the operating point changes and when

the system has multiple inputs and multiple outputs (MIMO). PI gain scheduling have been

proposed in [13–15] to address the operating point changing problem. But for MIMO system,

decoupling and system decomposition are still required, which increase the complexity of the

controller. Hysteresis control can also provide fast responses, and it is simple structured and

parameter insensitive [16]. But the main drawbacks are the variable switching freuquency

and large current/torque ripples [17]. Another fast response control method is fuzzy logic

control [18–20]. It is based on a look-up table, which results in small calculation effort

and simple controller structure. As a trade-off, large memory is required and the switching
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frequency is not constant. In recent years, model predictive control (MPC) has drawn

researchers’ attention. Compared with the other methods, MPC can handle various system

non-linearities and can be applied to MIMO systems. Since the plant model is integrated

in the controller, the plant can also be manipulated at the system physical limits. However,

large computation effort is introduced in the prediction process, and the controller heavily

relies on the precision of the plant model parameters.

With all the hardware and software methods mentioned above, the advantages and dis-

advantages of possible techniques are compared in Table 1.3. In consideration of the cost-

effective of the over-all system, this dissertation investigates and evaluates the option of

using open-end winding induction motor (OEWIM) with model predictive control (MPC) to

reach fast current/torque response. Considering the disadvantages of the setup mentioned

in Table 1.3, different control methods have been proposed to compensate and improve the

system performance, which are discussed in Chapters 3 to 5 of this dissertation.

1.2 Open-End Winding Machines

Open-end winding electric machine is also known as split phase machine or separately fed

machine, obtained by removing the neutral point of the stator windings of a conventional

electric machine. These machines are being examined for various applications such as propul-

sion motor in electric and hybrid vehicles, fault tolerant generator in aircraft systems, ship

propulsion, and industrial drive systems. Compared to neutral connected motor, the open-

end winding motors have the following advantages [21, 22].

• No pole switching constraint.

• In case of open or short circuit in one of the phases, the magnetomotive force (MMF)

can be maintained by using the remaining two phases. This feature can be extended to

multi-phase machines.
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Figure 1.2: Open-end Winding Configuration with Two Three-phase Inverters

• Independent control of switches in each phase, which brings independent control of the

stator current.

• Reduced power rating of individual switch: Feeding power from both ends of the winding

by DC source, the switches in each phase bear half the power compared to that in neutral-

connected configuration.

• Reduction in switching loss and total harmonic distortion (THD).

The open-end winding three-phase induction motor controlled from two two-level three-

phase inverters is shown in Figure 1.2. Instead of calling it as an open-end winding machine,

it is also referred to as separately-fed machine, using three H-bridge converters, as shown

in Figure 1.3 [21, 22]. The strategy in these papers is to overcome the pole switching

constraint of three-phase bridge inverters, where the number of switching states is limited to

eight including two zero switching states. However, disadvantages including more switching

devices and more complicated control also give the open-end winding motor some restraints.

Besides, zero sequence voltages may appear which may also lead to additional losses.

Based on the number of isolated DC links, two possible topologies are presented in the

literature. Topologies shown in Figure 1.2 and Figure 1.3 use only one DC-link and it can be

represented either as three single-phase H-bridges or as two three-phase inverters. Another

modified topology is shown in Figure 1.4, which uses two isolated DC sources to avoid the

zero-sequence currents [23, 24]. A scheme using two isolated DC sources fed from each end
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Figure 1.3: Induction Motor Fed by Three Independent Single-phase Bridge Inverters

Figure 1.4: Open-end Winding Configuration with Two Isolated DC-links

with zero common mode voltage is illustrated in [24]. With only one DC source, a PWM

scheme with common mode elimination is presented in [25].

As isolated power sources are limited in many applications, this dissertation focuses on

the configuration with only one DC voltage source, to compare existing and investigate new

control strategies for the open-end winding induction motor drive.

1.3 Control Methods for Induction Motor Drives

Conventional control methods such as proportional-integral (PI) control have been widely

applied for controlling electric drive systems [26]. These control methods are originally
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implemented using analog electronics. With the technical advancement of the semiconductor

devices and the progression in control theory, several improvements have been made to the

control methods for drive systems.

First, the implementation of control schemes in digital domain instead of analog circuits

is the most notable transition in last 15 to 20 years. Due to the digital implementation,

proper data sampling and approximation schemes are required to effectively represent the

behavior of the continuous-time domain controllers. Secondly, non-linear control methods

are being increasingly investigated and evaluated for drive applications. Compared with

linear control methods which are mainly derived on single-input-single-output (SISO) sys-

tems, non-linear schemes can be applied on multi-input-multi-output (MIMO) systems. In

addition, non-linear methods have better dynamics performances, and can include system

constraints more effectively compared with linear counterparts. Moreover, advanced and

complex control methods such as predictive control and artificial intelligence have also been

increasingly explored by researchers. Wider operation range and better robustness against

disturbances have been achieved by these control methods. Among the many control meth-

ods, model predictive control has gained increased attention due to its intuitive concept,

fast dynamic response, and immunity to various disturbances. In the following section, con-

ventional control methods and model predictive control methiods are introduced, and the

advancement of model predictive control on motor drives is illustrated.

1.3.1 Conventional Control Methods

A conventional control system consists of two parts, the plant and the controller, as shown

in Figure 1.5. The plant can represent either a physical plant or an industrial process. The

control problem is to manipulate the plant input u such that the plant is stabilized, the

output y follows a given reference r, and the desired performance can be achieved despite

disturbances and uncertainties. The conventional control methods for induction motor drives
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Figure 1.5: Block Diagram of a Control System

Figure 1.6: FOC with PI Controller for Induction Motors

include the field oriented control using PI controllers (FOC-PI) and direct torque control

(DTC) with hysteresis controller.

FOC with PI Controller

The block diagram of FOC with PI controller for induction motor is shown in Figure 1.6. The

primary concept of FOC is using a coordinate transformation, so that the decoupling of the

electrical torque Te and the magnitude of rotor flux |ψr| can be achieved. The transformed

coordinate has a synchronous rotating speed with the magnetic field and is aligned with the

rotor flux vector ψr.

The FOC-PI control methods solve the plant input by using a PI controller, the input

of the PI controller is the error between reference and feedback signal. It is easy to design

the controller if the system is single-input-single-output (SISO), and if there is no system
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constraints. However, a linearization process is required to provide the linearity for deriving

the system transfer function. Therefore, the conventional PI control meets its limitation if

the system is multi-input-multi-output (MIMO), non-linear, or constrained.

Some solutions have been proposed to overcome the above limitations. For a MIMO

system, decomposition can be performed so that the system can be regarded as several

SISO sub-systems. A well-known technique to apply PI control on MIMO system is to use

cascaded control loops. As shown in Figure 1.6, the system consists of an outer speed loop

and an inner current loop. Usually the sampling frequency of the speed loop is much lower

than that of the current loop. Regarding the non-linear dynamics, the controller can be

designed for different operating points, which require linearizations for each of them. Hence

a gain-scheduling can be applied to improve the non-linear dynamic responses. To address

the system constraints, some non-linear regulators such as output saturation can be used. As

a result, high engineering efforts and stability problems occur, and the system often comes

up with limited performance [27–29].

DTC with Hysteresis Controller

Figure 1.7 presents the block diagram of the DTC with hysteresis controller. The motor

stator currents ia, ib and the motor mechanical angular speed ωr are measured. By using the

motor voltage model, the electrical torque Te and the stator flux vector magnitude ψs are

estimated. The errors between estimated variables and the references are passed through

the hysteresis controllers. The outputs of the hysteresis controllers are indexed in a look-up

table to generate the gating signals.

In the hysteresis control, a hysteresis band is defined, the control variable is maintained

within the defined hysteresis boundary by changing the switching states of the converters.

This method is conceptually simple and easy to implemented. Fast dynamic response can

also be achieved if the hysteresis band is properly selected. However, there are two primary
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Figure 1.7: DTC with Hysteresis Controller for Induction Motors

drawbacks in this control scheme. One is that the switching frequency changes according to

the hysteresis bandwidth, load parameters, and operating conditions. The variable switching

frequency may cause resonance problems. The other problem is that the control method

heavily relies on a high sampling frequency to maintain the control variables within the

hysteresis band and to reduce the ripples. With such a high sampling frequency, the switching

loss of the converter is not negligible.

1.3.2 Model Predictive Control

As conventional control methods have several limitations, model predictive control (MPC)

drew increased attention in industrial manufactures [30]. MPC is firstly introduced in the

1960s as an application of optimal control theory. In late 1970s, researchers began to apply

MPC on industrial applications [31]. The first application of MPC is reported in chemical

process industry, where the time constant is long enough to complete all the required calcu-

lations. In power electronic applications, the earliest utilization of MPC can be dated back

to 1980s where a high-power system with lower switching frequency is considered [32]. Due

to the long calculation time required in the control algorithm, higher switching frequencies

could not be achieved at that time. However, with the development of fast and powerful mi-

croprocessors, interests in applying MPC to power electronics have increased during the last
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Figure 1.8: Block Diagram of the Proposed MPC System

decade. Compared with conventional control methods, MPC has the following advantages:

• Intuitive concept and straightforward derivation.

• Fast dynamic response.

• Superior suitability to MIMO systems.

• Easy inclusion of system constraints and non-linearities.

• Broad adaptation to a variety of systems.

Unlike the individual control method mentioned in Section 1.3.1, MPC summarizes a

wide family of controllers [33]. In MPC, the mathematical model of the plant is used to

predict the future behaviors of the plant. According to the predicted states of the plant, the

most optimal actuation is selected to control the plant. Generally a MPC method consists of

two parts, an estimator, which predicts the plant’s future behavior, and an optimizer, which

determines the optimal actuation. A typical MPC block diagram is shown in Figure 1.8.

Depending on whether an exact solution is calculated or not, the MPC methods can be

categorized into two types, linear MPC and non-linear MPC [30]. The former one needs to

calculate an exact solution to control the plant. The calculated solution is applied to the

plant through a modulator, hence this method is also referred to as indirect MPC [34, 35].

The latter one does not come up with an exact solution, it integrates the plant into the

controller and considers all the possible actuations. By using a cost function, the optimal

actuation is directly applied on the plant. Therefore, this method is also named direct MPC

[34, 35].
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The MPC methods can be also categorized as single-step MPC and multi-step MPC

depending on the prediction horizon. In single-step MPC, the prediction horizon is 1. All

linear MPC methods fall into this category. In multi-step MPC, the prediction horizon can

be more than 1. A multi-step MPC method with prediction horizon of 10 is reported in [36].

As the prediction horizon increases, the calculation time grows exponentially [36], hence

a much longer sampling period is required in multi-step MPC than in single-step MPC.

Usually, multi-step MPC is used in applications on which switching frequency is low enough

to complete all the necessary calculations [37]. In automotive testing systems such as in

dynamometers, the typical switching frequency is in the range of 5000 Hz to 10000 Hz, the

sampling period is not sufficient for multi-step prediction. Hence in this dissertation, only

single-step MPC methods are studied.

1.4 Scope of the Dissertation

The focus of this dissertation is to develop fast current/torque response control methods for

the open-end winding induction motor drive with two two-level three-phase inverters shar-

ing one DC-link. The following items are investigated, and improved control strategies are

proposed.

1. Fast response predictive control for open-end winding induction motor

2. Computational efficient predictive current control for open-end winding induction mo-

tor

3. Predictive current control with disturbance observer and zero steady state error
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1.4.1 Fast Response Predictive Control for Open-End Winding Induction Mo-

tors

As reviewed in Section 1.3.2, successful applications of model predictive control on conven-

tional wye-connected induction motor drive have been presented in literatures [30, 34, 35].

However, for open-end winding configuration considered in this dissertation, no such research

has been reported yet.

The focus of this work is to develop predictive control methods for open-end winding

induction motor drive, so that fast current/torque response can be achieved as well as the

zero-sequence current can be suppressed. Four different model predictive control methods are

proposed, i.e., linear predictive current control, non-linear predictive current control, linear

predictive torque control, and non-linear predictive torque control. The development process

of the control methods consists of several steps. First, a full-order mathematical model of the

open-end winding induction motor is derived. Based on the model, an accurate flux observer

is designed to provide estimation of the rotor and stator flux. A cost-function based optimizer

is devised so that the optimal actuation can be obtained. Some practical issues such as dead-

time effect and digital calculation delay are also considered, compensators are designed to

address these problems. The proposed methods are simulated in Matlab environment. An

experimental system is also built to verify the proposed methods.

1.4.2 Computational Efficient Predictive Current Control for Open-End Wind-

ing Induction Motors

In conventional induction motor drive fed by two-level inverters, 8 switching states are

mapped onto 7 voltage vectors. Conventional predictive control methods need to evalu-

ate these 7 voltage vectors to find out the optimal actuation within each sampling period.

For the case in this dissertation, two two-level inverters are used. A total of 64 switching
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states are mapped onto 27 voltage vectors. Due to the increase of the number of voltage vec-

tors to be evaluated, the calculation time increases exponentially. As a result, the sampling

frequency is limited. As lower sampling frequency leads to larger current total harmonic

distortion (THD) and slower dynamic resposnes, a calculation-effective predictive control

method is urged to improve the performances of the system.

The focus of this work is to design computational effective model predictive control

methods so that the controller can operate in higher sampling frequency and faster dynamic

response can be achieved. Two predictive current control methods are proposed. The first

method is derived in A-B-C frame, and three-phase independent control is achieved by treat-

ing the zero-sequence component as a feed-forward term. The second method investigates

the current trajectory generated by each voltage vector. An intelligent sorting algorithm is

proposed to reduce the number of voltage vector to be evaluated. Both methods have been

compared with conventional predictive current control method in simulation and experiment.

1.4.3 Predictive Current Control with Disturbance Observer and Zero Steady

State Error

Unlike the conventional PI control method, in which integrators are used to eliminate the

steady state errors, model predictive control uses machine parameters to estimate and pre-

dict state variables. As the machine parameters change according to different working en-

vironment, the inaccurate calculation leads to increased steady state error and deteriorated

dynamic response. A robust control method is demanded to provide satisfactory steady state

and dynamic responses under different parameter mismatch situations.

The focus of this work is to arise a disturbance-resistant control method so that the

controller can maintain fast dynamic response as well as zero steady state error. A deadbeat

current control method with disturbance observer is proposed. Based on the sensitivity

analysis of the open-end winding induction motor, a sliding mode observer is derived to
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compensate the parameter mismatch and to predict the future state of the motor. The

proposed controller is tested under different parameter mismatch situations and compared

with conventional deadbeat control in simulations and experiments.

1.5 Organization of the Dissertation

This dissertation is organized as follows:

Chapter 2 illustrates the operating principles of the open-end winding induction motor.

The electrical model of open-end winding induction motor with zero-sequence components is

derived. Different possible PWM methods for open-end winding configuration are studied.

The delay issue resulted from digital calculation and power converters is also analyzed.

Chapter 3 presents the fast response predictive control strategies for open-end winding

induction motor drive. Four different control methods, i.e., linear predictive current control,

non-linear predictive current control, linear predictive torque control, and non-linear predic-

tive torque control are investigated. Detailed derivation is given for each control method.

Simulations and experiments are executed to validate the feasibility of proposed methods.

Both transient and steady state performances are examined and analyzed. A comparison is

made across the four methods.

Chapter 4 provides two computational efficient predictive control methods. The deficien-

cies of conventional model predictive control methods are explained. A predictive current

control method in A-B-C frame (PCC-ABC) and a three-dimensional predictive current

trajectory control (3DPCTC) method are proposed. Theoretical analysis is given for both

methods. A conventional predictive current control method is also implemented to provide

comparison to the proposed methods. Simulations and experiments are done to prove the

effectiveness of proposed methods as compared to the conventional method.

Chapter 5 introduces a predictive current control with distubance observer and zero-

steady state error. A parameter sensitivity analysis is given for the open-end winding induc-
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tion motor. To increase the robustness of the controller against the parameter mismatch,

a sliding-mode disturbance observer with zero-sequence current suppression is proposed.

The stability of proposed observer is analyzed. Simulations are performed under different

parameter mismatch situations. A detailed analysis of the simulation results are presented.

Chapter 6 describes the salient features of the proposed model predictive controls on

open-end winding induction motor drive. The key contributions of the dissertation are

summarized, a conclusion is given on proposed methods. Based on the current work, a few

recommendations for future work are also presented.
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CHAPTER 2

OPEN-END WINDING INDUCTION MOTORS -

CHARACTERISTICS AND MATHEMATICAL MODELING

Open-end winding induction motor is obtained by disconnecting the neutral point of a con-

ventional wye-connected machine and feeding both ends by either two three-phase inverters

or three H-bridge inverters. This dissertation investigates the open-end winding induction

motor fed by two two-level three-phase voltage source inverters sharing one DC link. As

a result, a common mode path is created between the two inverters and the zero-sequence

current can flow. In this chapter, the electrical and mechanical model of the open-end wind-

ing induction motor is derived, the corresponding PWM strategies are investigated, and the

delay issue resulted from digital calculation and power converters is studied.

2.1 Modeling of Open-End Winding Induction Motors

Due to the presence of zero-sequence current, the motor windings can no longer be considered

as three-phase balanced. A zero-sequence component must be included in the modeling. This

section describes the modeling of open-end winding induction motor with zero-sequence

components.

2.1.1 Electrical Model

The circuit diagram of the open-end winding induction motor drive is shown in Figure 2.1.

The stator and rotor state-space equation in A-B-C frame can be expressed as:

vsabc
0

 =

rs
rr


isabc
irabc

+ p

ψsabc

ψrabc

 (2.1)

Where vsabc, vrabc are stator and rotor voltage vectors, isabc, irabc are stator and rotor

current vectors, and ψsabc, ψrabc are stator and rotor flux vectors. rs and rr are stator and
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Figure 2.1: Open-End Winding Induction Motor Drives

rotor resistance matrices. p is the derivative operator.
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va

vb

vc

, isabc =


ia

ib

ic

, ψsabc =


ψa

ψb

ψc

, rs =


rs

rs

rs

, rr =


rr

rr

rr
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The stator and rotor flux can be expressed as:

ψsabc

ψrabc

 =

 L′s L′sr

(L′sr)T L′r


isabc
irabc

 (2.2)

In which L′s, L
′
sr, L

′
r are parameter matrices as follows:

L′s =


Lls + Lm −1

2
Lm −1

2
Lm

−1
2
Lm Lls + Lm −1

2
Lm

−1
2
Lm −1

2
Lm Lls + Lm



L′r =


Llr + Lm −1

2
Lm −1

2
Lm

−1
2
Lm Llr + Lm −1

2
Lm

−1
2
Lm −1

2
Lm Llr + Lm


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L′sr = Lm


cos(ωrt) cos(ωrt+ 2π

3
) cos(ωrt− 2π

3
)

cos(ωrt− 2π
3

) cos(ωrt) cos(ωrt+ 2π
3

)

cos(ωrt+ 2π
3

) cos(ωrt− 2π
3

) cos(ωrt)


Lls and Llr are stator and rotor leakage inductance, Lm is the mutual inductance, ωr is

the rotor angular speed, t is the time.

Perform dq0 transformation on (2.2), the following equation in dq0 frame can be obtained:ψsdq0

ψrdq0

 =

 KL′sK
−1 KL′srK

−1

K(L′sr
T )K−1 KL′rK

−1


isdq0
irdq0

 (2.3)

The dq0 transformation matrix K is given by:

K =
2

3


cos(ωet) cos(ωet− 2π

3
) cos(ωet− 4π

3
)

− sin(ωet) − sin(ωet− 2π
3

) − sin(ωet− 4π
3

)

1
2

1
2

1
2


In which ωe is the angular speed of arbitrary referene frame, and:

KL′sK
−1 =


Lls + LM

Lls + LM

Lls

, KL′rK
−1 =


Llr + LM

Llr + LM

Llr

,

KL′srK
−1 = K(L′Tsr)K

−1 =


LM

LM

0

 = Lm

In which LM = 3
2
Lm, let Ls = Lls + LM , Lr = Llr + LM , it can be obtained that:

Ls = KL′sK
−1 =


Ls

Ls

Lls

, Lr = KL′rK
−1 =


Lr

Lr

Llr


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Then (2.3) can be written as:ψsdq0

ψrdq0

 =

Ls Lm

Lm Lr


isdq0
irdq0

 (2.4)

Perform dq0 transformation on (2.1), the stator and rotor equations of the open-end

winding induction motor in arbitrary frame can be written as:vsdq0
0

 =

rs
rr


isdq0
irdq0

+ p

ψsdq0

ψrdq0

+

Jωe
J(ωe − ωr)


ψsdq0

ψrdq0

 (2.5)

Where J is the coupling matrix, and it is given by:

J =


0 −1 0

1 0 0

0 0 0


(2.4) and (2.5) are the state-space expression of the electrical model of the open-end winding

induction motor including zero-sequence components. The electrical torque can be calculated

using either flux or current, and it can be expressed as:

Te =
3

2
P (ψrqird − ψrdirq) (2.6)

Te =
3

2
P
LM
Ls

(ψsqird − ψsdirq) (2.7)

Te =
3

2
P
LM
Lr

(ψrdisq − ψrqisd) (2.8)

Te =
3

2
P

LM
LsLrσ

(ψsqψrd − ψsdψrq) (2.9)

Te =
3

2
PLM(irdisq − irqisd) (2.10)

2.1.2 Mechanical Model

The mechanical model of the open-end winding induction motor is given by:

Te = J
2

P

d

dt
ωr + TL (2.11)

Where J is the inertia of the motor, P is the number of poles, TL is the load torque.
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2.2 PWM Strategies of Open-End Winding Induction Motors

Many researchers have investigated the modulation strategies to achieve flexibility of con-

trol, reduction of harmonics, and elimination of common mode voltage in open-end winding

machines [23–25, 38–44]. Depending on topologies of inverters or number of DC sources

being used for the open-end winding machines, various PWM strategies are proposed in the

literature.

With a configuration of three single-phase H-bridges, a PWM scheme with controllable

grid power factor and higher phase voltage is proposed in [38]. When the topology is con-

figured as dual two-level three-phase inverters, a high power three-phase synchronous motor

with open windings is presented in [39]. Using the same power circuits, a space vector PWM

strategy using the redundancy in switching states is presented in [23]; a PWM strategy with

improved DC-bus utilization is also illustrated in [40].

As shown in Figure 2.1, two two-level three-phase inverters are used in the open-end

winding induction motor drive. Hence three voltage levels can be generated across the phase

winding, i.e., +VDC , 0 or −VDC . Also, by interleaved switching of the two inverters, the

switching frequency across the phase winding is two times the frequency of the individual

inverter. In this section, the switching patterns of the two inverters are studied, the voltage

vector generation is investigated, and the PWM strategy for the open-end winding induction

motor is discussed.

2.2.1 Switching Patterns and Voltage Vectors

For conventional induction motor fed by single two-level inverter, 8 switching states are

available. These 8 switching states can be mapped onto a two-level hexagon, as shown in

Figure 2.2. Due to the fact that a wye-connected motor is three-phase balanced, there is no

zero-sequence component in this configuration. Hence the switching states 000 and 111 are

equivalent, and 7 voltage vectors can be generated from the 8 switching states.
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Figure 2.2: Switching States of A Two-Level Inverter

For open-end winding induction motor fed by two inverters, a total of 64 switching states

can be generated by switching the two inverters. These 64 switching states can be mapped

onto a three-level hexagon, as shown in Figure 2.3. It can be noticed that the structure

in Figure 2.3 is similar to the switching states generated by a three-level inverter, in which

19 voltage vectors represented by A through S are located within the three-level hexagon.

However, due to the fact that the two inverters share the same DC-link, zero-sequence voltage

is generated across the phase winding. Therefore, in the common DC-link configuration, a

total of 27 different voltage vectors can be generated from the 64 switching states. The 27

voltage vectors and corresponding switching states are listed in Table 2.1.

2.2.2 Zero-Sequence Current Suppresion

The zero-sequence voltage generated by the two inverters is defined as:

v0 =
1

3
(vaa′ + vbb′ + vcc′) (2.12)

It can be observed from Table 2.1 that some switching combinations can generate zero

sequence voltage, which results in zero-sequence current flowing within the drive system.
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Table 2.1: Switching States and Voltage Vectors in Open-End Winding Induction Motors

Number Switching State Voltage Vector
Vα(VDC) Vβ(VDC) V0(VDC)

1 8− 7′ 0 0 -1
2 7− 4′, 1− 8′ 0.6667 0 -0.6667
3 1− 4′ 1.3333 0 -0.3333
4 7− 6′, 3− 8′ -0.3333 0.5774 -0.6667
5 1− 6′, 2− 8′, 3− 4′, 7− 5′ 0.3333 0.5774 -0.3333
6 1− 5′, 2− 4′ 1 0.5774 0
7 3− 6′ -0.6667 1.1547 -0.3333
8 3− 5′, 2− 6′ 0 1.1547 0
9 2− 5′ 0.6667 1.1547 0.3333
10 5− 8′, 7− 2′ -0.3333 -0.5774 -0.6667
11 1− 2′, 5− 4′, 6− 8′, 7− 3′ 0.3333 -0.5774 -0.3333
12 1− 3′, 6− 4′ 1 -0.5774 0
13 3− 2′, 4− 8′, 5− 6′, 7− 1′ -0.6667 0 -0.3333
14 1− 1′, 2− 2′, 3− 3′, 4− 4′ 0 0 0

5− 5′, 6− 6′, 7− 7′, 8− 8′

15 1− 7′, 2− 3′, 6− 5′, 8− 4′ 0.6667 0 0.3333
16 3− 1′, 4− 6′ -1 0.5774 0
17 2− 1′, 3− 7′, 4− 5′, 8− 6′ -0.3333 0.5774 0.3333
18 2− 7′, 8− 5′ 0.3333 0.5774 0.6667
19 5− 2′ -0.6667 -1.1547 -0.3333
20 5− 3′, 6− 2′ 0 -1.1547 0
21 6− 3′ 0.6667 -1.1547 0.3333
22 5− 1′, 4− 2′ -1 -0.5774 0
23 4− 3′, 5− 7′, 6− 1′, 8− 2′ -0.3333 -0.5774 0.3333
24 6− 7′, 8− 3′ 0.3333 -0.5774 0.6667
25 4− 1′ -1.3333 0 0.3333
26 4− 7′, 8− 1′ -0.6667 0 0.6667
27 7− 8′ 0 0 1
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Figure 2.3: Switching States of Two Inverters in Open-End Winding Induction Motors

To suppress the zero-sequence current, proper switching strategy must be developed. It

is noticed from Table 2.1 that among the 27 different voltage vectors, there are 7 voltage

vectors which do not generate any zero-sequence voltage. One possible method to suppress

the zero-sequence current is to only use these 7 non-zero-sequence-voltage-generating voltage

vectors. However, this method will result in larger current ripples due to the insufficient use

of the 27 voltage vectors.

Another option to suppress the zero-sequence current is to use the volt-second balanc-

ing of multiple voltage vectors. As shown in Figure 2.4, the 7 non-zero-sequence-voltage-

generating voltage vectors form a shaded intermediate hexagon. Within this shaded hexagon,

zero-sequence voltage can be suppressed to zero by volt-second balancing of different voltage

vectors. The inscribing circle to the shaded hexagon represents the maximum magnitude of
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Figure 2.4: 2-D View of Voltage Vectors of Open-End Winding Induction Motors

the voltage vector which has zero zero-sequence voltage. When voltage vectors fall outside

the shaded hexagon, the zero-sequence current is inevitable and cannot be controlled.

The above phenomenon can also be understood by looking at the three-dimensional view

of the voltage vectors. Remap the 27 voltage vectors in a three-dimensional space as shown

in Figure 2.5, the 27 voltage vectors are marked with red circles. It can be observed that the

projections of the 27 voltage vectors on the plane vs0 = 0 form the same three-level hexagon

shown in Figure 2.4. It can be noticed that only 7 voltage vectors locate on the plane vs0 = 0,

the other 20 voltage vectors locate on 6 other planes with vs0 = ±1
3
VDC ,±2

3
VDC ,±VDC , which

means these 20 voltage vectors will generate zero-sequence current as described in Table 2.1.

It can be also noticed that the 27 voltage vectors locate on a cube, which is marked by

the dashed lines. The length of each edge of the cube is 2VDC , which represents the voltage

limit. In other words, the two inverters can only generate voltage vectors which locate on the
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Figure 2.5: 3-D View of Voltage Vectors of Open-End Winding Induction Motors

surface of the cube or inside the cube. The intersection of the cube with the plane vs0 = 0 is

marked as a shaded hexagon in Figure 2.5. Within this shaded hexagon, the zero-sequence

current can be suppressed close to zero level. When the voltage vector is outside the shaded

hexagon, uncontrollable zero-sequence current will flow.

2.2.3 PWM Generation of Open-End Winding Induction Motor Drives

As illustrated in Section 2.2.1, the two inverters need to generate the voltage vector which

will be applied to the open-end winding induction motor. The relationship between the

voltage vector generated from each inverter and the voltage vector applied to the induction

motor can be described as:

v12 = vi1 − vi2 (2.13)

Where v12 is the voltage vector applied to the motor, vi1 and vi2 are the voltage vectors

generated by each individual inverter.

As the magnitude and angle of vi1 and vi2 can change arbitrarily, there are infinite

number of combinations of vi1 and vi2 to generate v12. In this dissertation, the magnitudes
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Figure 2.6: Magnitude of Combined Voltage Vector under Different Phase Shift

of vi1 and vi2 are set the same for the ease fo calculation. Let θ12 be the phase difference

between vi1 and vi2, θr be the angle between vi1 and stationary a phase, and V12 be the

magnitude of vi1 and vi2, (2.13) becomes:

v12 = V12∠θr − V12∠(θr − θ12) (2.14)

The relationship between the magnitude of v12 and the phase shift θ12 is plotted in Figure

2.6. It can be observed that when the phase shift between vi1 and vi2 is 180◦, the combined

voltage vector v12 has the maximum magnitude. In other words, to generate the same v12,

maintaining the phase difference of 180◦ between the two inverters can make each inverter

output minimized voltage vector, which means the inverters are utilized most efficiently.

In conventional wye-connected induction motor, either sinusoidal PWM (SPWM) or

space vector PWM (SVPWM) can be used to generate the PWM signal. In particular,

SVPWM is preferred since it make better use of the modulation range, the magnitude of

fundamental component is 1.15 times of that under SPWM. However, this merit is invalid

in open-end winding configuration.
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In SPWM, the reference signal of each inverter is a sinusoidal wave, hence Figure 2.6

is valid in generating the combined voltage vector. When the phase difference is 180◦, the

inverters reaches the optimal utilization in generating the voltage vectors. In the case of

SVPWM, since the reference signal can be regarded as a fundamental sinusoidal wave added

an offset, whose frequency is three times the fundamental. Hence the reference signal of

SVPWM can be written as:

vi1 = V12∠θr + Voffset∠3θr

vi2 = V12∠(θr + θ12) + Voffset∠(3θr + 3θ12)

Where Voffset is the magnitude of the offset signal. Substitute the above equations into

(2.14), the combined voltage vector can be written as:

v12 = V12∠θr − V12∠(θr − θ12) + (Voffset∠3θr − Voffset∠(3θr + 3θ12)) (2.15)

It can be observed from (2.15) that a 3rd order frequency offset term is present in the

combined voltage vector. To eliminate this offset term, the phase difference between the two

inverters θ12 needs to satisfy the condition that θ12 = N 2π
3

. Figure 2.7 shows the reference

signal generation of SVPWM under 120◦ phase difference. It can be noticed that although

the fundamental component of each inverter is 1.15 times larger than that under SPWM,

this merit is cancelled by the 120◦ phase difference in order to eliminate the offset signal.

Hence the magnitude of combined voltage vector is the same as that under SPWM.

In conclusion, in open-end winding configuration, SPWM with 180◦ phase difference

and SVPWM with 120◦ phase difference are equivalent. In the following chapters of this

dissertation, SPWM with 180◦ phase difference is used to generate the PWM signals.

2.3 Delay Compensation

As large amount of calculations are required in MPC methods, a non-negligible time delay

is introduced before the actuation. Also, due to the zero-order-hold nature of the power
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Figure 2.7: Reference Signal Generation of SVPWM with 120◦ Phase Difference

Figure 2.8: Control Sequence of PTC for Open-End Winding Induction Motors

converters, a delay on current is also brought in [45]. Ignorance of these delay effects would

result in deteriorated performances of the system. Considering this problem, delay com-

pensation methods have been proposed in literatures [46–50]. In this section, the cause of

the delay is analyzed, and the compensation method for open-end winding induction motor

drive is introduced.

In a typical MPC method, several steps need to be accomplished to obtain the optimal

actuation. Figure 2.8 shows the control sequence of predictive torque control (PTC) for
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open-end winding induction motor. At time instant k, the optimal voltage vector vopt,k,

which is calculated in the previous sampling period, is applied to the inverters. At the same

point, the motor stator currents are measured to obtain the current vector is,k. During the

time period between k and k + 1, the digital controller needs to finish calculation of finding

optimal voltage vector vopt,k+1. At time instant k+ 1, vopt,k+1 is applied to inverters. And

during the time interval between k+ 1 and k+ 2, vopt,k+1 is held and effective on the open-

end winding induction motor. At time instant k + 2, the estimated flux and torque should

be equal to the reference values which are set at time instant k. Hence there are two samples

delay between the reference state and the actual realized state.

To compensate for this delay, prediction of stator flux and electrical torque at time instant

k + 2 is required. Based on vopt,k and is,k, the stator and rotor flux vectors ψ̂s,k and ψ̂r,k

are estimated. From the estimated flux vectors and the voltage vector vopt,k, the stator

flux and torque at time instant k + 2 can be predicted. Therefore, the delay resulted from

digital calculation and power converter is compensated. The flowchart of PTC with delay

compensation is shown in Figure 2.9.

2.4 Summary

In this chapter, the electrical and mechanical models of open-end winding induction motor

fed by two three-phase VSIs sharing the same DC-link are presented. The PWM strategies of

the open-end winding induction motor are analyzed in both 2-dimensional and 3-dimensional

view. The cause of the zero-sequence current is also investigated. Considering the implemen-

tation on digital controllers and real motor drives, the delay resulted from digital calculation

and zero-order-hold nature of power converters is also studied. The work in this chapter lays

a theoretical foundation for the following chapters.
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Figure 2.9: Flowchart of PTC with Delay Compensation for Open-End Winding Induction
Motors
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CHAPTER 3

FAST RESPONSE PREDICTIVE CONTROL FOR OPEN-END WINDING

INDUCTION MOTORS 1,2

In automotive testing systems, fast current/torque response is required to accurately track

the dynamic behavior of the UUT and to minimize the measurement error. In this chapter,

an open-end winding induction motor drive with two two-level inverters sharing the same

DC-link is investigated. Four MPC methods, i.e., linear predictive current control (linear

PCC), non-linear predictive current control (non-linear PCC), linear predictive torque control

(linear PTC) and non-linear preditive torque control (non-linear PTC) and proposed [51, 52].

The transient and steady state responses of the four different methods are evaluated through

simulation and experiment. The simulated and experimental results show that the proposed

methods have faster dynamic responses compared to conventional control method. A detailed

analysis is given on different aspects of the compared methods.

3.1 Introduction

In Section 1.3.2, linear and non-linear model predictive control methods on conventional

wye-connected induction motor drive have been reviewed [30, 34, 35]. Based on the state

variables being used in the model, the linear MPC method and non-linear MPC method

can be further subdivided into two types. One is predictive current control (PCC), and

the other is predictive flux/torque control (PTC). In linear PCC, a deadbeat controller is

1 c©2015 IEEE. Portion Adapted, with permission, from B. Zhu, K. Rajashekara and H. Kubo, ”Predictive
torque control with zero-sequence current suppression for open-end winding induction machine”, Industry
Applications Society Annual Meeting, 2015 IEEE

2 c©2017 IET. Portion Adapted, with permission, from B. Zhu, K. Rajashekara and H. Kubo, ”A Com-
parison between Current Based and Flux/Torque Based Model Predictive Control Methods for Open-End
Winding Induction Motor Drives”, the work in this paper is a postprint of a paper submitted to and ac-
cepted for publication in IET Electric Power Applications and is subjected to Instituion of Engineering and
Technology Copyright. The copy of record is available at the IET Digital Library
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Figure 3.1: MPC Methods for Open-End Winding Induction Motor Drives

used to regulate the currents, and the reference voltage vector is generated using predicted

current and predicted back EMF [28, 53] In non-linear PCC, the cost function evaluates the

errors between current references and predicted currents to determine the optimal switching

pattern [34, 35, 54–57]. In linear PTC, or deadbeat flux/torque control as mentioned in [58–

60], stator flux and electrical torque are predicted to generate the voltage reference. In non-

linear PTC, the cost function evaluates the errors of flux magnitude and torque magnitude

to determine the optimal switching pattern, usually a weighting factor is required in this

method [46, 61–64]. Also, non-linear MPC methods using hysteresis control and trajectory

control are reported in [36, 37, 65–67]. Figure 3.1 shows the classification of MPC methods

for open-end winding induction motor drive.

A comparison of direct MPC methods has been reported in [64], in which both non-linear

PCC and non-linear PTC have been applied to a wye-connected induction motor fed by a

two-level inverter. However, in the system studied in this dissertation, two two-level inverters

with common DC-link are employed. New control strategies need to be developed to address

the zero-sequence current issue and to provide proper control on the two inverters. Hence,

it is still necessary to evaluate the effectiveness of MPC methods on the OEWIM. In this

chapter, four MPC methods are proposed and examined [51, 52], and the results prove that

the proposed methods can effectively suppress the zero-sequence current as well as provide

fast dynamic response over a wide operation range.
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Figure 3.2: Open-end Winding Induction Motor Drives

3.2 Theoretical Derivation

The configuration of the OEWIM with two two-level inverters sharing the same DC-link is

shown in Figure 3.2. From (2.4) and (2.5) the electrical model of OEWIM in arbitrary

reference frame can be written as:

vs
vr

 =

rs
rr


is
ir

+ p

ψs

ψr

+

J3ωa

J3(ωa − ωr)


ψs

ψr

 (3.1)

ψs

ψr

 =

Ls Lm

Lm Lr


is
ir

 (3.2)

Where vs, is, ir, ψs, ψr are state variables with zero-sequence component, e.g. vs =[
vsd vsq vs0

]T
. Rs, Rr, Ls, Lr, Lm are system parameter matrices, for instance:

Rs = diag

[
Rs Rs Rs

]
,Ls = diag

[
Ls Ls Lls

]
, Lm = diag

[
Lm Lm 0

]
. ωa is ar-

bitrary reference frequency, ωr is the electrical frequency of the rotor, p is the derivative
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Figure 3.3: Block Diagram of the Open-End Winding Induction Motor Drive

operator. The coupling matrix J3 can be written as:

J3 =


0 −1 0

1 0 0

0 0 0


The block diagram of the controller is shown in Figure 3.3. Depending on different control

methods, the inner controller changes accordingly.

3.2.1 Predictive Current Control (PCC)

From (3.1)(3.2), the derivative of the current vectors in stationary frame (ωa = 0) can be

written as:

p

is
ir

 =

Ls Lm

Lm Lr


−1(vs

0

−
Rs

Rr


is
ir

−
0 0

0 −ωrJ3


ψs

ψr

) (3.3)

The stator current equation can be obtained from (3.3):

pis =
I3
Lsσ

(
vs −Rsis +

Lm

Lr

(Rrir − ωrJ3ψr)
)

(3.4)
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Where σ = I3 − L2
m

LsLr
, I3 is dimension 3 identity matrix. The back EMF in (3.3) then

can be written as:

vl = Rsis −
Lm

Lr

(Rrir − ωrJ3ψr) (3.5)

An open-loop flux estimator is used for calculating the rotor flux in (3.5). The rotor flux

in rotor reference frame (ωa = ωr) can be estimated as:

pψr =
Lm

Lr

is −
I3

τr
ψr (3.6)

Where τr = Lr/Rr. Substitute (3.5) into (3.3):

pis =
I3

Lsσ
(vs − vl) (3.7)

Discretize (3.7) using forward Euler method, the stator current can be predicted as:

îs,k+1 = is,k + Ts
I3

Lsσ

(
v̂s,k − v̂l,k

)
(3.8)

In which Ts is the sampling period of inner controller. Due to the digital calculation

delay described in Section 2.3, one more step extrapolation is required to compensate this

delay. After one more step iteration, (3.8) becomes:

îs,k+2 = îs,k+1 + Ts
I3

Lsσ

(
v̂s,k+1 − v̂l,k+1

)
(3.9)

By using the deadbeat control law, îs,k+2 = i∗s, the reference voltage needed to apply at

time instant k + 1 can be obtained as:

v̂s,k+1 =
I3

TsLsσ

(
i∗s − îs,k+1

)
+ v̂l,k+1 (3.10)

The current reference i∗s is obtained from flux reference and torque reference in a similar

way to conventional field oriented control. The block diagram of linear PCC is shown in

Figure 3.4.

For non-linear PCC, a cost function is used to select the optimal voltage vector to be

applied on the inverters. As open-end winding configuration uses two two-level inverters, a
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Figure 3.4: Block Diagram of Inner Controller Using Linear PCC

total of 64 switching combinations can be mapped onto 27 different voltage vectors [51]. By

substituting v̂s,k+1 in (3.9) with 27 possible voltage vectors, (3.9) becomes:

îs,k+2(i) = îs,k+1 +Ts
I3

Lsσ

(
v̂s,k+1(i)−v̂l,k+1

)
(3.11)

Where i varies from 1 to 27. And the cost function is given by:

g(i) = wα

∣∣∣∣i∗sα − îsα,k+2(i)

∣∣∣∣+ wβ

∣∣∣∣i∗sβ − îsβ,k+2(i)

∣∣∣∣+ w0

∣∣∣∣̂is0,k+2(i)

∣∣∣∣ (3.12)

Where wα, wβ, w0 are weighting factors of current errors. Then the voltage vector to be

applided on the inverters can be obtained as:

vopt,k+1 = arg min
{i=1,2,...27}

g(i) (3.13)

The block diagram of non-linear PCC is shown in Figure 3.5.

3.2.2 Predictive Torque Control (PTC)

Discretize (3.6) using forward Euler method, the rotor flux at time instant k + 1 can be

predicted as:
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Figure 3.5: Block Diagram of Inner Controller Using Non-Linear PCC

ψ̂r,k+1 =
Lm

τr
Tsis,k +

(
I3 −

I3

τr

)
Tsψr,k (3.14)

To predict the stator flux at time instant k + 1, one can use the stator current equation

in (3.1), and the stator flux in arbitrary frame can be predicted as:

ψ̂s,k+1 = Tsvs,k +
(
I3 − Ts

( I3
τsσ

+ J3ωa,k
))
ψs,k +

kr

τsσ
Ts +ψr,k (3.15)

Where τs = Ls/Rs, kr = Lm/Lr. Using (3.14) and (3.15), and perform one more step

extrapolation, the per unit electrical torque at time instant k + 2 can be expressed as:

T̂e,k+2 =
LmP

σLsLr

(
ψ̂sq,k+2ψ̂rd,k+2 − ψ̂sd,k+2ψ̂rq,k+2

)
(3.16)

Where P is number of pole pairs. In rotor flux orientation frame (ωa = ωe, ψrd =

|ψr|, ψrq = 0), ωe is the synchronous frequency of the rotor flux, by using the deadbeat

control law, ψ̂rd,k+2 = |ψ∗r |, T̂e,k+2 = T ∗e . The d-axis and q-axis voltages to be applied at time

instant k + 1 can be calculated as:

v̂sd,k+1 =
1

Ts
|ψ∗r |+

( Rs

σLs
− 1

Ts

)
ψ̂sd,k+1 − ω̂e,k+1ψ̂sq,k+1 −

RsLm
σLsLr

ψ̂rd,k+1 (3.17)
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Figure 3.6: Block Diagram of Inner Controller Using Linear PTC

v̂sq,k+1 =
σLr
PTs

T ∗e
|ψ∗r |

−
( 1

Ts
− Rs

σLs

)
ψ̂sq,k+1 + ω̂e,k+1ψ̂sd,k+1 (3.18)

The block diagram for linear PTC is shown in Figure 3.6.

For non-linear PTC, the cost function not only needs to minimize the torque error and

stator flux magnitude error, but also needs to suppress the zero-sequence current. The

electrical torque and stator flux magnitude can be obtained from (3.15) and (3.16), and the

zero-sequence current can be predicted using the zero-sequence part of (3.9), and is rewritten

as:

îs0,k+2(i) =
(
1− TsRs

Lls

)̂
is0,k+1 +

Ts
Lls

v̂s,k+1(i) (3.19)

Hence the cost function can be given as:

h(i) = wte|T ∗e − T̂e,k+2(i)|+ wψ

∣∣∣∣|ψ∗s | − |ψ̂s,k+2(i)|
∣∣∣∣+ w0|̂is0,k+2(i)| (3.20)

Where wte, wψ and w0 are the weighting factors of torque error, flux magnitude error and

zero-sequence current respectively. Then, the optimal voltage vector vopt to be applied can

be determined by:

vopt,k+1 = arg min
{i=1,2,...27}

h(i) (3.21)
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Figure 3.7: Block Diagram of Inner Controller Using Non-Linear PTC

The block diagram of non-linear PTC is shown in Figure 3.7.

3.3 Simulation Results

In order to validate the performances of the methods under study, an OEWIM is modeled

in Matlab/Simulink. The parameters and ratings of the motor are given in Table 3.1. The

simulation step-length is set as 1e-7 second, the sampling frequency of speed PI controller

is 1kHz, and the sampling frequency of the inner controller used in simulation is 10 kHz.

For non-linear PCC, the weighting factors in (3.12) are wα = wβ = w0 = 1, for non-linear

PTC, the weighting factors in (3.20) are wte = wψ = w0 = 1. A low pass filter with cutoff

frequency 6000Hz is added between the current sampling and controller to provide same

situation as in experiment. Since the SPWM and SVPWM methods are equivalent in open-

end winding configuration as discussed in Section 2.2.3, SPWM is used in both simulation

and in experiment. The dead-time of the inverter is set to be 2µs.

43



Table 3.1: Motor Ratings and Parameters

Power(kW) 5.5
Poles 4
Rating Speed (rpm) 1470
Line to Line Voltage (V) 200
Stator Resistance (mΩ) 834
Rotor Resistance (mΩ) 654
Stator Leakage Inductance (mH) 3.2
Rotor Leakage Inductance (mH) 3.2
Mutual Inductance (mH) 138.1

3.3.1 Transient State Operation

The toque responses obtained from the above mentioned control strategies are shown in

Figure 3.8. At t=0.0005s, for a 0.8 p.u. torque command, no significant difference is observed

in the step responses. However, it can be observed that the non-linear MPC methods provide

larger slopes than linear MPC methods, which means a faster torque response can be obtained

by using non-linear MPC methods. This is because in non-linear MPC methods, the optimal

voltage vector is applied to the motor during the whole sampling period, while in linear MPC

methods, zero vectors are used in every sampling cycle, which do not provide any torque

hence make the raising slope lower than non-linear MPC methods.

To estimate the frequency response of individual controllers, a sinusoidal torque pertur-

bation with magnitude of 0.05 p.u. is injected to the reference torque. The frequency of the

torque perturbation varies from 200 rad/s to 20000 rad/s. The reference torque and output

electrical torque are measured over a frequency range from 200 rad/s to 20000 rad/s. The

step length chosen for measurements is 200 rad/s. The frequency responses of the methods

under comparison are shown in Figure 3.9. It can be observed that although all the methods

present similar bandwidth, the non-linear PTC presents the largest phase margin, which

means non-linear PTC provides fastest response among the MPC methods under compari-

son. It is also noticed that PCC methods preserve a more steady gain than PTC methods
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Figure 3.8: Torque Responses in Simulation

during the frequency response test, which means the PCC methods are expected to have less

oscillations than PTC methods during transient state.

3.3.2 Steady State Operation

To examine the steady state performances, the induction motor is set to work under rated

speed and 0.8 p.u. load. Figure 3.10 shows the steady state responses of the linear and non-

linear MPC methods. It can be observed that linear MPC methods provide less distortion

on the phase currents, this can be explained by comparing the switching frequency of linear

and non-linear MPC methods. Under the same sampling frequency 10kHz, by interleaved

switching of the two inverters, the linear MPC methods maintain a constant 20kHz switching

frequency across the phase winding; while the non-linear MPC methods do not have control

on switching frequency, and the actual switching frequency across the winding is less than
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Figure 3.9: Frequency Responses in Simulation

10kHz. Hence much larger distortion is generated. This fact can be also observed in zero-

sequence current and torque ripple waveforms in Figure 3.10. In linear MPC methods, a

switching frequency ripple can be observed in zero-sequence current and torque ripple, but

in non-linear MPC methods, the frequency of the ripple is less than the sampling frequency.

Hence the magnitude of zero-sequence current and torque ripple of non-linear MPC methods

is larger than of linear MPC methods. Also it can be observed that non-symmetry with

respect to 0 exists in the torque ripple in linear MPC methods, which indicates that steady-

state errors exist in these methods.

3.4 Experimental Results

Experiments are performed to verify the steady state and transient state responses of the

control methods under study. The block diagram of the experimental setup is shown in
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(a) (b)

(c) (d)

Figure 3.10: Steady State Responses in Simulation
(a) Linear PCC
(b) Linear PTC

(c) Non-Linear PCC
(d) Non-Linear PTC
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Figure 3.11: Block Diagram of the Experimental System

Figure 3.11, and the system overview is shown in Figure 3.12 (a). A 4-pole OEWIM is

coupled with a permanent magnet synchronous motor (PMSM) used as a load. Two three-

phase two-level inverters are used for the OEWIM drive and one three-phase inverter for

PMSM drive. The motor parameters of OEWIM are listed in Table 3.1, the inverter and

motor specifications are shown in Table 3.2. The rotor position is measured by a 2048-point

incremental encoder. A Texas Instrument TMS320F28335 digital signal processor is used

as the controller, which is mounted on a self-implemented controller board shown in Figure

3.12 (b). The clock frequency of DSP is 150 MHz, the inner controller sampling frequency

is 10kHz. The weighting factors in (3.12) of non-linear PCC are wα = wβ = w0 = 1, the

weighting factors in (3.20) of non-linear PTC are set to be wte = wψ = w0 = 1.

Table 3.3 lists the time required to finish calculation in each sampling period. It is shown

that linear MPC methods require much less computation time than their non-linear coun-

terparts. This is because in linear MPC methods, an exact solution is calculated ((3.10) for

linear PCC, (3.17)(3.18) for linear PTC), the calculated voltage vector is compared with a
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(a) (b)

Figure 3.12: Experimental Setup
(a) System Overview
(b) Controller Board

Table 3.2: Inverter and Motor Specifications

Inverters 7.5 kW
OEWIM 5.5 kW, 200 V, 50 Hz, 1470 rpm
PMSM 5.5 kW, 200 V, 50 Hz, 1500 rpm

triangular carrier to generate the switching signals. The non-linear MPC methods need to

evaluate all possible voltage vectors to determine the optimal actuation. In conventional mo-

tor drive using single inverter, the controller only needs to evaluate 7 voltage vectors for two

control variables (isα, isβ or |ψs|, Te) during one sampling period, hence the calculation time

is still comparable to linear MPC methods as reported in [64]; but the controller for open-end

winding motor needs to evaluate 27 voltage vectors for three control variables (isα, isβ, is0

or |ψs|, Te, is0) during one sampling period. Hence, the computation time increases expo-

nentially due to the increase of number of voltage vectors and control variables [34]. As a

result, the controller in open-end winding motor drive needs much longer calculation time
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Table 3.3: Computation Time Comparison

Linear PCC 13.09 µs
Non-linear PCC 38.61 µs
Linear PTC 16.35 µs
Non-linear PTC 77.81 µs

to determine the optimal switching pattern, in turn limits the sampling frequency of the

controller. Also, non-linear PTC presents the heaviest computation burden among all the

control methods being compared. The reason for this can be found in Section 3.2.2. In

non-linear PCC, only equation (3.9) is used in the searching loop; but in non-linear PTC,

equation (3.15), (3.16), and (3.20) must be used in the searching loop. Hence the com-

putation time for non-linear PTC is much longer than non-linear PCC. This result is in

accordance with the analysis in [64]. To make a fair comparison, the switching frequency of

each control method should be kept the same. But the sampling frequencies and switching

frequencies of non-linear MPC methods are restricted by their computation time. Hence in

this study, the sampling frequencies of all the methods are kept the same to ensure same

hardware resource utilization.

3.4.1 Steady State Operation

To evaluate the performances in steady state, two tests are performed, the OEWIM is first

running at 0.3 pu speed (447 rpm) and with no load, then the OEWIM is controlled at 1.0

pu speed and under 0.8 pu load. The steady state responses are shown in Figure 3.13.

It can be observed that under 0.3 pu speed with no load, the linear MPC methods can

suppress the zero-sequence current to almost zero. However, zero-sequence currents are still

observed in non-linear MPC methods. This phenomenon matches with the analysis in Section

2.2.2. At 0.3 pu speed with no load, the voltage vector to be applied to the inverters lies in

the inner hexagon (ABCDEF in Figure 2.4) of the three-level structure, by using PWM and
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(a) (b)

(c) (d)

Figure 3.13: Steady State responses in Experiment
(a) Three-Phase Currents at 0.3 pu speed under no load
(b) Zero-Sequence Current at 0.3 pu speed under no load

(c) Three-Phase Currents at 1.0 pu speed under 0.8 pu load
(d) Zero-Sequence Current at 1.0 pu speed under 0.8 pu load
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Table 3.4: Steady State Current THDs

Linear PCC 6.23%
Non-linear PCC 18.13%
Linear PTC 6.76%
Non-linear PTC 22.42%

proper dead-time compensation, the controller can ensure that the output voltage vector lies

on the plane vs0 = 0. As a result, the zero-sequence voltage is controlled to close to zero

level. However, for non-linear MPC methods, the inverters can only output discrete voltage

vectors during the sampling period, hence the zero-sequence current can be only suppressed

using alternative selecting of voltage vectors with opposite zero-sequence components. Also,

due to the variable switching frequency, the switching dead-time cannot be compensated.

Therefore the zero-sequence current is still observed even during the low modulation region.

Figure 3.13 (c) and Figure 3.13 (d) present the steady state response under 1.0 pu speed

(1470 rpm) and 0.8 pu load. The current THDs are listed in Table 3.4. Among the control

methods being compared, linear MPC methods provide stronger zero-sequence current sup-

pression and lower current THD than their non-linear counterparts. In this situation, the

output voltage vector uses the complete three-level hexagon shown in Figure 2.4. When the

output voltage vector lies outside the shaded region, uncontrollable zero-sequence current

flows, as shown in Figure 3.13 (d). Also, during the high speed loaded test, the switching

frequency of the linear MPC methods is maintained at 20 kHz due to the mandatory switch-

ing of PWM, while the non-linear MPC methods enter into six-step operating range, which

further reduced the switching frequency and increased the zero-sequence current.

Figure 3.14 shows the FFT spectrum of one phase current under linear and non-linear

MPC methods. As the PWM carrier frequency in linear MPC methods is the same with

sampling frequency, which is 10 kHz, the effective switching frequency of linear MPC methods

is 20 kHz due to the interleaving switching of the two inverters. From Figure 3.14 (a) and (c),
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Figure 3.14: FFT Spectrum of One Phase Current
(a) Linear PCC (b) Non-Linear PCC
(c) Linear PTC (d) Non-Linear PTC

high frequency components can be observed at 20 kHz in the spectrum. However, no such

components are observed in Figure 3.14 (b) and (d). due to the variable switching frequency

of non-linear MPC methods. In the low frequency band, the fundamental component can

be observed at 50Hz, and the zero-sequence component can be observed at 150Hz. The

magnitudes of fundamental components under non-linear MPC methods are found lower

than those under linear MPC methods. This is mainly due to the steady state error under

non-linear MPC methods. It can benoticed that more low frequency harmonics are presented
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Figure 3.15: Voltage Vector Selection in MPC Methods

under non-linear MPC methods. This phenomenon can be explained by the lower switching

frequency of non-linear MPC methods compared with those of linear MPC methods.

One difference between linear and non-linear MPC methods should be noticed from Figure

3.14, that is the switching frequency components of the compared methods. From Figure

3.14 (c) and (d), the switching frequency components of non-linear locate at 5 kHz, which is

half of the sampling frequency. This phenomenon can be understood by looking at Figure

3.15, which is a zoom view of Figure 2.4. Assume at time instant k, the location of the output

voltage vector vs is shown in Figure 3.15. Since only discrete switching states can be output

from non-linear MPC methods, either switching state A or H is applied to the inverters.

Due to the fact that the sampling frequency is much higher than the fundamental frequency,

switching states A and H are selected alternately throughout multiple sampling periods until

vs moves to a new location, and a new balance is found through the cost function. Because

of the sampling and switching are synchronized in non-linear MPC, the average switching

frequency is half of the sampling frequency. And in the high speed/load range, the inverters

enter into six-step operation, the switching frequency of non-linear MPC is further reduced.

As a result, the switching frequency components of non-linear MPC concentrate within the
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range lower than half of the sampling frequency, as shown in Figure 3.14 (c) and (d). In

contrast, due to the mandatory switching of the PWM and the interleaved switching of the

two inverters, the switching frequency components of linear MPC locate exactly at 20 kHz,

which is two times the sampling frequency.

Therefore, with the same sampling frequency, the switching frequency of linear MPC is

more than 4 times higher than that of non-linear MPC in open-end winding configuration.

In order to achieve comparable switching frequency, the controller clock of non-linear MPC

is required to be 4 times faster than that of linear MPC.

3.4.2 Transient State Operation

The transient state responses are evaluated over the full speed range. A 1.0 pu to -1.0 pu

speed reversal is performed. The phase A current and zero-sequence current under each

control method are shown in Figure 3.16 and Figure 3.17 respectively. It is shown in Figure

3.16 that although all the methods present similar response time during the speed reversal,

linear MPC methods have less current ripples than their non-linear counterparts. Besides,

linear MPC methods also provide stronger zero-sequence current suppression during transient

state, as shown in Figure 3.17.

To understand this phenomenon, one needs to consider the weighting factors in (3.12)

and (3.20). Unlike the balanced wye-connected induction motor used in [64], the zero-

sequence current due to the DC-link sharing adds an additional complexity to the control

design process under the open-end winding configuration. In [64], the weighting factors of

non-linear PCC are fixed, and only one weighting factor needs to be tuned in non-linear

PTC. However, in the system studied in this paper, the weighting factor of zero-sequence

current always needs to be tuned. There is a trade-off between the zero-sequence current

suppression and system performance. As studied in [51], in the 27 voltage vectors in open-

end winding configuration, there are 7 voltage vectors which do not generate zero-sequence

55



Figure 3.16: Transient State A Phase Current in Experiment

voltages hence do not produce any zero-sequence current. If the weighting factor of zero-

sequence current is larger than the other weighting factors, these 7 voltage vectors will be

selected more frequently, which result in less zero-sequence current but weaker tracking on

the other two control variables, hence larger current ripples and larger steady state errors are

produced. If the weighting factor of zero-sequence current is less than the other weighting

factors, the other 20 zero-sequence-current-producing voltage vectors will be chosen more

frequently, so that the zero-sequence current is increased. And due to the dead-time and

current zero-crossing effect, the zero-sequence current will not be totally eliminated even if

zero-sequence-current-producing voltage vectors are selected. Hence in the open-end winding

configuration, the weighting factor tuning process is much complicated and time consuming

comparing to the balanced wye-connected motor case.
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Figure 3.17: Transient State Zero-Sequence Current in Experiment

3.5 Summary

In this chapter, four fast response MPC methods, i.e., linear PCC, non-linear PCC, linear

PTC and non-linear PTC are proposed for open-end winding induction motor. For the

zero-sequence current presented in open-end winding configuration, the proposed methods

either use deadbeat control law, or cost functions, to provide sufficient suppression. The

steady state and transient state responses of proposed methods are evaluated in simulation

and experiment. The simulated results show that the proposed methods have higher band-

width, hence faster responses, than conventional FOC-PI method. And in the experimental

comparison among the four proposed methods, non-linear MPC methods present longer com-

putation time than linear MPC methods. Under the same sampling frequency, linear MPC
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can provide stronger zero-sequence current suppression and smaller current distortion than

non-linear MPC methods.
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CHAPTER 4

COMPUTATIONALLY EFFICIENT PREDICTIVE CURRENT CONTROL

FOR OPEN-END WINDING INDUCTION MOTORS 1,2

In automotive testing systems, high switching frequency is required to improve system re-

sponse and to reduce current/torque ripples. In conventional MPC methods, the switching

frequency is constrained by its enormous calculation time [52], hence computation-efficient

MPC methods are urged. In this chapter, two MPC methods are proposed [68, 69]. The

proposed methods are evaluated in simulation and verified in experiment. The experimen-

tal results show that the proposed methods reduce the calculation time effectively while

maintain fast dynamic responses and enhanced zero-sequence current suppression.

4.1 Introduction

Although MPC has many advantages over the conventional control methods, such as fast dy-

namic response ,easy inclusion of system non-linearities and constraints, one major problem

of MPC is the heavy computation burden. Due to the large calculation time, the success-

ful commercializations of MPC on drive applications are still limited to the systems with

low switching frequencies [70–72]. For higher frequency applications, digital processors with

higher clock frequency or FPGA are used to increase the computation power [73–75], which

in turn adds additional cost and extra engineering efforts to the overall system.

Depending on topologies of converters and the MPC methods being used, the computa-

tion time is mainly contributed from two aspects [72]. The first one is the topology of the

1 c©2017 IEEE. Portion Adapted, with permission, from B. Zhu, K. Rajashekara and H. Kubo, ”A novel
predictive current control for open-end winding induction motor drive with reduced computation burden
and enhanced zero sequence current suppression”, Applied Power Electronics Conference and Exposition
(APEC), 2017 IEEE

2 c©2017 IEEE. Portion Adapted, with permission, from B. Zhu, K. Rajashekara and H. Kubo, ”A
Three-Dimensional Predictive Current Trajectory Control Method for Open-End Winding Induction Motor”,
Energy Conversion Congress and Exposition (ECCE), 2017 ECCE
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converter, or the number of voltage levels available. For two-level voltage source inverters

(2L-VSI), 7 voltage vectors need to be evaluated during each sampling period; for neutral-

point clamped inverters, 3 voltage levels are available, and 27 switching states need to be

considered. As the number of voltage levels increases, the number of evaluations also grows

exponentially. Hence the computation time is greatly increased. Another cause of longer cal-

culation time is the selection of prediction horizon. As longer switching horizons effectively

improve the system performance by reduce the switching losses and lower the current/torque

THD [76], it also results in a combinatorial explosion of the number of admissible switching

sequences to be assessed. A direct method to determine the optimal switching sequence is

to enumerate all the possible switching sequences and select the optimal one. Although this

method is conceptually easy, it is computationally expensive, and thus prohibited for long

switching horizons. As a result, MPC methods can be only implemented on hardware with

constrained switching horizons [77].

Due to the above mentioned facts, researchers have endeavored to optimize the compu-

tation efficiency during the last decades. Methods have been proposed and implemented to

reduce the calculation time required by MPC [72, 78–85]. A branch and bound algorithm

is applied to reduce long-horizon computation burden in [72]. In [78], a sector distribution

method to exclude sub-optimal candidate vectors during the prediction process is described.

A modified switching algorithm is proposed in [79]. Other techniques such as single-vector

based approach [80], double-vector approach [81], and graphical method [82] also present

effective calculation time reduction. Also, [81, 83, 84] have explored the possibilities of con-

trolling different variables on various systems. [83] presents a current control approach on

2L-VSI, [84] illustrates a flux/torque control method on NPC converter, and [81] uses active

and reactive power to control a doubly-fed induction generator.

In the aforementioned literatures, only two control variables have been considered, and

the system is three-phase balanced. In the open-end winding configuration studied in this
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dissertation, the three-phase balance is absent and an additional zero-sequence current needs

to be suppressed. The control algorithms referred may not work when the number of control

variables increases. Therefore, new control methods are required to address the three-phase

unbalance, to suppress the zero-sequence current, as well as to reduce the computation

burden. In this chapter, two computation-efficient MPC methods, i.e., predictive current

control in A-B-C frame (PCC-ABC) [68] and three-dimensional predictive current trajectory

control (3DPCTC) [69], are proposed. Compared with conventional MPC methods, the

proposed methods significantly reduce the calculation time, presnet more stable dynamic

responses, and provide enhanced zero-sequence current suppression.

4.2 Predictive Current Control in A-B-C Frame (PCC-ABC)

In this section, a predictive current control method based on A-B-C frame, without using

cost function, for open-end winding induction motor drive is presented. The experimental

results show that the proposed method reduces the computation time by 61.05% compared

with conventional predictive current control method. It also reduces zero-sequence current

and provides faster dynamic response.

4.2.1 System Model

In open-end winding induction motor fed by two inverters with common DC source shown

in Figure 4.1, the electrical model in the stationary frame is given by (4.1) to (4.5):

vs = Rsis +
d

dt
ψs (4.1)

0 = Rrir +
d

dt
ψr − jωrψr (4.2)

ψs = Lsis + Lmir (4.3)

ψr = Lrir + Lmis (4.4)
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Figure 4.1: An Open-End Winding Induction Motor Drive

Te =
3

2
P (ψsdisq − ψsqisd) (4.5)

In which Rs, Rr, Ls, Lr, Lm are system parameter matrices with zero-sequence compo-

nents, e.g. Rs = diag[Rs, Rs, Rs], Ls = diag[Ls, Ls, Lls], Lm = diag[Lm, Lm, 0]. And

vs, is, ir, ψs, ψr are state variables with zero-sequence component, e.g. vs =

[
vsd vsq vs0

]T
.

ωr is the rotor electrical angular speed, P is number of pole pairs. j is the coupling matrix

which is given as:

j =


0 −1 0

1 0 0

0 0 0


From (4.4), the rotor current vector ir can be expressed as:

ir =
I

Lr

(ψr − Lmis) (4.6)

Where I is rank 3 identity matrix. Substitute (4.6) into (4.3), the stator flux vector can be

written as:

ψs = Lsis +
Lm

Lr

(ψr − Lmis) (4.7)

Substitute (4.6) into (4.2), the rotor voltage equation becomes:

d

dt
ψr = −

Rr

Lr

(ψr − Lmis) + jωrψr (4.8)
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From (4.1) (4.7) and (4.8), the stator current equation can be obtained:

pis =
I

Lsσ

(
vs −Rsis +

Lm

Lr

(Rrir − ωrJ3ψr)
)

(4.9)

In which σ = I3 − L2
m

LsLr
. Considering all the terms other than vs in (4.9) to be the load

voltage term, then the load voltage in (4.9) can be written as:

vl = Rsis −
Lm

Lr

(Rrir − ωrjψr) (4.10)

Substitute (4.10) into (4.9), the simplified stator current equation can be written as:

pis =
I

Lsσ
(vs − vl) (4.11)

4.2.2 Flux Estimation

As shown in 4.10), the rotor flux vector ψr needs to be estimated. The rotor flux can be

estimated using a rotor speed sensor and measured currents from the three-phase windings

under the rotating reference frame aligned with rotor winding. And the estimated rotor flux

can be written as:

d

dt
ψr =

Lm

τr
is −

I

τr
ψr (4.12)

Where τr = Lr/Rr. Discretize 4.12) within smapling period Ts, the estimated rotor flux

ψ̂r at time instant k can be obtained:

d

dt
ψ̂r,k =

LmTs
τr

is,k−1 + (I − Ts
τr

)ψ̂r,k−1 (4.13)

4.2.3 Conventional PCC

In conventional PCC, (4.11) is discretized using Forward Euler method, and the stator

current vector can be predicted as:

îs,k+1 = is,k + Ts
I

Lsσ
(vs,k − vl,k) (4.14)
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Due to the delay effect described in Section 2.3, an additional extrapolation step is required

to compensate the delay. The predicted stator current at time instant k+2 can be expressed

as:

îs,k+2 = is,k+1 + Ts
I

Lsσ
(vs,k+1 − vl,k+1) (4.15)

As open-end winding configuration uses two two-level inverters, a total of 64 switching

combinations can be mapped onto 27 different voltage vectors [52]. The conventional PCC

predicts the resultant current under each voltage vector using the following cost function:

g(i) =

∣∣∣∣i∗sα − îsα,k+2(i)

∣∣∣∣+

∣∣∣∣i∗sβ − îsβ,k+2(i)

∣∣∣∣+ w0

∣∣∣∣̂is0,k+2(i)

∣∣∣∣ (4.16)

Where w0 is the weighting factor of current error in zero axis. From (4.16), the voltage

vector to be applied on the converters can be obtained as:

vopt,k+1 = arg min
{i=1,2,...27}

g(i) (4.17)

Unlike the wye-connected motor fed by single inverter where the controller only needs

to evaluate 7 voltage vectors for two control variables (isα, isβ) during one sampling period

[64], the controller for open-end winding motor needs to evaluate 27 voltage vectors for three

control variables (isα, isβ, is0) during one sampling period. As number of control variables

increases, the computation time increases exponentially with number of voltage vectors to

be evaluated [67], hence the controller has very limited time for computation in open-end

winding configuration.

On the other hand, for a balanced wye-connected induction motor, the two control vari-

ables (isα, isβ) are equally weighted [64]. However, for OEWIM, to address the suppression

effect of the zero-sequence current, the weighting factor w0 needs to be tuned. As there are 7

out of 27 voltage vectors which do not generate any zero-sequence voltage, they are selected

more frequently by the cost function if w0 increases, which in turn results in larger errors in

isα and isβ. When w0 decreases, although errors in isα and isβ are reduced, the zero-sequence
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current increases. A proper weighting factor w0 is required to minimize the overall steady

state error. Hence, finding such a w0 can add more complexity to the design process for the

PCC on OEWIM.

4.2.4 Proposed PCC-ABC

With the common DC-link configuration for OEWIM, the two inverters can also be regarded

as three H-bridges, as highlighted in Figure 4.1. Therefore, each phase winding of the

OEWIM can be controlled through the H-bridge independently from the other two phases.

This is a unique advantage of open-end winding configuration with one DC source. From

(4.11), the stator voltage equation can be written as:

vs = Lsσpis + vl (4.18)

In which p is the derivative operand.

To transform the above equation to A-B-C frame, one can use Clarke transformation.

Assume C is the transformation matrix from A-B-C frame to α-β-0 frame, and C−1 is

the transformation matrix from α-β-0 frame to A-B-C frame, the transformation on (4.18)

results in:

C−1vs = C−1LsσpCC
−1is + C−1vl (4.19)

The stator voltage equation in A-B-C frame then can be expressed as:

vsabc = C−1LsσpCisabc + vlabc (4.20)

The C−1LsσpC tern in (4.20) can be written in matrix form as:

C−1LsσpC =


2Lsσp

3
+ Llsp

3
Llsp
3
− Lsσp

3
Llsp
3
− Lsσp

3

Llsp
3
− Lsσp

3
2Lsσp

3
+ Llsp

3
Llsp
3
− Lsσp

3

Llsp
3
− Lsσp

3
Llsp
3
− Lsσp

3
2Lsσp

3
+ Llsp

3

 (4.21)
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Knowing that the zero sequence current is defined as:

is0 =
1

3
(isa + isb + isc) (4.22)

Then (4.21) can be re-written as:

C−1LsσpC =


Lsσp

Lsσp

Lsσp

+
(Lls − Lsσ)p

3


1 1 1

1 1 1

1 1 1

 (4.23)

Sustitute (4.23) into (4.20), it can be obtained:
vsa

vsb

vsc

 = Lsσp


isa

isb

isc

+


vla

vlb

vlc

+ (Lls − Lsσ)p


is0

is0

is0

 (4.24)

Discretize (4.24) using forward Euler method, the predicted currents under A−B−C frame

can be written as:
isa,k+1

isb,k+1

isc,k+1

 =
Ts
Lsσ

(


vsa,k

vsb,k

vsc,k

−

vla,k

vlb,k

vlc,k

) +


isa,k

isb,k

isc,k

+
Lls − Lsσ
Lsσ


is0,k

is0,k

is0,k

 (4.25)

Due to the calculation delay of the digital controller and the zero-order-hold nature of power

converters, one more step extrapolation is required to compensate the delay described in

Section 2.3. Hence the stator three-phase currents at time instant k+ 2 can be predicted as:
isa,k+2(i)

isb,k+2(i)

isc,k+2(i)

 =
Ts
Lsσ

(


vsa,k+1(i)

vsb,k+1(i)

vsc,k+1(i)

−

vla,k+1

vlb,k+1

vlc,k+1

) +


isa,k+1

isb,k+1

isc,k+1

+
Lls − Lsσ
Lsσ


is0,k+1

is0,k+1

is0,k+1

 (4.26)

Where Ts is the sampling period, i varies from 1 to 3, which represent the three possible

voltages to be applied to each phase winding, i.e., vsa,k+1(i) can be +VDC , 0,−VDC . And the
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Table 4.1: Motor Ratings and Parameters

Power(kW) 5.5
Poles 4
Rating Speed (rpm) 1470
Line to Line Voltage (V) 200
Stator Resistance (mΩ) 834
Rotor Resistance (mΩ) 654
Stator Leakage Inductance (mH) 3.2
Rotor Leakage Inductance (mH) 3.2
Mutual Inductance (mH) 138.1

cost function in (4.16) becomes three independent optimization functions which predict the

error between the reference and predicted current in three phases, and they share the same

form as:

ga(i) =

∣∣∣∣ia∗ − isa,k+2(i)

∣∣∣∣ (4.27)

It is shown that no weighting factor is required in (4.27), since each phase is controlled inde-

pendently. The voltage (+VDC or 0 or −VDC) which minimizes g(i) in (4.16) will be applied

to each phase. In this way, the controller only needs to evaluate 3 possible voltages for one

phase, and repeating this evaluation for the other two phases results in a total of 9 evalua-

tions to find the optimal switching pattern. Comparing with evaluating 27 voltage vectors in

one sampling period using conventional PCC, the calculation time of the proposed method

is reduced by 66.7%, and the weighting factors in the cost functions are also eliminated.

4.2.5 Simulation Results

To verify the optimization effect of conventional PCC and proposed PCC-ABC method,

simulation is performed using Matlab/Simulink software. The block diagram of the controller

used in both simulation and experiment is shown in Figure 4.2. The motor parameters are

listed in Table 4.1. The PWM carrier frequency is 10 kHz, and the sampling frequency of

the controller is set to be 10 kHz. The weighting factor w0 in (4.16) is chosen to be w0 = 1.
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Figure 4.2: Block Diagram of PCC-ABC for OEWIM

Table 4.2: Inverter and Motor Specifications

Inverters 7.5 kW
OEWIM 5.5 kW, 200 V, 50 Hz, 1470 rpm
PMSM 5.5 kW, 200 V, 50 Hz, 1500 rpm

Figure 4.3 shows the transient responses of conventional PCC and proposed PCC-ABC.

Initially, the motor is running at 0.2 pu speed with no load. At t = 0.05s, a 1.0 pu speed step

is applied on the motor. The cost in Figure 4.3 (b) is calculated using (4.16) and the cost

in Figure 4.3 (d) is the sum of the three phase cost functions, with each phase cost function

sharing the same form of (4.27). It can be observed from Figure 4.3(b) and 4.3(d) that the

proposed PCC-ABC provides a lower total cost than conventional PCC during a transient

state change, which means the transient error in PCC-ABC is lower than that in conventional

PCC. As a result, PCC-ABC can return to the steady state faster than conventional PCC.

4.2.6 Experimental Results

To further compare the performances of the conventional PCC and the proposed PCC-ABC,

an experimental system is built for the testing. The block diagram of experimental setup is

shown in Figure 4.4 (a). And the experimental test system is shown in Figure 4.4 (b). A
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Figure 4.3: Simulation Transient Responses of PCC and PCC-ABC
(a) Three-Phase Currents of PCC

(b) Cost of PCC
(c) Three-Phase Currents of PCC-ABC

(d) Cost of PCC-ABC

4-pole OEWIM is coupled with a permanent magnet synchronous motor (PMSM) used as a

load. Two three-phase two-level inverters are used for the OEWIM drive and one three-phase

inverter for PMSM drive. The inverter and motor specifications are shown in Table 4.2. A

quadrature encoder is mounted on the shaft of PMSM, the speed information is sent to both

PMSM controller and OEWIM controller. A Texas Instrument TMS320F28335 digital signal

processor is used as the controller for OEWIM with clock frequency 150 MHz and sampling

frequency 20 kHz. Both conventional PCC and proposed PCC-ABC are implemented for
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(a) (b)

Figure 4.4: Experimental System Setup
(a) Block Diagram

(b) System Overview

Table 4.3: Computation Time Comparison

Conventional PCC 39.46 µs (5919 clock cycles)
PCC-ABC 15.36 µs (2305 clock cycles)

comparison, the weighting factor w0 in equation (4.16) of conventional PCC is set to be

w0 = 1.

Table 4.3 shows the computation time in conventional PCC and proposed PCC-ABC.

As the clock frequency of the DSP is 150 MHz and sampling frequency of the controller is

20 kHz, there are 7500 clock cycles within each sampling period. For conventional PCC, it

takes 5919 clock cycles, which is 78.92% of the sampling period to finish the calculation. But

for proposed PCC-ABC, it takes 2305 clock cycles to finish the calculation. It is shown that

the proposed method reduces the computation time by 61.05% compared with conventional

PCC. It is also known that the sampling frequency of the controller is limited by the calcu-

lation time. With a shorter calculation time, the controller can undertake higher sampling
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Figure 4.5: Experiment: Steady State Performance at 447 rpm with No Load

frequency which results in higher switching frequency thus less current ripples. With con-

ventional PCC, it is impossible to raise the sampling frequency to more than 20 kHz with a

150 MHz clock. But with proposed PCC-ABC, the sampling frequency of the controller can

be further increased, hence the current ripples can be further reduced.

To compare the steady state performance of the OEWIM under conventional PCC and

proposed PCC-ABC, the three-phase currents and zero sequence current waveforms are

shown in Figure 4.5 to Figure 4.7. When the motor is running at 447 rpm, both conventional

PCC and proposed PCC-ABC can provide good zero-sequence current suppression, as shown

in Figure 4.5. When the motor speed is increased, the proposed PCC-ABC can still provide

good zero-sequence current suppression, while the conventional PCC presents larger errors

compared with PCC-ABC, as shown in Figure 4.6 and Figure 4.7 shows the situation when
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Figure 4.6: Experiment: Steady State Performance at 1470 rpm with No Load

the motor is running at 1470 rpm with 0.8 pu load. It can be observed that the magnitude of

zero-sequence current under PCC-ABC is smaller than that under conventional PCC, which

means the proposed method can provide stronger zero-sequence current suppression when

the motor is under load.

The transient responses of the two methods are shown in Figure 4.8. A 1.0 pu to -1.0 pu

speed reversal is performed under both methods. It is shown that the proposed PCC-ABC

presents faster transient response than the conventional PCC. During the speed reversal test,

current spikes are observed with conventional PCC, which means the cost function (4.16)

used in conventional PCC cannot provides an optimal switching vector which can minimize

the current errors. Hence it can be inferred that the proposed PCC-ABC can also provide a

more stable transient response than conventional PCC.
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Figure 4.7: Experiment: Steady State Performance at 1470 rpm with 0.8 pu Load
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Figure 4.8: Experiment: A Phase Current during Speed Reversal
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4.3 Three-Dimensional Predictive Current Trajectory Control (3DPCTC)

As discussed in Section 4.2.3, conventional PCC requires large calculation time to find the

optimal voltage to be applied on the inverters. And selecting a proper weighting factor add

additional complexity to the design process. In this section, another approach to reduce the

computation burden and to improve system performance is proposed. A three-dimensional

predictive current trajectory control (3DPCTC) method is presented and evaluated. Com-

pared with conventional predictive control methods, the proposed method significantly re-

duces calculation burden, and provides stronger zero-sequence current suppression and lower

current distortion as well as more stable transient response.

4.3.1 Methodology

In the open-end winding configuration with isolated DC-links, the two inverters can have

64 switching combinations, among which there are 19 different voltage vectors. The α axis

and β axis components can be mapped onto a three-level hexagon, as shown in Figure 4.9

(a). For open-end winding configuration sharing one DC-link, the zero-sequence component

needs to be considered. Figure 4.9 (b) shows the voltage vectors in a three-dimensional

space with the zero-sequence axis orthogonal to the αβ plane. Among 64 possible switching

combinations, there are 27 different voltage vectors, which are marked with circles in Figure

4.9(b). It can be observed that the projections of the 27 voltage vectors form the same

three-level hexagon shown in Figure 4.9 (a). However, only seven voltage vectors are located

on the plane vs0 = 0. These seven voltage vectors do not generate any zero-sequence voltage,

and they form a shaded intermidiate hexagon in Figure 4.9 (a) and (b). Within this shaded

hexagon, the zero-sequence current can be suppressed to around close to zero level. The

radius of the circle inscribing the shaded hexgaon represents the largest magnitude of the

voltage vectors which can suppress the zero-sequence current to zero. Apart from the 7

voltage vectors, all the other 20 voltage vectors contain zero-sequence component, and they
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(a) (b)

Figure 4.9: (a) Voltage Vectors in Two Dimensional Plane
(b) Voltage Vectors in Three-Dimensional Space

are located on 6 different planes with zero-sequence voltages ±1
3
VDC ,±2

3
VDC ,±VDC . It can

be also noticed that the 27 voltage vectors locate on a cube, which is marked by the dashed

lines. The length of each edge of the cube is 2VDC , which represents the voltage limit. In

other words, the two inverters can only generate voltage vectors which locate on the surface

of the cube or inside the cube.

In balanced wye-connected motor, the zero-sequence current is always zero, hence the

stator current trajectory can be mapped on a two-dimensional plane [64, 86–88]. In open-

end winding configuration with one DC-link, there are three variables to be controlled, i.e.,

isα, isβ, is0. As a result, the stator current trajectory of open-end winding induction motor

needs to be mapped on a three-dimentional space. Hence the control problem now becomes

to find a switching pattern for the two inverters so that the stator current trajectory can

track the current reference. From (4.15), the voltage vector to be applied at time instant

k + 1 can be expressed as:

vs,k+1 =
Lsσ

Ts
(̂is,k+2 − is,k+1) + vl,k+1 (4.28)

In order to control the stator current trajectory to track the current reference, one needs to
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(a) (b) (c)

Figure 4.10: Voltage Vectors in:
(a) Inner Triangle

(b) Intermediate Triangle
(c) Outer Triangle

find the voltage vector which is closest to vs,k+1 in (4.28) in Figure 4.9 (b). It can be noticed

from Figure 4.9 (a) that there are three types of triangles in the three-level hexagon, i.e.,

the inner triangle, the intermediate triangle and the outer triangle, as shown in Figure 4.10

respectively. Take Figure 4.10 (a) as an example, when vs,k+1 locates in AOB, there are 7

adjacent voltage vectors, Hence a cost function can be used to find the distance between the

possible voltage vector vs(i) and the demanded voltage vector vs,k+1, the cost function can

be written as:

f(i) = ||vs(i)−vs,k+1||2 = (vsα(i)−vsα,k+1)
2 + (vsβ(i)−vsβ,k+1)

2 + (vs0(i)−vs0,k+1)
2 (4.29)

The voltage vector to be applied at time instant k+1 can be expressed as:

vopt,k+1 = arg min
{i=1,2,...7}

f(i) (4.30)

From (4.30), it can be known that the number of evaluations is 7, which equals to the

number of voltage vectors located in inner triangle. Same operation can be performed when

vs,k+1 locates in intermediate triangle or outer triangle, the number of evaluations is 5 or 4

according to 4.10 (b) and (c). Compared with conventional PCC method mentioned in the

previous section, the proposed method does not have weighting factor and does not need to

evaluate (4.16) for each of the possible voltage vectors. Also the number of evaluations is
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Figure 4.11: Block Diagram of the Controller

reduced according to the location of vs,k+1. Hence the searching loop is simplified and the

calculation time is reduced. Besides, due to the quadratic nature of the cost function, the

proposed method can also provide stronger suppression on zero-sequence current. The block

diagram of the proposed controller is shown in Figure 4.11.

4.3.2 Experimental Results

To verify the performance of the proposed method, an experimental system was developed,

the block diagram is shown in Figure 4.4 (a), and the system overview is shown in Figure

4.4 (b). A 4-pole OEWIM is coupled with a permanent magnet synchronous motor (PMSM)

used as a load. Two three-phase two-level inverters are used for the OEWIM drive and

one three-phase inverter for PMSM drive. The OEWIM parameters are shown in Table

4.1, the inverter and motor specifications are shown in Table 4.2. A quadrature encoder is

mounted on the shaft of PMSM, the speed information is sent to both PMSM controller and

OEWIM controller. A Texas Instrument TMS320F28335 microcontroller mounted on a self-

implemented board is used as the controller for OEWIM. The clock frequency of the MCU

is 150MHz, the sampling frequency of the speed PI control loop is 1 kHz, and the sampling

frequency of the inner control loop is 20 kHz. The conventional PCC is also implemented to
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Table 4.4: Computation Time Comparison

Conventional PCC 39.46 µs (5919 clock cycles)
Proposed 3DPCTC 14.11 µs (2117 clock cycles)

provide a comparison with the proposed method. The weighting factor w0 in (4.16) is set to

be 1.

Table 4.4 shows the calculation time of 3DPCTC and conventional PCC. Under a 20

kHz sampling frequency, there are 7500 clock cycles within each sampling period. The

conventional PCC uses 5919 clock cycles to finish the calculation, which utilized 78.92% of

the sampling period, while the proposed 3DPCTC utilized 28.23% of the sampling period.

Compared with conventional PCC, the proposed method reduces the calculation time by

64.24%. It can be drawn that with the proposed 3DPCTC, the controller can work under

higher sampling frequency, which means the current ripple and torque ripples can be further

reduced.

Figure 4.12 and Figure 4.13 present the steady state performance of OEWIM drive under

proposed 3DPCTC and conventional PCC. When the motor is running at low speed (0.2pu

= 294rpm), both control methods provide similar response as shown in Figure 4.12. During

this test, the output voltage vector is within the shaded hexagon shown in Figure 4.9, hence

the zero-sequence current can be suppressed to around zero. However, when the motor is

running at rated speed (1.0pu = 1470rpm) with 0.8 pu load, the voltage vector exceeds the

shaded region, hence the zero-sequence voltage is inevitable, which results in larger zero-

sequence current. It can be observed from Figure 4.13, the magnitude of zero-sequence

current under 3DPCTC is less than that under conventional PCC. Therefore, the proposed

3DPCTC method can provide stronger zero-sequence current suppression than conventional

PCC.
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Figure 4.12: Steady State Response at 0.3pu Speed with No Load

To verify the transient state responses, two tests are conducted based on the proposed

3DPCTC and conventional PCC. In Figure 4.14, the motor is initialized at 0.2 pu speed

with no load, at t = 0.1s, a 1.0 pu speed step is given to the motor. It can be observed that

although the response times of 3DPCTC and PCC are similar, 3DPCTC provides better

zero-sequence current suppression during the transient state. Also, during a torque step

change, 3DPCTC can provide stronger zero-sequence current suppression than conventional

PCC, as shown in Figure 4.15. Therefore it can be drawn that 3DPCTC can provide a more

stable performance during transient states.
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Figure 4.13: Steady State Response at 1.0 pu Speed with 0.8 pu Load

Figure 4.14: Transient State Response 0.2 pu to 1.0 pu Speed Change
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Figure 4.15: Transient State Response 0.8pu Torque Step at 1.0 pu Speed

4.4 Summary

In this chapter, two computation-efficient predictive current control methods, i.e., predictive

current control in A-B-C frame (PCC-ABC) and three-dimensional predictive current tra-

jectory control (3DPCTC), are proposed for open-end winding induction motor. Compared

with conventional wye-connected induction motor, more voltage vectors and an additional

zero-sequence current need to be considered. The proposed methods are compared with

conventional PCC method through simulations and experiments. Some of the advantages

that can be achieved by using proposed methods can be summarized as follows:

• Complete elimination of weighting factor.

• Better optimization compared with conventional PCC.
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• Significant reduction on computation time. The proposed PCC-ABC reduces the cal-

culation time by 61.05%, and the proposed 3DPCTC reduces the computation time by

64.24%.

• Stronger zero-sequence current suppression.
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CHAPTER 5

PREDICTIVE CURRENT CONTROL WITH DISTURBANCE OBSERVER

AND ZERO STEADY STATE ERROR

A significant characteristic of model predictive control (MPC) is the utilization of system

model for determining optimal actuations. One common assumption of MPC is that the

system parameter values are accurate and time invariant, which is not the case in real

systems. Due to the changing operating environment, the motor parameters cannot remain

the same as the nominal values at all the time. These parameter mismatches can affect the

controller’s optimization process and would result in steady-state error or even deteriorate

the system’s dynamic response. Considering these issues, this chapter provides a systematic

analysis on parameter sensitivities of electrical torque and rotor flux. A deadbeat predictive

current control method with disturbance observer (PCC-DO) is proposed to compensate

the parameter mismatch, to eliminate the steady-state error, and to provide fast dynamic

responses.

5.1 Introduction

Model predictive control (MPC) is known for its intuitive concept, fast dynamic response and

good capacity of handling system constraints and non-linearities. However, MPC excessively

relies on system mathematical model to predict the future states of the plant. The precision

of model parameters directly affect the static and dynamic performances of MPC. In real

systems, the plant parameters always change with the environment. As for induction motor,

the stator and rotor resistance change with temperature, and the magnetization inductance

may vary if the motor enters the saturation zone. In addition to modeled parameters, uncon-

sidered dynamics also introduce disturbances to the controller. Therefore, effective methods

need to be developed to compensate the parameter mismatch and unmodeled disturbances.
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In non-linear MPC methods, the parameter mismatch and other disturbances are ad-

dressed in a cost function [52]. However, the cost function ensures the global optimality, it

cannot guarantee local optimality for each variable [89].In other words, the summation of

the errors of all considered control variables can be minimized through cost function, but

error in each control variable is not eliminated. Also, due to the fact that non-linear MPC

can only output discrete voltage vectors throughout each sampling period, there is always

steady-state errors in stator currents.

In comparison, linear MPC methods can achieve similar dynamic performance with their

non-linear counterparts, while maintain higher resolution in the output voltage vectors due

to the use of pulse width modulation. However, additional steps need to be take to com-

pensate the parameter mismatches and unmodeled disturbances. Researchers have proposed

multiple solutions to compensate the disturbances [90–92]. A current-regulated delta mod-

ulator is proposed in [90] for current error-correction. In [91], a predictive current control

method is presented to compensate the current error resulted from inductance variation. In

[92], a predictive control method with parallel integral loop to compensate the motor pa-

rameter mismatch is illustrated. However, the fixed integral gain cannot provide satisfactory

responses when operating point changes. Another solution is to add a disturbance observer

to the predictive controller [93–97]. A non-linear disturbance observer for handling parame-

ter mismatches on non-linear systems is presented in [93]. In [94], the output prediction of a

buck converter is regulated by a system error observer. A sliding-mode disturbance observer

with a new switching surface is proposed to solve parameter mismatch problems in [95, 96].

And in [98], deadbeat control methods with disturbance observer using different reaching

laws are proposed on wye-connected permanent magnet synchronous motor.

The aforementioned methods provide accurate disturbance compensation on power con-

verters and conventional wye-connected induction motors. But for open-end winding config-

uration studied in this dissertation, the zero-sequence current needs to be considered, and
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Figure 5.1: An Open-End Winding Induction Motor Drive

the delay described in Section 2.3 needs to be compensated. Hence, a proper control method

is required to address these issues. In this chapter, a deadbeat predictive current control

method with disturbance observer (PCC-DO) is proposed. The indirect field oriented con-

trol (IFOC) is first reviewed. A parameter sensitivity analysis with respect to electrical

torque and rotor flux linkage is given. Based on the analysis, a sliding-mode disturbance

observer is designed to compensate the parameter mismatches. The stability of the controller

is then discussed. To verify the effectiveness of the proposed controller, steady state and

transient simulations are performed. The simulation results show that the proposed method

can effectively compensate the error resulted from parameter mismatch and eliminate the

steady-state error.

5.2 Indirect Field Oriented Control (IFOC)

In open-end winding induction motor fed by two inverters with common DC source shown

in Figure 5.1, the electrical model in the arbitrary frame is given by (5.1) to (5.5):

vs = Rsis + pψs + jωaψs (5.1)

0 = Rrir + pψr + j(ωa − ωr)ψr (5.2)
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ψs = Lsis + Lmir (5.3)

ψr = Lrir + Lmis (5.4)

Te =
3

2
P (ψsdisq − ψsqisd) (5.5)

In which Rs, Rr, Ls, Lr, Lm are system parameter matrices with zero-sequence compo-

nents, e.g. Rs = diag[Rs, Rs, Rs], Ls = diag[Ls, Ls, Lls], Lm = diag[Lm, Lm, 0]. And

vs, is, ir, ψs, ψr are state variables with zero-sequence component, e.g. vs =

[
vsd vsq vs0

]T
.

ωa is arbitrary speed of the reference frame, ωr is the rotor electrical angular speed, p is the

derivative operator, P is number of pole pairs. j is the coupling matrix which is given as:

j =


0 −1 0

1 0 0

0 0 0


The slip speed is defined as:

ωslip = ωa − ωr (5.6)

In the rotor flux synchronous rotating frame (ωa = ωe) in which the rotor flux is aligned

with d axis, the following relationships can be obtained:

ψrd = |ψr| (5.7)

ψrq = 0 = pψrq (5.8)

Then the rotor voltage equation (5.2) becomes:

Rrird + p|ψr| = 0 (5.9)

Rrirq + ωslip|ψr| = 0 (5.10)

Also by using the relationships in (5.7) (5.8), the rotor currents in (5.4) can be expressed as:

ird =
1

Lr
(|ψr| − Lmisd) (5.11)
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irq = −Lm
Lr

isq (5.12)

Substituting (5.11) (5.12) into (5.9) (5.10) gives

p|ψr| = −
1

τr
(|ψr| − Lmısd) (5.13)

ωslip =
Lm
τr

isq
|ψr|

(5.14)

Where τr = Lr

Rr
is the rotor time constant. And the torque equation becomes

Te =
3

2
P
Lm
Lr

isq|ψr| (5.15)

Let iTe and iψ be the torque-producing and flux producing currents, then iTe and iψ are

defined as:

i∗Te = i∗sq =
2P

3

T ∗e
|ψr|∗

L∗r
L∗m

(5.16)

i∗ψ = i∗sd =
1

L∗m
(1 + τ ∗r p)|ψr|∗ (5.17)

ω∗slip =
L∗m
τ ∗r

i∗Te
ψ∗r

(5.18)

(5.18) can be also written in the form related to the reference torque:

ω∗slip =
2P

3

R∗rT
∗
e

(|ψr|∗)2
(5.19)

From (5.17) to (5.19), the IFOC schematic can be obtained, and it is shown in Figure

5.2 and 5.3. Figure 5.2 shows the ω∗slip calculated from (5.18), and Figure 5.3 shows the ω∗slip

calculated from (5.19).

Although (5.18) and (5.19) give identical results in steady-state [99], an apparent dif-

ference comes in when parameter mismatch happens. Assume the flux command |ψr|∗ and

torque command T ∗e are constant, ω∗slip calculated from (5.18) is affected by rotor constant

τr, and ω∗slip computed from (5.19) is impacted by rotor resistance Rr. Different variations

on τr or Rr can result in different i∗ψ and i∗Te.
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Figure 5.2: IFOC schematic with Slip Calculation 1

Figure 5.3: IFOC schematic with Slip Calculation 2

Additionally, the zero-sequence current reference i∗s0 is always set to be 0, since the zero-

sequence current always needs to be suppressed. By transferring the current references from

synchronous frame to stationary frame, the current vector

[
i∗sα i∗sβ i∗s0

]T
can be obtained

as: 
i∗sα

i∗sβ

i∗s0

 =


cos(θψ) − sin(θψ) 0

sin(θψ) cos(θψ) 0

0 0 1



i∗ψ

i∗Te

i∗s0

 (5.20)

And the rotor flux angle is calculated by:

θψ = θr + θ∗slip = (ωr + ω∗slip)t (5.21)
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Figure 5.4: Relationship between Flux-Producing Current and Torque-Producting Current

5.3 Parameter Sensitivity Analysis

During the operation of induction motor, the change in parameters can result in steady-state

errors on current and torque, hence it is necessary to investigate the effects of parameter

mismatches on system performance. In this section, an analysis is given on parameter

sensitivity with respect to steady-state torque and flux.

5.3.1 Parameter Sensitivity of Electrical Torque

In the steady state operation, the flux derivative is negligible, substitute p = 0 into (5.17),

the following relationship is obtained:

|ψr|∗ = L∗mi
∗
ψ (5.22)

Substitute the above equation into (5.18), the slip speed command becomes

ω∗slip =
1

τ ∗r

i∗Te
i∗ψ

(5.23)

Notice that the torque anlge θ∗Te is defined as the angle between i∗s and ψ∗r shown in Figure

5.4, and it is given as

θ∗Te = tan−1(
i∗Te
i∗ψ

) (5.24)
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And the following can be calculated:

sin θ∗Te =
ω∗slipτ

∗
r√

1 + (ω∗slipτ
∗
r )2

(5.25)

cos θ∗Te =
1√

1 + (ω∗slipτ
∗
r )2

(5.26)

Then the torque command can be expressed as a function of current vector magnitude and

torque angle

T ∗e =
3P

2
· (L∗m)2

L∗r
· (i∗s)2 · cos θ∗Te · sin θ∗Te (5.27)

With the actual parameters, the electrical torque generated in the motor cal be calculated

as

Te =
3P

2
· (Lm)2

Lr
· (is)2 · cos θTe · sin θTe (5.28)

The ratio between actual torque and its command value can be obtained as

Te
T ∗e

=

(
Lm
L∗m

)2

· L
∗
r

Lr
· τr
τ ∗r
·
(

1 + (ω∗slipτ
∗
r )2

1 + (ω∗slipτr)
2

)
(5.29)

Error in Rotor Resistance Rr

When the rotor resistance Rr of the motor changes due the temperature variation, the rotor

time constant also changes. Define gR is the variation between actual rotor resistance Rr

and its nominal value R∗r , then Rr can be written as:

Rr = gR ·R∗r

And assume no changes in mutual inductance and rotor leakage inductance, the following

can be obtained:

Lm = L∗m

Lr = L∗r
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τr =
1

gR
τ ∗r

Then (5.29) becomes

Te
T ∗e

=
1

gR
·
(

1 + (ω∗slipτ
∗
r )2

1 + ( 1
gR
ω∗slipτr)

2

)
(5.30)

Error in Magnetization Inductance Lm

Due to the saturation of the motor, the magnetization inductance varies from its nominal

value. Assume the leakage inductance is negligible, and define the ratio between actual

inductance Lm and nominal value L∗m as gL, the actual magnetization inductance can be

written as

Lm = gL · L∗m
L∗r
Lr
≈ L∗m
Lm

=
1

gL

Substitute the above equations into (5.29), the parameter sensitivity of electrical torque with

respect to rotor resistance Rr and magnetization inductance Lm can be expressed as:

Te
T ∗e

=
gL
gR
·
(

1 + (ω∗slipτ
∗
r )2

1 + ( 1
gR
ω∗slipτ

∗
r )2

)
(5.31)

5.3.2 Parameter Sensitivity of Rotor Flux Linkage

During the steady-state operation, the actual rotor flux linkage is:

|ψr| = Lmiψ (5.32)

Then the ratio of actual flux linkage and its command value is

|ψr|
|ψ∗r |

=
Lm
L∗m

iψ
i∗ψ

(5.33)

Substitute (5.26) into (5.33), assume the rotor resistance variation Rr = gR · R∗r and in-

ductance variation Lm = gL · L∗m, the parameter sensitivity of flux linkage can be obtained

as:

ψr
ψ∗r

= gL

√
1 + (ω∗slipτ

∗
r )2

1 + ( 1
gR
ω∗slipτ

∗
r )2

(5.34)
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5.4 Proposed Deadbeat Predictive Current Control with Disturbance Observer

(PCC-DO)

It can be drawn from Section 5.3 that the parameter mismatches can introduce steady-

state errors in electrical torque and rotor flux. Effective methods need to be developed to

compensate the mismatch and eliminate the errors. In this section, a deadbeat predictive

current control method with disturbance observer (PCC-DO) is introduced.

From Section 2.1, the stator voltage vector equation with respect to stator current is and

rotor flux ψr in synchronous frame can be expressed as:

pis =
I

Lsσ
vs + (−

I

Lsσ
(Rs +

L2
m

L2
r

Rr) − jωe)is + (
LmRr

L2
rLsσ

− jωr)
Lm

LrLsσ
ψr (5.35)

Denote R = Rs + L2
m

L2
r
Rr, L = Lsσ, kr = Lm

Lr
, τr = Lr

Rr
, the above equation in d− q − 0 rotor

flux reference frame (ψrd = |ψr|, ψrq = 0) can be written as

vsd = Lpisd +Risd − ωeLisq −
kr
τr
ψrd (5.36)

vsq = Lpisq +Risq + ωeLisd + krωrψrd (5.37)

vs0 = Llspis0 +Rsis0 (5.38)

Write (5.36)(5.37) in state-space form, one can get

p

isd
isq

 =

−R
L

ωe

−ωe −R
L


isd
isq

+

 1
L

1
L


vsd
vsq

+

 kr
τrL

kr
L
ωr

−kr
L
ωr

kr
τrL


ψrd
ψrq

 (5.39)

Discretize (5.39) using forward Euler method, the stator d-axis and q-axis currents can be

predicted as

p

isd,k+1

isq,k+1

 =

1− R
L
Ts ωeTs

−ωeTs 1− R
L
Ts


isd,k
isq,k

+

TsL
Ts
L


vsd,k
vsq,k

+

 krTs
τrL

kr
L
ωrTs

−kr
L
ωrTs

krTs
τrL


ψrd,k
ψrq,k


(5.40)
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Let the following denotes the discrete domain parameter matrices:

A =

1− R
L
Ts ωeTs

−ωeTs 1− R
L
Ts

 B =

TsL
Ts
L

 F =

 krTs
τrL

kr
L
ωrTs

−kr
L
ωrTs

krTs
τrL


Then (5.40) becomes

is,k+1 = Ais,k +Bvs,k + Fψr,k (5.41)

Due to the delay effect described in Section 2.3, one more step extrapolation is required to

compensate the delay, and (5.41) becomes

is,k+2 = Ais,k+1 +Bvs,k+1 + Fψr,k+1 (5.42)

Apply the deadbeat control rule to (5.42), the is,k+2 is replaced by the current reference i∗s,

and substitute (5.41) into (5.42), the following equation can be obtained:

i∗s = A
(
Ais,k +Bvs,k + Fψr,k

)
+Bvs,k+1 + Fψr,k+1 (5.43)

And the voltage vector to be applied at time instant k + 1 can be calculated as

vs,k+1 = B−1
(
i∗s −A((Ais,k +Bvs,k + Fψr,k) − Fψr,k+1

)
(5.44)

The block diagram of the proposed controller is shown in Figure 5.5.

5.5 Design of Disturbance Observer

Include the parameter variations in (5.36) (5.37), the augmented motor model becomes
vsd = L d

dt
isd +Risd − ωeLisq − kr

τr
ψrd + fd

d
dt
fd = Fd

(5.45)


vsq = L d

dt
isq +Risq + ωeLisd + krωrψrd + fq

d
dt
fq = Fq

(5.46)

93



F
ig

u
re

5.
5:

B
lo

ck
D

ia
gr

am
of

P
ro

p
os

ed
L

in
ea

r
P

re
d
ic

ti
ve

C
u
rr

en
t

C
on

tr
ol

w
it

h
D

is
tu

rb
an

ce
O

b
se

rv
er

94



Where fd, fq denote the disturbance introduced from parameter mismatch, and are de-

fined as

fd = ∆L
d

dt
isd + ∆Risd −∆Lωeisq (5.47)

fd = ∆L
d

dt
isq + ∆Risq + ∆Lωeisd (5.48)

In order to estimate the disturbances due to parameter mismatches and to predict the stator

currents, a observer can be designed from (5.45)(5.46):


vsd = L d

dt
îsd +Rîsd − ωeLisq − kr

τr
ψrd + f̂d + Udsmo

d
dt
f̂d = gdUdsmo

(5.49)


vsq = L d

dt
îsq +Rîsq + ωeLisd + krωrψrd + f̂q + Uqsmo

d
dt
fq = gqUqsmo

(5.50)

Where f̂d and f̂q are estimations of parameter mismatch disturbances fd and fq, îsd and îsq

are estimated stator currents, vsd andvsq are measured voltages, Udsmo and Uqsmo are sliding-

mode control functions, gd and gq are gains in sliding-mode controller. Perform subtraction

(5.49) − (5.45), (5.50) − (5.46), and the following equations can be obtained:


0 = L d

dt
(̂isd − isd) +R(̂isd − isd) + (f̂d − fd) + Udsmo

d
dt

(f̂d − fd) = gdUdsmo − Fd
(5.51)


0 = L d

dt
(̂isq − isq) +R(̂isq − isq) + (f̂q − fq) + Uqsmo

d
dt

(f̂q − fq) = gqUqsmo − Fq
(5.52)
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Define the estimated current errors esd, esq, and the estimated disturbance errors efd, efq,

which are given by:

esd = îsd − isd

esq = îsq − isq

efd = f̂d − fd

efq = f̂q − fq

Then (5.51) and (5.52) become:
d
dt
esd = −R

L
esd − 1

L
efd − 1

L
Udsmo

d
dt
efd = gdUdsmo − Fd

(5.53)


d
dt
esq = −R

L
esq − 1

L
efq − 1

L
Uqsmo

d
dt
efq = gqUqsmo − Fq

(5.54)

To design the sliding-mode control, a switching surface and a reaching law need to be selected.

In the proposed method, the linear switching surface is chosen, which is given as:

sd = îsd − isd (5.55)

sq = îsq − isq (5.56)

And the reaching law is selected as:

d

dt
s = −k1sgn(s)− λs (5.57)

Substitute (5.55) into (5.57):

d

dt
esd = −k1sgn(esd)− λesd (5.58)

d

dt
esq = −k1sgn(esq)− λesq (5.59)
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Figure 5.6: Proposed Sliding-Mode Disturbance Observer in d-axis

Replace the derivative terms in (5.53) (5.54) using (5.58) (5.59):

−R
L
esd −

1

L
efd −

1

L
Udsmo = −k1sgn(esd)− λesd (5.60)

−R
L
esq −

1

L
efq −

1

L
Uqsmo = −k1sgn(esq)− λesq (5.61)

Then the compensated voltage Udsmo and Uqsmo can be calculated as:

Udsmo = (Lλ−R)esd + k1Lsgn(esd) (5.62)

Uqsmo = (Lλ−R)esq + k1Lsgn(esq) (5.63)

Discretize (5.49) (5.50) using forward Euler method, the stator current and parameter dis-

turbance can be predicted as:

îsd,k+1 =

(
1− RTs

L

)
îsd,k +

Ts
L
vsd,k + ωeTsisq,k +

krTs
τrL

ψrd,k −
Ts
L
f̂d,k −

Ts
L
Udsmo,k (5.64)

f̂d,k+1 = f̂d,k + TsgdUdsmo,k (5.65)

îsq,k+1 =

(
1− RTs

L

)
îsq,k +

Ts
L
vsq,k − ωeTsisd,k −

krTs
L

ωrψrd,k −
Ts
L
f̂q,k −

Ts
L
Uqsmo,k (5.66)

f̂q,k+1 = f̂q,k + TsgqUqsmo,k (5.67)

The schematic of the proposed disturbance observer is shown in Figure 5.6 and 5.7.
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Figure 5.7: Proposed Sliding-Mode Disturbance Observer in q-axis

5.6 Stability Analysis of the Controller

It is necessary to investigate the stability of the proposed observer. Based on Lyapunov’s

stability criterion, the following condition must be satisfied:

esd · ˙esd ≤ 0 (5.68)

esq · ˙esq ≤ 0 (5.69)

As the derivatives of esd and esq are defined in (5.58) (5.59), substitution of (5.58) into (5.68)

yields

esd · ˙esd = − 1

L
esd(Resd + efd + Udsmo)

= − 1

L
esd
(
Resd + efd + (Lλ−R)esd + k1Lsgn(esd)

)
= − 1

L

(
Lλe2sd + esd(efd + k1Lsgn(esd))

)
= − 1

L

(
Lλe2sd + esdsgn(esd

(
k1L+

efd
sgn(esd)

)
)

)
= − 1

L

(
Lλe2sd + |esd|

(
k1L+

efd
sgn(esd)

))
≤ 0
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Table 5.1: Motor Ratings and Parameters

Power(kW) 5.5
Poles 4
Rating Speed (rpm) 1470
Line to Line Voltage (V) 200
Stator Resistance (mΩ) 834
Rotor Resistance (mΩ) 654
Stator Leakage Inductance (mH) 3.2
Rotor Leakage Inductance (mH) 3.2
Mutual Inductance (mH) 138.1

To ensure the above equation, it requires

k1L+
efd

sgn(esd)
≥ 0 (5.70)

Therefore,

k1 >
efd
L

(5.71)

Same derivation can be performed on q-axis, and it results in

k1 >
efq
L

(5.72)

From (5.71) (5.72), the condition for k1 such that the observer will always be stable can be

given as

k1 >
1

L
max(efd, efq) (5.73)

5.7 Simulation Results

To verify the effectiveness of proposed method, simulation is performed using Matlab/Simulink

software. The motor parameters are listed in Table 4.1. The PWM carrier frequency is 10

kHz, and the sampling frequency of the controller is set to be 20 kHz. The sliding-mode ob-

server gains are selected to be k1 = 0.2, gd = gq = 1, λ = 3. A conventional linear predictive

current control is also implemented to provide comparison with the proposed method.
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Figure 5.8: Steady-State Response with No Disturbance
(a) Conventional Linear PCC

(b) Proposed PCC-DO

5.7.1 Steady State Performance

In the steady-state test, the motor is controlled at 0.8 pu speed (1176 rpm) and with 0.8 pu

load torque. At time instant t = 0.1s, a parameter disturbance is added to the motor.

Figure 5.8 shows the responses when there is no disturbance on the stator resistance

Rs. It can be observed that the proposed method and conventional method both provide

accurate track of the reference currents. Figure 5.9 to 5.11 shows the responses when the

stator resistance Rs varies. It can be observed that when Rs varies from its nominal values

R∗s, the conventional PCC presents large steady-state errors, while the proposed method can

compensate the parameter mismatch and maintain zero steady errors on d-axis and q-axis

currents.

Figure 5.12 and 5.13 shows the responses when the magnetization inductance Lm varies.

It can be observed that when Lm varies from its nominal values L∗m, both methods show

transient fluctuations on the d-axis and q-axis currents. But the conventional PCC still
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Figure 5.9: Steady-State Response with Disturbance Rs = 0.5R∗s
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.10: Steady-State Response with Disturbance Rs = 2R∗s
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.11: Steady-State Response with Disturbance Rs = 5R∗s
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.12: Steady-State Response with Disturbance Lm = 0.5L∗m
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.13: Steady-State Response with Disturbance Lm = 1.5L∗m
(a) Conventional Linear PCC

(b) Proposed PCC-DO

present steady-state errors after the transients, while the proposed method can eliminate

steady errors and precisely follow the reference d-axis and q-axis currents.

5.7.2 Transient State Performance

To verify the dynamic performance of proposed method, the motor is initialized at 0.2 pu

speed (296 rpm) with no load, at time instant t = 0.1s, a 1.0 pu speed step command is

given to the controller. Figure 5.14 shows the step response when no disturbances are added

to the motor. From Figure 5.14 (a) and (b), it can be observed that both conventional PCC

and proposed PCC-DO can provide precise dynamic responses.

Figure 5.15 to 5.18 show the transient responses under different parameter mismatches.

Figure 5.15 and 5.16 show the dynamic responses under the stator resistance mismatch.

When Rs changes, steady-state error occurs in conventional PCC, while proposed PCC-DO

can still track the reference and eliminate the steady-state error. Figure 5.17 and 5.18 show
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Figure 5.14: Transient Response with No Disturbance
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.15: Transient Response with Disturbance Rs = 0.1R∗s
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.16: Transient Response with Disturbance Rs = 10R∗s
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.17: Transient Response with Disturbance Lm = 0.5L∗m
(a) Conventional Linear PCC

(b) Proposed PCC-DO
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Figure 5.18: Transient Response with Disturbance Lm = 1.5L∗m
(a) Conventional Linear PCC

(b) Proposed PCC-DO

the d-q axes current waveforms under Lm variances. When the motor is over-magnetized

or under-magnetized, the proposed PCC-DO can compensate the disturbance and track the

reference value, while conventional PCC present non-negligible errors against the reference

values.

5.8 Summary

In this chapter, the parameter sensitivity of open-end winding induction motor is analyzed.

Base on the analysis, a deadbeat predictive current control with disturbance observer (PCC-

DO) is proposed. Simulation is done to verify the effectiveness of proposed method. During

the steady state operation, the proposed method can effectively respond to sudden parameter

changes, and eliminate the resultant steady state error. During the transient operations,

the proposed methods are tested under different parameter mismatch circumstances. The
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simulation results show that the proposed method can correctly compensate the disturbances

introduced by stator resistance and magnetization inductance variances.
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

In automotive testing system, fast current/torque response is required to provide accurate

emulation of combustion engine and to minimize the measurement errors. Model predic-

tive control is ideal for the electrical drives used in automotive testing system due to its

intuitive concept, fast dynamic response, and excellent inclusion of system constraints and

non-linearities. Successful commercialization of medium voltage drives has been reported.

However, MPC has not yet been applied on open-end winding induction motor drives. Also,

problems of MPC such as heavy computation burden and parameter sensitivity still remain

to be solved. In this dissertation, a comprehensive study of fast response model predictive

control methods for open-end winding induction motor drive is established. Considering the

above problems with conventional MPC, new control algorithms are proposed, implemented

and verified.

6.1 Contributions of the Work

The key contributions of this dissertation are summarized as follow:

• For open-end winding induction motor drive, four fast response model predictive control

methods, i.e., linear predictive current control (LPCC), non-linear predictive current con-

trol (NLPCC), linear predictive torque control (LPTC), and non-linear predictive torque

control (NLPTC) are proposed. The four proposed methods are verified in simulation

and experiments. The results show that compared with conventional PI control method,

the proposed methods have higher controller bandwidth as well as stronger zero-sequence

current suppression.

• Considering the heavy computation burden in conventional MPC methods, two compu-

tationally efficient MPC methods are proposed, i.e., predictive current control in A-B-C

108



frame (PCC-ABC) and three-dimensional predictive current trajectory control (3DPCTC).

Compared with conventional methods, the proposed strategies reduce the calculation time

by 61.05% and 64.24% respectively. Meanwhile, fast dynamic response is maintained, and

the zero-sequence current is suppressed.

• For the parameter sensitivity issue in MPC methods, a deadbeat predictive current control

with disturbance observer (PCC-DO) is proposed. Different tests have been executed to

examine the performances of the motor in steady state and transient state. The results

show that the proposed method can compensate the parameter mismatches, eliminate

steady-state errors, as well as maintaining fast dynamic responses.

6.2 Recommendations for Future Work

This dissertation studies the open-end winding induction motor drive with two 2L-VSI shar-

ing the same DC-link. Multiple model-predictive control methods are proposed to provide

fast dynamic response, to suppress the zero-sequence current, to reduce computation burden,

and to provide better immunity to parameter mismatches and disturbances. The work in

this dissertation provides a physical insight of applying MPC to electrical systems with more

than one converter and with multiple voltage levels. Due to the presence of zero-sequence

current, this dissertation also presents a practical way of employing MPC on unbalanced

systems. Taking these into consideration, the work illustrated in this dissertation can lay

the basis for the following research work, which could be addressed in the future.

• Computationally-efficient model predictive control methods for multi-level converters.

• Model predictive control methods for different open-end winding topologies, such as

OEWIM fed by 2L-VSI and diode bridges.

• Model predictive control for unbalanced systems.
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