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We use numerical solutions of macroscopic Maxwell’s equations to study spontaneous emission rates of model
spherical quantum dot (QD) emitters in the vicinity of a highly polarizable dielectric substrate. It is demonstrated
that extra polarization of the QD body taking place in the interfacial region may lead to appreciable deviations from
the rates that would be expected under the assumption of a fixed magnitude of the effective QD transition dipole
moment. [llustrations are given for both radiative and nonradiative decay processes, and potential experimental
implications are discussed. © 2014 Optical Society of America
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1. INTRODUCTION

Semiconductor nanocrystal quantum dots (QDs) attract a
great deal of attention as versatile light emitters and absorbers
for various optoelectronic and biological applications (see nu-
merous references in review articles [1,2]). Their composition-
and size-dependent energy gaps allow for easy tuning of the
emission wavelength, and the continuing progress in the
chemical processing results in high and stable luminescent
quantum efficiencies. In one of the recent application targets,
colloidal QDs are utilized [3-12] in energy transfer (ET)-based
hybrid nanostructures [13] in the role of primary light absorb-
ers to further sensitize adjacent semiconductor substrates/
structures for prospective photovoltaic devices. This exci-
tonic (by means of ET) sensitization [14] is particularly ap-
pealing for crystalline silicon substrates as it would
eliminate the weak solar light absorption in the indirect
bandgap Si as a defining design factor, thus possibly leading
to ultrathin silicon devices. Quantitative experimental studies
[7,10,11] of the time-resolved photoluminescence decay re-
vealed that ET from photoexcited QDs into Si substrates
can occur by means of both nonradiative (NRET) and radia-
tive (RET) mechanisms exhibiting different distance and
wavelength dependencies. These studies demonstrated that
QDs on high-refractive-index semiconductor substrates also
appear as an interesting practical realization for a general
problem of the environmental effects on the emitter’s lifetimes
[15-17]. It is well recognized now that the spontaneous decay
of an excited species depends on the local density of electro-
magnetic modes, which can be used for purposes of “radiative
decay engineering” [15] as well as for engineering of sponta-
neous emission patterns [18]. Very substantial variations of
the QD emission decay rates were, e.g., observed in silicon
photonic crystals [19]. Comparisons of decay rates under dif-
ferent conditions serve to evaluate the efficiencies of various
decay channels [7,10,15,17].
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In this paper, we are concerned with the decay rate of QD
excitons in the vicinity of a planar interface, as sketched in
Fig. 1, the geometry extensively studied since the original
Sommerfeld’s treatment [20,21] of the emission by an antenna
near the earth’s surface. A versatile macroscopic electrody-
namics framework has been applied to calculate electromag-
netic decay rates and emission patterns for point electric
dipole emitters as determined by the polarizabilities of
such nonuniform environments (see [16,17,22,23] and
multiple references therein). It is known that, for the weak
exciton—field coupling, the results obtained in the quantum
picture of the exciton decay due to fluctuations of the electro-
magnetic field are identical to those obtained for classical os-
cillating dipoles [17]. Experimental studies of the fluorescence
decay of atomic/molecular excitons in the vicinity of dielectric
and metallic surfaces are well known [16,17,24,25] and com-
pare favorably with the electrodynamics analysis.

Here, we want to assess the specificity of the dielectric
polarization effects in the interfacial region with the account
of the actual geometric body of the QD. This issue is related to
yet another problem with a very long history, that of the local
field effects in the theory of dielectrics [26—-29]. Discussions of
the local field effects on spontaneous luminescence rates of
electric dipole emitters embedded in dielectrics have been in-
tensively continuing recently using various microscopic and
macroscopic descriptions and treatments of different degrees
of sophistication (see, for instance, [29-33] with cited referen-
ces). The issue of the influence of the uniform dielectric host
medium on the emission of QDs has also been addressed theo-
retically [34,35] and experimentally [36]. The focus of this pa-
per will be on illustrations of the modifications of the
luminescence rates owing to the proximity of QDs to the di-
electric interface.

In discussing the local field effects due to dielectric polari-
zation in the neighborhood of the excitonic emitter, one wants
to distinguish them from the effects due to the spatial extent
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Fig. 1. Sketch of a spherical QD of radius a, with the center at posi-
tion  from the planar interface between two semispaces of different
dielectric constants, £, and &;,. The QD emitter is represented by the
(oscillating) point dipole p,, embedded at the center of a dielectric
sphere of dielectric constant ¢. In this example, the dipole is oriented
perpendicular to the interface. In the expanded view on the right we
show an instance of the extra polarization pattern, P, developed
in the QD in the immediate proximity to the interface (see text for
details).

of the exciton itself. Given the size of QDs and rapid spatial
changes of near fields in (nano) structured environments, con-
siderations of the spatial shape of the excitonic wave func-
tions can be important and may lead to the breakdown of
the point electric dipole approximation in the description
of the spontaneous exciton decay (see [37,38] and references
therein). In particular, substantial wave-function-dependent
variations of the decay rates of spatially extended excitons
in the vicinity of interfaces were illustrated theoretically
[39,40], and the breakdown of the dipole approximation
was experimentally shown [37] to be related to the
strongly-modified interaction between trapezoidal epitaxial
QDs and plasmons in the proximal silver mirror. The analysis
in [38] demonstrated that the adequacy of the dipole approxi-
mation for the exciton emitter depends on the symmetry of
the exciton wave function. Importantly, they proved that,
for spherically symmetric wave functions, the size of the wave
function does not matter and the point dipole description pro-
vides an exact result for the photonic environment effect on
the spontaneous emission (Purcell [41] effect). Moreover, this
observation turns out to be quite robust with respect to asym-
metric deviations from the spherical symmetry [38]. In this pa-
per, we are dealing only with the spherically symmetric
emitters and will, therefore, model the excitonic transition
in the point dipole description (as sketched in Fig. 1), which
makes numerical computations more tractable and local di-
electric polarization effects clearly distinguished. It would
be interesting to evaluate a possible [38] interplay of the local
field and exciton wave function effects in future calculations
that explicitly include the spatial distribution of the excitonic
transition.

The vacuum spontaneous radiative decay rate of an excited
state due to the electric dipole transition with moment p, and
frequency w is given by the textbook [17] expression

CUS|P0|2

Fo(po) = 3reghc®’

ey

where c is the vacuum speed of light and ¢ is the permittivity
of free space. Throughout this paper we will be measuring the
material dielectric constants in units of ;. When the emitter is
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immersed in the homogeneous transparent medium with the
dielectric constant e¢,, the radiative decay rate becomes
equal to

Iﬂm(pm) = \/aFO(pm)» @)

where the origin of the well-known [17] first factor, the refrac-
tive index of the medium, can be readily understood from the
structure of expression (1). The influence of local field effects
in the uniform dielectric may then be cast in the form of the
appearance of the effective (or external [26]) dipole moment
Pm- Consider a simple classical model [26] consisting of a di-
pole with moment p, at the center of a dielectric sphere of the
dielectric constant &, which in turn is embedded in the homo-
geneous medium of the dielectric constant ¢,,. The standard
electrostatic treatments [26,27,42] yield the dipolar field out-
side the sphere that would be produced by the effective point
dipole with moment

_ 3ey
T 2y + €

Pm Po- 6)

Expression (3) is valid in the electrodynamics, too, as long
as the radius of the sphere is much smaller than the emission
wavelength [35]. Given relationship (3), radiative rate (2) is
precisely the result derived in the quantum treatment of
Ref. [34] for spherical QDs [43]. One notices that with the
QD emitter modeled as an oscillating dipole p, at the center
of a small dielectric sphere, the emission rate in vacuum
would be given not by formula (1) but by formulas (2) and
3), with ¢, = 1.

Equation (3) readily illustrates that the magnitude of local
field effects on the dipole emission rate can change quite sub-
stantially in the interfacial region between two media with dif-
ferent dielectric constants, ¢; and &5, that would lead to two
respectively different values of the effective dipole moments
p:1 and p,. In the numerical example studied below, for
instance, with ¢ =1, & =16, and &= 10, the ratio
Ip2|?/|p1|? is about 21. In this paper, we will assess the char-
acter and spatial extent of these transitional changes via direct
solutions of the macroscopic Maxwell’s equations using the
computational framework provided by the COMSOL Multi-
physics software suite [44].

In the context of general discussions of local field effects on
guest impurities, the very nature of such direct macroscopic
modeling is more in the spirit of the Onsager approach that
introduces a real cavity in the host dielectric with a polariz-
able dipole inside as compared to the Lorentz virtual cavity
model [27,29]. Based on calculations with point dipole lattices,
it was argued [30] that the virtual cavity model is more appro-
priate for the emission rates of interstitial impurities while the
real cavity model is for substitutional impurities. In our case,
indeed, the body of QD is treated so as to substitute the host
medium. A distinction, however, needs to be emphasized with
the empty cavity model [30,36], since the variable polarization
of the QD dielectric material is a very important ingredient in
our considerations. At the electrostatic level, the model of QD
we exploit in this paper is identical to the model of a molecule
used by Frohlich [26] in the theory of dielectrics. We are not
aware of its previous usage for the study of the luminescence
decay rates in the interfacial region.
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2. COMPUTATIONAL APPROACH AND
DETAIL

The electromagnetic decay rate of an oscillating in time, ¢,
electric dipole source, py(t) = py exp(-iwt), can be conven-
iently found from the damping reaction (self-) force acting
on the dipole [16,17]. Choosing p, as a real quantity, it is then
the imaginary part of the electric (self) field, E in the oscillat-
ing E(f) = E exp(-iwt) at the position of the dipole, that
determines the decay rate. The standard classical electro-
dynamic solution [42] for the electric field of the oscillating
dipole in vacuum yields the imaginary part of the field at
its position as

3

ImE, = Po- €]

6regc®

Expression (4) corresponds to the benchmark vacuum de-
cay rate in expression (1). In the quantum language, one could
discuss the imaginary part of the self-energy of the excited
state with the dipole transition moment p,. When exposed
to various dielectric environments, the electric field E at
the source dipole position also contains the scattered (re-
flected) field and thereby differs from E,. Comparing the
imaginary parts of the fields, Im £ and Im F, along the dipole
direction py, would thus determine the resulting decay rate I',
in terms of the vacuum rate, I'y [16,17]:

r ImE

®)
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Fig. 2.
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Relationship (5) is a convenient way of addressing the emis-
sion decay rate problem by the numerical solutions of the
macroscopic Maxwell’s equations yielding the electric field
at the position of the same source dipole, p,, under different
conditions.

The setup of the problem we analyze is shown in Fig. 1. The
NQD emitter is modeled as an oscillating source dipole p, sit-
uated at the center of the dielectric sphere of radius a and
dielectric constant e. As we are interested only in the relative
changes [expression (5)] of the decay rates as caused by the
environment, the very magnitude of the source dipole, p,, is
irrelevant for us here. When needed, it can be evaluated using
specific QD exciton models and their wave functions (see,
e.g., [34,35,38] and references therein). All of the fields and
polarization patterns that we compute would scale propor-
tional to the magnitude of a given p,. The dielectric sphere
itself can assume a variable position with respect to the planar
interface between two semispaces of dielectric constants ¢;
and &, respectively. For the display in Fig. 2 we use the con-
vention that position coordinate > 0 is for the center of the
sphere in the upper semispace (¢;), while 2 < 0 means that the
source dipole is in the lower semispace (&3). The || <a
positioning corresponds to the sphere crossing the interface
boundary.

There are many possibilities for the numerical values of the
system parameters. In this paper, we restrict our attention to
the values representative of the experiments [6,7,10,11] with
CdSe/ZnS colloidal QDs in the proximity to the air-silicon in-
terface. For our examples, we choose the dipole oscillation
frequency, w, corresponding to the vacuum emission wave-
length 1, = 600 nm, and the dielectric constants ¢ = 10 and

F” ) /Ty
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Radiative emission rates as a function of position & of the emitter with respect to the interface that corresponds to 2 = 0. Panels (a) and (b)

show the benchmark variation of the rates in the absence of spatially variable local field effects for two different orientations of the dipole transition
moment. The vertical dashed lines define the spatial range of the emitter positions that is displayed in panels (c¢) and (d), for 4, = 600 nm. The
colored lines in panels (c) and (d) show the actual computational results, I'; and I'}, for QDs of different radii a (as indicated) in terms of the
emission rate, I'; (p;) in Eq. (2), in the bulk of the semispace with dielectric constant ;. The black solid lines show the rates that would be in place
for the two fixed effective dipole moments p; and p; [Eq. (3)], respectively, in the upper and lower semispaces (these correspond to local field

effects as they occur far away from the interface).
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&; = 1. For illustrations of purely radiative processes, the
lower semispace is assigned ey = 16; for illustrations includ-
ing nonradiative processes, the response of the lower semi-
space is weakly absorptive with complex-valued & =
16 + 70.3 (representative of crystalline silicon in this spectral
region [45]). The effect of the QD geometric size is demon-
strated by comparisons of the results obtained with radius
a varying from 2.5 to 10 nm in increments of 2.5 nm.

The computations were performed in the framework of the
commercially available COMSOL Multiphysics software pack-
age, which is based on the finite elements method. COMSOL
has been used extensively, including for modeling involving
macroscopic Maxwell's equations [44]. The outer size of the
computational domain and intradomain meshing were chosen
to balance between the numerical accuracy and computa-
tional demands. The outer boundary of the computational do-
main was assigned an absorbing boundary condition, which
simulates an open system. The resulting high fidelity of
COMSOL-based computations was verified for the cases
where analytical approaches are readily available. That in-
cluded computations of the self-fields and corresponding
emission decay rates [expressions (1) and (2)] in the uniform
background spaces as well as the modifications of the decay
rates for a fixed value of the effective dipole in the proximity
to the interface that are shown in Figs. 2 and 3. The results
presented here were obtained with a cylindrical-shaped com-
putational domain of radius 1.254, and extended to a distance
of 1.25], above and to a distance of 1.51 below the interface
(4 = 29/4 being the wavelength in the lower semispace). The

10
~ 8r
é k
S
~ 6»
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T'/T @)
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inner parts of the computational domain featured two concen-
tric spheres centered around the point source dipole, the
smaller sphere of the QD radius and the larger sphere of
radius 25 nm for additional control of meshing in the vicinity
of the QD upon the approach to the interface.

3. RESULTS AND DISCUSSION

We start with a discussion of purely radiative processes. Our
benchmark will be the decay rates due to the electric dipole
transition with a fixed value of the effective dipole transition
moment. We will refer to such a source as the bare dipole. The
effective dipole transition moment for the bare dipole does
not depend on the dipole geometrical position with respect
to the dielectric environment thereby completely neglecting
the role of (variable) local field effects. This is actually the
case treated in the macroscopic electrodynamics formalism
discussed in [16,17]. Figures 2(a) and 2(b) show the results
for the emission rates that are obtained with this formalism
as a function of the bare dipole position in the interfacial re-
gion. The ratios, I'(p) /Ty (p), displayed in those figure panels
do not depend on the magnitude of p and are determined ex-
clusively by the reflection properties of the interface
[7,10,11,16,17]. The decay rates in the vicinity of the interface
depend on the relative dipole orientation, and we show both
I') and Iy, for the dipole oriented, respectively, perpendicular
and parallel to the interface. Only far from the interface, at
distances longer than the emission wavelengths, would the
emission rates stabilize at the bulk values I';,,(p) characteristic

T T T T T T T T

200 ———————
€,=16+i 0.3

F_L / Fl (pl)

10F

0 5 10 15 20
h, nm

Fig. 3. Emission rates as a function of the QD emitter position /2 > @ in the upper semispace with £; = 1 for QDs of different radii a as indicated by
coordinated colored lines. The left column, panels (a) and (c), is for a nondissipative substrate with ¢; = 16. The data in the right column, panels (b)
and (d), is for a dissipative substrate with &5 = 16 + 70.3. Panels (a) and (b): the colored solid lines show the actual computation results for the
model QD emitters with the transition moment perpendicular to the interface in terms of the bulk rate I'; (p;). The solid black lines depict the
benchmark results calculated for the fixed bulk value of the effective transition dipole p; (“bare dipole”). The black dashed lines are the results that
are obtained from benchmarks while taking into account the effect of the extra polarization of the QD body by the substrate in the electric dipole
approximation, as derived by using Eq. (6) (short-dashed lines) and by numerically calculating the effective dipole p (long-dashed lines), see text.
Panels (c¢) and (d) are the ratios of the actual results for model QD emitters and the results obtained for the bare dipoles. The solid colored lines are
for the transitions perpendicular to the interface, and the dashed colored lines for the averages over random transition orientations.
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of the homogeneous environments, Eq. (2). In the region dis-
played in Fig. 2, the effects of the interface on the emission
rates are evident. As is known [23], the rates exhibit disconti-
nuity at the interface in I', (p) /Ty (p) for the perpendicular di-
pole [panel (a)], but are continuous in I';(p)/I'y(p) for the
parallel dipole [panel (b)]. In both cases, however, the rates
in the upper semispace with ¢; = 1 show appreciable growth
upon the approach to the interface. This phenomenon is re-
lated to the evanescent electromagnetic fields present in
the upper semispace and constitutes the basis of the RET
mechanism [7,10,11] by which the dipole emission occurs pre-
dominantly into the lower semispace with &5 = 16.

Should the emission rates of the bare dipole on the different
sides of the interface be scaled according to the different fixed
values of the effective bulk dipole moments, in expression (3),
the interface discontinuities would ensue for both dipole po-
larizations as shown by the black lines in panels (c) and (d) of
Fig. 2 [the ratio |p,|?/|p;|? = 21 is clearly seen in the disconti-
nuity in panel (d)]. That would be reflective of the situation
with two fixed but different local fields on the two sides of
the interface. In reality, of course, such a scaling is expected
to be valid only sufficiently far from the interface, while in its
immediate vicinity the local field effects should be variable
and dependent on the source dipole position. These expect-
ations are, indeed, what is born out by our computations.
The emission rates are found to change continuously as the
QD changes its position with respect to the interface; this
is shown by the colored lines in Figs. 2(c) and 2(d) depicting
the actual results computed with COMSOL for QDs of differ-
ent radii a. It should be emphasized that the range of QD po-
sitions & displayed in panels (¢) and (d) is much narrower than
the range displayed in panels (a) and (b). It is also clear that
the spatial extent of the transitional changes between two
semispace scales with the geometrical size a of QDs. This
is consistent with the notion that local field effects are basi-
cally electrostatic in their origin [27].

The illustrated (generally nonmonotonic) transitional
behavior of the radiative emission rates as a function of the
QD position would be interesting to access experimentally.
That would require, in particular, using QDs with the emission
wavelengths in the transparent spectral region of the dielec-
tric surroundings (that is, below the semiconducting bandgap)
and building the nanostructures with (partially) buried QDs.
The separation of transitions with different polarizations may
likely be possible only at low temperatures.

In what follows we address in more detail the question of an
immediate practical interest: on the relative importance of lo-
cal field effects for experiments with QDs in the proximity of
silicon-like substrates [10]. For a better perspective on the ex-
perimental magnitudes of the decay rates, we note that the
photoluminescence decay times, z = 1/T, for CdSe/ZnS
QDs used in the experiments of [10] on glass surfaces, were
measured to be ~20—40 ns in the visible spectral range. These
decay times became shorter by factors from ~4 to 7 for QDs
on silicon surfaces depending on the wavelength. Figure 3 dis-
plays data obtained for model QD emitters with positions & >
a in the upper semispace, where h = a would signify the QD
just touching the substrate. We present the data for both non-
dissipative (&5 = 16) and dissipative (&5 = 16 + 40.3) sub-
strates. In the latter case, nonradiative processes can,
evidently, very substantially contribute to the overall decay
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rate of the source dipole within several nanometers from
the interface. The nonradiative processes correspond to Joule
losses [13,17] due to electrostatic-like near fields of the oscil-
lating dipole. They were clearly distinguished in experiments
with colloidal QDs on silicon surfaces [6,7,10,11] and consti-
tute the basis of NRET into the substrate. Once again, the
benchmark results are those for the fixed bare dipoles, and
they are obtainable with the standard formalism [16,17] and
are shown by the black solid lines in panels (a) and (b) of
Fig. 3. While converging to the benchmark behavior at larger
distances, i, the actual computed data for the model QD emit-
ters [solid colored lines in Figs. 3(a) and 3(b)] evidently
exhibit substantial deviations from the benchmarks at shorter
distances. To better appreciate the differences, panels (c) and
(d) display the ratios of the actual data to the benchmarks.
The results in panels (a) and (b) are for the perpendicularly
oriented dipoles; the similar in character, but smaller in mag-
nitude, deviations are found for the dipoles parallel to the in-
terface. The ratios in Figs. 3(c) and 3(d) are, correspondingly,
also shown for averages over random dipole orientations par-
ticularly relevant for experiments with spherical QDs. One ob-
serves that QD radius a-dependent trends are different for
nondissipative and dissipative substrates. While the bench-
mark results for NRET (the difference between black solid
curves in panels (b) and (a) precisely exhibit a well-known
[16,46] 1 /R® distance dependence, it is clear from the data
shown that the NRET distance dependence for the model
QD emitters is steeper.

Simple rationalization of the found deviations can be
achieved by recognizing that an extra dielectric polarization
of the QD body occurs due to the nearby highly polarizable
substrate (thereby specifying “local field effects” in this case).
Indeed, consider the following electrostatic “image dipole”
[17,27,42] arguments. Start with the original fixed effective di-
pole p; at distance 2 > a above the interface. The polarization
pattern it creates is equivalent to the appearance of its image
in the lower semispace. The electric field from the image di-
pole, in turn, will polarize the dielectric body of the QD. In the
simplest approximation of a uniform field E, in the medium
with ¢;, the additional polarization in the QD corresponds
to an additional dipole moment [27]

_ e1(e—¢€p)

= @’E,.
¢ e+ 2¢ ¢

This would, in turn, cause a change in the image dipole, and so
on. The self-consistent result in such an approximation is de-
rived by defining the total effective dipole p = p; + p,, whose
image would produce field E, at the position of the geomet-
rical center of QD. The standard electrostatics [27,42] yield

2 —
Ee _ a _ &9 — &1 p
81(2h) &9 + €1

where factor a = 1 for the perpendicular, and @ = 1/2 for the
parallel dipole orientations. Solving for the effective dipole p
would then result in distance h-dependent

ae-—g e —¢€ [a\3]!

= 1 - — — .
p(R) P1|: Let2ei e tel (h) } ©6)
If one were to apply Eq. (6) to the QD touching the interface,
h = a, for the highly-polarizable QD body and substrate:
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£> £ and &, > ¢, then |p|?/|p;|?> = 16/9 is obtained for the
perpendicular orientation, which is quite a noticeable change.
The short-dash black lines in panels (a) and (b) of Fig. 3 show
the results that one would derive from the benchmark curves
due to the renormalization of the effective dipole according to
Eq. (6). This renormalization indeed brings the benchmark
data closer to the computed colored curves in Fig. 3. It is clear,
however, that the picture of a uniform additional polarization
of the QD body is not quite accurate at the close approach to
the interface. With a nonuniform polarization picture, one
would also find that the position of the resulting total effective
dipole is somewhat displaced from the geometrical center
toward the interface. To further pursue this analysis numeri-
cally, we used electrostatic COMSOL calculations to compute
actual additional polarization patterns, Pqy,,, due to the prox-
imity to the interface. Figure 1 displays an example of such a
(nonuniform) pattern for the central cross section of the QD
with @ = 2.5 nm just touching the interface. From the com-
puted additional polarization patterns, we calculate (by inte-
gration) the additional distance-dependent dipoles p, and
their center-of-distribution positions. In a manner similar to
finding the center-of-mass positions we then evaluate both
the resulting total effective dipoles p (composed of p, and
p1) of the QD, as well as their effective positions. The bench-
mark calculations for the fixed dipole p; can now be rescaled
with respect to the change of the effective dipole position and
its magnitude (a factor of |p|?/|p;|?). The resulting emission
rates for the perpendicular dipoles are shown in panels (a)
and (b) of Fig. 3 with the long-dashed black lines. It is trans-
parent that these renormalized results capture the major
differences between the original benchmarks and actual
electrodynamic COMSOL calculations much better than with
the approximation of Eq. (6). Nevertheless, there are still
some size- and distance-dependent deviations. Some of them
are likely to be related to additional higher-order multipole
moments developed in the polarized QD body that cannot
be taken into account in the picture of an effective displaced
dipole. The example of the polarization pattern in Fig. 1
shows, for instance, that there are components of the quadru-
pole QD polarization that are parallel to the interface; that is,
perpendicular to the original dipole direction in this example.
It is worthwhile to stress again that these deviations from the
dipolar picture originate from the dielectric polarization in the
neighborhood (“local fields”) of the original point dipole
source p,. We also note that larger-size QDs can exhibit
radius-dependent local field corrections even in the uniform
embedding medium [35].

4. CONCLUSIONS

We have used numerical solutions of macroscopic Maxwell’s
equations to study spontaneous emission rates of model
spherical QD emitters in the vicinity of a highly polarizable
dielectric substrate. The obtained results illustrate that an
extra distance-dependent polarization of the QD body taking
place in the interfacial region may lead to appreciable devia-
tions from the rates that would be expected under the
assumption of a fixed magnitude of the effective QD transition
dipole moment. To a large extent, the deviations can be under-
stood as arising for the electric dipole emitter due to a variable
effective dipole moment and a somewhat displaced dipole
position.
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The spatial extent of the region of appreciable deviations is
comparable to the QD size; that is, on the order of several
nanometers for ordinary colloidal QDs. We note that this is
typically also the spatial scale for significant contributions
of nonradiative processes to the QD emission decay. The con-
sideration of the ratio, a/h, of QD radius, a, to distance, h,
from its center to the interface affects the practical relevance
of the discussed effects for the interpretation of the (avail-
able) experimental data. While the largest deviations would
be observed for the QD body touching the interface, ligands
attached to the QD surface [1] may prevent such positioning.
In the experiments of [6,7,10,11] the linking approach was
used, where QDs are attached to the silicon surface with
chemical linkers of an estimated 1.5-2 nm length. With QDs
of radius @ = 2.5 nm, the numerical data of Fig. 3(d) indicates
that the expected deviations at the corresponding distances
would likely be too small to distinguish from experimental un-
certainties. The situation could be different for shorter linkers
and/or larger QDs, as the data in Figs. 3(c) and 3(d) suggests.
In this regard, it is important to note studies of so-called
“giant” (multishell) QDs that exhibit improved optical proper-
ties [47-49]. The increased optical stability of giant QDs make
them attractive candidates for ET applications. It would then
be interesting to study and analyze ET from such dots in the
context of the effects we discussed.

The discussion in this paper has been limited to a specific
situation of spherically shaped QDs in the proximity to the
dielectric interface. It is understood, however, that similar
questions would arise for emitters of other shapes and in
the vicinity of other types of substrates, such as metallic struc-
tures supporting plasmon excitations. They would require a
dedicated quantitative analysis, including the effects “beyond
the dipole approximation” for the exciton transition arising
from the asymmetric nature of the exciton wave function
[38]. This may be a worthwhile undertaking for future
studies given the potential opportunities to strongly modify
the light-matter interaction in appropriately engineered
nanostructures [29,37].
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