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Data constraints encompass crucial business rules that specify the values allowed or required for the data utilized within a software system. These constraints are typically described in textual software artifacts (e.g., requirements and design documents, or user manuals). Previous research on data constraints in software focused on studying their implementation in the code for identifying inconsistencies or to support their traceability.

This thesis contribute to the existing knowledge by studying 548 data constraints described in the documentation of nine systems. We identified and documented 15 linguistic discourse patterns employed by stakeholders to describe data constraints in natural language. In a comprehensive extensive study, we explore the use of the discourse patterns we discovered, along with linguistic elements, the operands of the data constraints and their types, as features for automatically classifying sentence fragments as data constraint descriptions. The best combination of features and learner achieves 70.87% precision and 59.73% recall (64.76% F1).

The discoveries made in this thesis represent a significant advancement in the automated identification and extraction of data constraints from natural language text, which in turn is essential for enabling the automation of traceability to code and facilitating test generation associated with these constraints.
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CHAPTER 1
INTRODUCTION

1.1 Problem Description and Motivation

Business rules constitute a critical component of software systems, as they provide a well-defined and concise set of directives that govern the system’s behavior and operations. Such rules specify the policies, procedures, and constraints that regulate the software system’s behavior, thus ensuring its reliable and predictable functioning. *Data constraints* are implemented as rules or restrictions on the given data, specifying which values are permissible or required to meet specific requirements or standards (Brooks and Weber, 2011; Wiegers and Beatty, 2013a; Ross, 2012). Typically, such requirements are expressed in natural language.

Recent research suggests that keeping track of data constraints in software systems is a costly process, particularly as the systems become more complex with a greater number of data elements and intricate interrelationships between them (Mirzaie et al., 2019). In addition, the task is further complicated by the fact that software systems are constantly evolving and require regular updates to reflect those changes (Cohen et al., 2018). In this context, we argue that an automated approach that can extract data constraints from software documents is necessary, not only to enable traceability of these data constraints, but also to facilitate the automatic generation of test cases, among others.

While previous research has applied machine learning and natural language processing techniques to text classification problems, the automatic identification of data constraints in text has yet to be explored. Bilge et al. (Bilge and Ozyurt, 2019) demonstrated that incorporating text properties, such as n-grams or part of speech, as features in machine learning models can result in improved accuracy in text classification tasks such as sentiment analysis. In addition, previous research showed that for classifying elements of bug reports, more complex linguistic features such as discourse patterns are more effective than simpler
text properties like n-grams or part of speech (Chaparro et al., 2017). With that in mind, the implementation of an automated system that utilizes linguistic features, such as the discourse pattern, becomes crucial for ensuring the traceability of data constraints within software systems.

1.2 Research Goal

Our long-term research aims to achieve end-to-end automated fine-grained constraint traceability in software systems. To achieve this goal, our research will initially focus on the automated extraction of data constraints, which is the main focus of the thesis. Specifically, the main goals of the research supporting this thesis are:

- **G1: Collecting labeled data constraints.** This involves determining whether a sentence fragment represents a data constraint and identifying its operands and type, as defined in previous research studies (Florez et al., 2022b). To start, we use a set of 299 constraints from 15 systems that were previously collected (Florez, 2019) (defined in Chapter 3).

- **G2: Extracting linguistic features.** We extract linguistic features from the collected data constraints, such as n-grams, part-of-speech tags, and discourse patterns. (defined in Chapter 4)

- **G3: Automatic classification of data constraints.** We build a constraint predictor using different machine learning models, such as decision trees, random forests, support vector machines, neural networks, and ensemble models. We select the best model based on common evaluation metrics, specifically precision, recall, and F1 score. (defined in Chapter 4)
CHAPTER 2
BACKGROUND ON DATA CONSTRAINTS

This chapter presents important terminology, definitions and application regarding data constraints with a set of examples. Data constraints refer to a set of rules or limitations imposed on data, specifying the acceptable values that data must conform to, ensuring that it aligns with the predefined criteria and remains valid. Figure 2.1 shows four highlighted examples of data constraints. These were identified in three sentences selected from the documentation of software systems in our data set. The examples are annotated with the type and operands of each constraint (defined below), as well as their discourse pattern (defined in Chapter 3).

The operands of a data constraint are the domain data on which the constraint is defined. Data constraint descriptions contain at least one data element (often an attribute or property of some domain data), one or more values that the data element can or cannot have, and the relationship between the data element and the values. Value can be explicit or implicit (i.e., expressed as the value of another data element). The relationships are synonymous to equality or relational operators, such as greater than, less than, equal to or not equal. The data elements and the values in a constraint constitute the operands of the constraint, while the relationship between the operands is referred to as the operator. As an illustration, the statement The target file name is identical to the source file name, represents a data constraint that enforces the requirement that the target file name should be the same as the source file name, with value-comparison as the type of constraint, and target file name and source file name as the operands involved. Likewise, for the constraint set the frequency axis to log mode in Figure 2.1 (example 3), the data element is the frequency axis, its value is log mode, and their relationship is set to (i.e., the equal to operator).

Florez et al. (Florez et al., 2022b) classified data constraints into four types (binary-value, concrete-value, value-comparison, and categorical-value). These constraint types
**Example1** (apache-ant-1.10.6)
The target file name is identical to the source file name.
*Constraint type:* value-comparison
*Operands:* target file name, source file name
*Discourse pattern:* NP_COMP_NP

**Example2** (from log4j-2.13.3)
The set of built-in levels includes TRACE, DEBUG, INFO, WARN, ERROR, FATAL.
*Constraint type:* categorical-value
*Operands:* Built-in levels, TRACE, DEBUG, INFO, WARN, ERROR, and FATAL
*Discourse pattern:* NP_IN_VALUESET

**Example3** (from swarm_v2) - two constraints in one sentence
Log frequency, if checked, will set the frequency axis to log mode.
*Constraint1 type:* binary-value
*Operands1:* log frequency, checked
*Discourse pattern1:* NP_IF_BINARY_VALUE

*Constraint2 type:* concrete-value
*Operands2:* the frequency axis, log mode
*Discourse pattern2:* SET_NP_TO_VALUE

Figure 2.1: Examples of data constraints (highlighted).
are relevant for our work and we reuse the definitions introduced by Florez et al. For value-comparison constraints, the value of a data element \( X \) is constrained by the value of another data element \( Y \) (or constant \( C \)). The relationship between the data elements translates to equality or relational operators used to determine if \( X \) is greater than, less than, equal to or not equal to \( Y \) (or \( C \)). While equality operators apply to values of all types, relational operators do not apply to all types of values (e.g., binary or categorical). Constraints of this type always have two operands: the two data elements, \( X \) and \( Y \) (or \( C \)).

For binary-value constraints, a data element \( X \) has one of only two possible, mutually-exclusive values \( BV \) (a.k.a. binary values—e.g., true/false, on/off, null/not-null). These are equivalent to value-comparison constraints if the operator is equality and there are only two possible values. Constraints of this type always have two operands: the data element \( X \) and the binary value \( BV \). Note that this type of constraints was named dual-value-comparison by Florez et al. (Florez et al., 2022a), but we consider that the binary-value name better reflects the type, and we adopt this name in this work.

For categorical-value constraints, the value of a categorical data element \( X \) is constrained to a finite set of values \( VS \). Constraints of this type always have more than least two operands: the data element \( X \) and the set of values \( VS \).

Constraints of concrete-value type explicitly dictate a concrete value \( V \) the data element \( X \) should have. These constraints always have two operands: the data element \( X \) and the concrete value \( V \).

In their empirical study, Florez et al. (Florez et al., 2022b) defined 30 constraint implementation patterns (CIPs) based on the implementation of data constraints in Java. The definition of implementing a constraint involves two components: an enforcing statement and data definition statements. The study classified each enforcement statement based on the type of code construct it appeared in (e.g., expression, if statement, return statement, etc.) and the number of operands it utilized, which results in the identification of 30 CIPs,
Table 2.1: CIP Catalog (Florez et al., 2022a) Excerpt.

**CIP name:** binary-comparison.

**Description:** Two values are compared using an operator such as *equals, does not equal, greater than, etc.*

**Statement type:** Expression.

**Parts:** \{variable1, \text{op} \in \{>, \geq, <, \leq, =, \neq\}, \text{variable2}\}

**Example:** *Instance:* \(\text{if}(\text{maxFreq} > \text{wave.getNyquist()})\)

**Parts:** \{maxFreq, >, wave.getNyquist()\}.

---

**CIP name:** if-chain.

**Description:** A chain of ifs is used like a switch on a field, checking against the possible values of the variable.

**Statement type:** If statement.

**Parts:** \{variable\}

**Example:** *Instance:* \(\text{if}(\text{onset} == \text{EMERGENT}) \{\ldots\} \text{else if}(\text{onset} == \text{IMPULSIVE}) \{\ldots\} \text{else if} \ldots\)

**Parts:** \{onset\}.

---

with a line-of-code level of granularity. Furthermore, Florez et al. (Florez et al., 2022b) identified the most commonly used CIPs for implementing constraints of each constraint type. For instance, when it comes to constraints involving dual value comparison, the boolean property CIP was found to be the most frequently used, followed by the null check CIP as the next commonly employed pattern.

Previous work (Florez et al., 2022) has leveraged manually extracted information, including *constraint types, operands, CIP* to automatically locate the method and specific line of code that enforces a given data constraint. This approach serves as a motivation for our research, where we aim to automatically identify data constraints and extract their constituent elements.
We performed a study to understand how data constraints are described in natural language. Specifically, we aimed to identify discourse patterns (if any) that are used in describing the constraints to answer the following research question.

**RQ:** How are data constraints described in natural language?

### 3.1 Data Collection

Table 3.1 summarizes the data we collected (and discarded along the way). We started with a set of 299 constraints from 15 systems, which were collected in previous research (Florez et al., 2022b). We then labeled additional sentences from the documentation systems. Each sentence was labeled with one of the following labels: *ignore*, *negative*, *positive*. Note that the sentences of the 299 constraints from previous work did not have any of these labels, as they were used for different purpose (*i.e.*, tracing to code).

*Ignore* sentences are those that have content-lists (*i.e.*, bullet lists or enumerated lists), log/outputs, regular expressions, source code, tables, and XML-related information. We labeled 2,884 sentences as *ignore* and they were not used further in our study (Table 3.1 column Labeled/ign.).

Each sentence that contained at least one constraint was labeled as *positive*. The constraint description was highlighted as shown in the examples from Figure 2.1 using the MITRE Annotation Toolkit (*a.k.a.* MAT) version 3.3 (MITRE Corporation, 2019). For each constraint, the starting character and ending character of its description in the sentence was recorded. We labeled 1,502 sentences as *positive*, with 2,338 constraints (Table 3.1 column Labeled/+ sent).
We labeled 14,659 sentences as negative, which did not contain any data constraints (Table 3.1 column Labeled/- sent).

Upon inspection, we found that 188 constraints were in sentences that should have been ignored: 70 in content-list, 17 in log/console output, 36 in regex, 5 in source code, 59 in table, 1 in xml-related. We also excluded these sentences and constraints from the study.

The focus of our work is on explicit data constraint descriptions in natural language. Hence, we removed 359 constraint descriptions from the rhino-1.6R5 system as they were described in pseudo code, which we do not consider it as natural language (Table 3.1 column Labeled/- sent row Rhino). An explicit constraint description is a contiguous fragment of a sentence that includes all relevant data elements, values, and their relationships.

Conversely, constraint descriptions that are not explicit are those that span multiple sentences or refer to the data elements or values via indefinite pronouns (e.g., it, them, etc.). Automatically classifying such description would require complex and notoriously imprecise NLP techniques such as automated reference resolution. Consequently, we removed

<table>
<thead>
<tr>
<th>System</th>
<th>Labeled + sent (const)</th>
<th>- sent</th>
<th>Rep-pack ign. exp. + sent (const)</th>
<th>Paper - sent (frag)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joda-Time</td>
<td>51 (71)</td>
<td>742</td>
<td>672 52 16</td>
<td>36 (52) 742 (2,261)</td>
</tr>
<tr>
<td>Apache Ant</td>
<td>272 (336)</td>
<td>4,236</td>
<td>723 159 156</td>
<td>137 (159) 4,236 (12,435)</td>
</tr>
<tr>
<td>HTTPComp.</td>
<td>65 (79)</td>
<td>895</td>
<td>49 46 30</td>
<td>40 (46) 895 (3,143)</td>
</tr>
<tr>
<td>jEdit</td>
<td>162 (193)</td>
<td>1,539</td>
<td>575 67 110</td>
<td>65 (67) 1,539 (4,684)</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>173 (277)</td>
<td>3,376</td>
<td>278 48 225</td>
<td>47 (48) 3,376 (10,640)</td>
</tr>
<tr>
<td>Swarm</td>
<td>68 (92)</td>
<td>206</td>
<td>58 31</td>
<td>45 (58) 206 (650)</td>
</tr>
<tr>
<td>Checkstyle</td>
<td>51 (112)</td>
<td>445</td>
<td>22 27</td>
<td>18 (22) 445 (1,122)</td>
</tr>
<tr>
<td>JabRef</td>
<td>120 (151)</td>
<td>375</td>
<td>39 41</td>
<td>36 (39) 375 (927)</td>
</tr>
<tr>
<td>Log4j</td>
<td>117 (320)</td>
<td>422</td>
<td>57 259</td>
<td>51 (57) 422 (977)</td>
</tr>
<tr>
<td>Jpos</td>
<td>28 (33)</td>
<td>311</td>
<td>18 5</td>
<td></td>
</tr>
<tr>
<td>Skywalking</td>
<td>24 (84)</td>
<td>.</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Rhino</td>
<td>251 (359)</td>
<td>.</td>
<td>321 38</td>
<td></td>
</tr>
<tr>
<td>Guava</td>
<td>26 (27)</td>
<td>1,612</td>
<td>227 13 4</td>
<td></td>
</tr>
<tr>
<td>ShardingSphere</td>
<td>19 (60)</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>MyBatis</td>
<td>69 (144)</td>
<td>500</td>
<td>18 69</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,502 (2,338)</td>
<td>14,659</td>
<td>2,884 921 1,011</td>
<td>475 (548) 12,236 (36,839)</td>
</tr>
</tbody>
</table>

We labeled 14,659 sentences as negative, which did not contain any data constraints (Table 3.1 column Labeled/- sent).

Upon inspection, we found that 188 constraints were in sentences that should have been ignored: 70 in content-list, 17 in log/console output, 36 in regex, 5 in source code, 59 in table, 1 in xml-related. We also excluded these sentences and constraints from the study.

The focus of our work is on explicit data constraint descriptions in natural language. Hence, we removed 359 constraint descriptions from the rhino-1.6R5 system as they were described in pseudo code, which we do not consider it as natural language (Table 3.1 column Labeled/- sent row Rhino). An explicit constraint description is a contiguous fragment of a sentence that includes all relevant data elements, values, and their relationships.

Conversely, constraint descriptions that are not explicit are those that span multiple sentences or refer to the data elements or values via indefinite pronouns (e.g., it, them, etc.). Automatically classifying such description would require complex and notoriously imprecise NLP techniques such as automated reference resolution. Consequently, we removed
the constraints that are not explicit: 250 constraints that span multiple sentences and 475 constraints that had potentially ambiguous references via indefinite pronouns. Furthermore, we removed 170 constraints that refer to GUI elements. We consider these a separate category of data constraints, as their relationship often involve spatial or visual references, such as to the right of, on top of, and painted. Hence, GUI-related data constraints are often implicitly not explicit, as the constraint applies to a property of the described GUI element (e.g., the color or the coordinates of the GUI element).

We further removed the constraints from the systems where we had left fewer than 20 constraints. We also removed the negative sentences from these systems.

Finally, for this study, we were left with 475 positive sentences, containing 548 explicit constraints in 9 systems. These 548 constraints were also labeled with their constraint type and operands. We also labeled 12,236 negative sentences, which were used in the classification study from Chapter 4, where we also describe how they were divided into 36,839 fragments.
Constraint labeling protocol

We employed 10 CS graduate and undergraduate students, and four of the co-authors to label sentences and constraints. For all files that had not been examined for constraints by previous research (Florez et al., 2022b), we used the following process for labeling.

Using the aforementioned MAT software (MITRE Corporation, 2019), a labeler read through the entire document and marked each sentences with one label (ignore, positive, or negative).

First, if the sentence was deemed to be ignored (based on the definition from above), it was labeled as ignore. Then, if at least one data constraint was described in the sentence, the labeler would label it and copy the operands into the label, as well as assign one of the four types defined in Chapter 2. In addition, for each constraint, the labeler would determine if the constraint met the criteria for being an explicit data constraint, or if not, provide a reason for why not (as described above). Finally, if the sentence contained no constraints, it was labeled as negative.

For this entire text labeling process, the labeler was either one of the authors, or two trained CS students, separately labeling each document. In both cases another author reviewed all the resulting constraint labels (explicit or non-explicit), as well as all disagreements whether by label type or reason for giving that label. For those documents labeled by two coders, Figure 3.1 aggregates four tables showing agreements and disagreements between the two labelers for ignore sentences, negative sentences, explicit constraints, and non-explicit constraints, as well as the finally agreed upon label (top row of each table). Agreements between both coders and the reviewer are highlighted in green, while agreement between only one coder and the reviewer are in yellow. The non-zero white cells are the cases where the final label is different from both coders’ labels. During the review process, the authors (one author per document, but two authors split the work) kept note of the most common mistakes that labelers had. Particularly, notes were taken for a portion of the 375 times
where a negative sentence was labeled as a positive one with an explicit constraint by one coder and correctly as a negative by the other. In 53 such cases this was because the sentence mentioned an attribute and potentially described that it could be set, but did not constrain it; for example: "Statements can either be read in from a text file using the src attribute or from between the enclosing SQL tags." In 30 cases, a data element was related to a value, but only as an example, or as a command to the user; for example: "Label the current version of the VSS project $/source/aProject with the label Release1 using the username me and the password mypassword." Other reasons for the disagreement were noted less than 10 times each. Over all resulting labels, the coders disagreed 533 times where one coder labeled the sentence as negative (i.e., no constraints in it) while the other identified explicit constraints in the same sentence. In contrast, non-explicit vs. negative (233) and non-explicit vs. explicit (35) disagreements, happened only 268 times overall.

The disagreements illustrate the challenge of this task and indicate that classifying data constraint descriptions is challenging even for humans, hence serving as further motivation for our work on automating this task.

For those files and sections corresponding to the 299 constraints from previous work (Florez et al., 2022b), we added more labels. All constraints were reviewed by an author and re-categorized as explicit, non-explicit, and the sentences labeled as ignore or negative, as needed. Additionally, there were 3 systems for which the prior research did not seek to exhaustively extract all constraints in those documents, and we labeled them as well.

3.2 Discourse Pattern Coding Protocol

We analyzed the 548 explicit constraints from 9 systems to see if any discourse patterns are used in their descriptions. Our assumption is that the constraints are described in limited ways and we can identify discourse patterns on how they are written. These patterns define the parts of speech of the constraints and operands in the constraints.
In order to extract these patterns, we performed a qualitative discourse analysis (Stenström and Aijmer, 2004; Polanyi, 2003a) of the 548 labeled constraints, based on open coding (Miles et al., 2014). Two authors of the paper performed the discourse pattern coding task. First, the two authors randomly selected 100 constraints and analyzed them together. The joint analysis resulted in the identification of an initial set of patterns. A code was defined for each pattern and used for labeling. In the following steps the two coders each analyzed the remaining constraints, separately. For each new constraint, if they considered that it was described using one of the already identified patterns, they labeled it with the pattern’s code. Otherwise, they defined a new pattern, which they discussed with the other coder. Once they both agreed on the new pattern, its code was defined and the previously labeled constraints were re-analyzed to see if they match the new pattern and need re-labeling. This analysis was done through consensus of the two coders. The coders then meet to discuss and resolve any discrepancies, refining the codes by combining, splitting or modifying them. This process is repeated for an additional hundred constraints at a time until all 548 constraints have been labeled.

In the end, this coding process resulted in the creation of a set of 15 codes, which we denominate discourse patterns (DPs), described in the following subsection. From here on, we refer to them as patterns or DPs.

### 3.2.1 Results - Discourse Patterns

The first and last columns in Table 3.3 show the codes and the frequency of the 15 patterns in our dataset. We list the descriptions and rules for the three most commonly used patterns in Table 3.2.

The most common discourse pattern is NP_BE_BINARY_VALUE, which represents a binary value has a dependency on the modal term ”be”, ”allow”, ”remain” or ”show” with a data element. For example, ”manual scale power is enabled” has the constraint manual scale power = enabled with operands manual scale power and enabled.
Table 3.2: Three most commonly used discourse patterns.

<table>
<thead>
<tr>
<th>Pattern code</th>
<th>Description</th>
<th>Rule</th>
<th>Example</th>
</tr>
</thead>
</table>
| **NP_BE_BINARY_VALUE** | A data element is assigned a binary value (e.g., true/false, on/off, out/inout...) by using an auxiliary verb. |  \[data\] \[be\] \[binary-value\]  
  \[data\] ∈ \{NP\}  
  \[be\] ∈ \{be, allow, remain, show\}  
  \[binary-value\] ∈ \{JJ, VVN, $binary-word\}  
  \[$binary-word\] ∈ \{true/false, on/off, out/inout...\} | [Background mode] [is] [on] (from jedit-5.6) |
| **NP_BE_VALUE**    | A data element is assigned a concrete value by using an auxiliary verb.     |  \[data\] \[be\] \[value\]  
  \[data\] ∈ \{NP\}  
  \[be\] ∈ \{be, allow, remain, show\}  
  \[value\] ∈ \{NP, CD\} | [Default maxwait] [is] [3 minutes] (from apache-ant-1.10.6) |
| **NP_CD_TO_CD**    | A data element is assigned a range of numeric values. The lower bound and upper bound are connected by a preposition/conjunction pair (e.g., from...to, between...and). |  \[data\] \[num\][to]\[num\] | [South latitude extent] [-90] [to] [90] (from swarm-2.8.11) |
  |                   |                                                                 | \[data\] \[from\] \[num\][to]\[num\] \[data\] ∈ \{NP\}  
  |                   |                                                                 | \[from\] ∈ \{from, between\}  
  |                   |                                                                 | \[num\] ∈ \{CD\}  
  |                   |                                                                 | \[to\] ∈ \{to, and\} | [hour] [from] [00] [to] [23] (from joda_time-2.10.3) |

The second most common discourse pattern is **NP_BE_VALUE**. Similar to **NP_BE_BINARY_VALUE**, this pattern represents that a value has a dependency on the modal term "be", "allow", "remain" or "show" with a data element; in this pattern, the value is a concrete value. For example, "default port is TCP 80" has the constraint default port = TCP 80 with operands default port and TCP 80.

The third most frequent pattern is **NP_CD_TO_CD**, which represents a range of numeric values has a dependency on a preposition/conjunction pair (e.g., "from...to" and “between...and”) with a data element. For example, "a valid port number between 0 and 65,535" has the
constraint $port\ number \neq 0$ and $port\ number \neq 65535$ with operands $port\ number, 0,$ and $65535$.

**Discourse pattern rules and operands.** The rules of the discourse patterns indicate which parts of the data constraints are the *operands*. For the rules shown in Table 3.2, the terms matching [data], [value] or [num] are the operands. Specifically, for the NP_BE_BINARY_VALUE pattern example, manual scale power matches [data] in the rule and enabled matches [binary-value] in the rule; hence, they are the operands. Likewise, for the NP_CD_TO_CD example, port number matches [data] in the rule, and both 0 and 65,535 match [num] in the rule, making them the three operands.

**Correlation between discourse patterns and constraint types.**

Table 3.3 shows the distribution of discourse patterns over the constraint types. In columns 2-5, we refer to concrete-value as *conv*, value-comparison as *vcom*, binary-value as *binv*, categorical-value as *catv*. We observed that 10 out of 15 discourse patterns correlate to only one constraint type. For example, all the 236 constraints described with the NP_BE_BINARY_VALUE discourse pattern are of binary-value type. The rest five discourse patterns (CD_NP, NP_BE_VALUE, NP_OF_VALUE, NP_SET_TO_VALUE, and SET_NP_TO_VALUE) correlate to two constraint types: concrete-value and value-comparison. For example, of the 52 constraints described with the NP_BE_VALUE discourse pattern, 38 are of concrete-value type and 14 are of value-comparison type. This strong correlation indicates that we can use the discourse pattern of a constraint to automatically infer its type, which we actually do in the classification study (see Chapter 4).

### 3.3 Threats to Validity

**Construct Validity.** Subjectivity in identifying constraints was mitigated by following a well-defined protocol to label ignore, positive, and negative cases, which included specific rules to categorize the relevant sentences and fragments. The labeling process was performed
Table 3.3: Distribution of DPs and constraint types.

<table>
<thead>
<tr>
<th>Pattern code</th>
<th>conv</th>
<th>vcom</th>
<th>binv</th>
<th>catv</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP_BE_BINARY_VALUE</td>
<td>-</td>
<td>-</td>
<td>236</td>
<td>-</td>
<td>236</td>
</tr>
<tr>
<td>NP_BE_VALUE</td>
<td>38</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>52</td>
</tr>
<tr>
<td>NP_CD_TO_CD</td>
<td>-</td>
<td>48</td>
<td>-</td>
<td>-</td>
<td>48</td>
</tr>
<tr>
<td>NP_SET_TO_BINARY_VALUE</td>
<td>-</td>
<td>-</td>
<td>38</td>
<td>-</td>
<td>38</td>
</tr>
<tr>
<td>SET[np].TO_BINARY_VALUE</td>
<td>-</td>
<td>-</td>
<td>30</td>
<td>-</td>
<td>30</td>
</tr>
<tr>
<td>NP_COMP_NP</td>
<td>-</td>
<td>26</td>
<td>-</td>
<td>-</td>
<td>26</td>
</tr>
<tr>
<td>CD_NP</td>
<td>3</td>
<td>22</td>
<td>-</td>
<td>-</td>
<td>25</td>
</tr>
<tr>
<td>NP_IN_VALUESET</td>
<td>-</td>
<td>-</td>
<td>17</td>
<td>-</td>
<td>17</td>
</tr>
<tr>
<td>NP_IF_BINARY_VALUE</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>-</td>
<td>16</td>
</tr>
<tr>
<td>SET[NP].TO.VALUE</td>
<td>13</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td>NP_SET_TO_VALUE</td>
<td>7</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>14</td>
</tr>
<tr>
<td>NP_OF_VALUE</td>
<td>9</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>NP_EXIST</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>VALUE FOR NP</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>NP_CD</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>

in iterations, and included coding reviews and discussion of disagreements to learn about the system documents and refine the rules. Subjectivity in deriving the discourse patterns from identified constrains was mitigated by following a open coding procedure with discussion of ambiguous cases, refinement of the pattern catalog and coded data, and assessment of the coding process.

**External Validity.** The identified discourse patterns may not generalize to explicit constraints documented for other software systems beyond our pool of systems. Analysis of additional documentation for the systems we used in our study may also reveal additional constraints and discourse patterns. That said, the systems we used are of different domains and kinds (*e.g.*, desktop apps and libraries), and the constraints came from different documents (user manuals, requirement and design specifications); this strengthens the generalization of our patterns. Additionally, discovering new patterns from more data in the future would not invalidate the ones we documented in this dataset. Like any pattern catalog, this one is meant to evolve over time.
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CHAPTER 4
DATA CONSTRAINTS CLASSIFICATION

We conducted a study on using machine learning approaches for automatically classifying the natural description of data constraints. In other words, given a sentence and a fragment from that sentence, we want to determine whether that fragment is a data constraint description or not. The goal of the study is to determine which features and learners are best suited for this task. As such, we aim to answer the following research question.

**RQ:** What are the best features, configurations, and learners for classifying data constraint descriptions?

4.1 Data

We used the 475 *positive* sentences from 9 systems that contain 548 *explicit* data constraint descriptions, collected in the study described in Section ???. For each constraint we have the start character and end character in the sentence, since they are contiguous sequences of words in a sentence. In addition, each constraint is labeled with its *operands*, *constraint type*, and the *discourse pattern*. We used the 12,236 sentences labeled *negative* from the 9 systems. The *negative* sentences did not have any fragments labeled.

4.2 Labeling negative sentences

Given the large number of negative sentences, we could not label them manually, so we developed a tool (named S2F) to do that. S2F breaks a given sentence into fragments that correspond to any of the 15 discourse patterns we identified, extracts the operands that match the discourse pattern, and assigns a potential constraint type to each fragment.

**Discourse pattern matching.** We use spaCy Matcher (Honnibal and Montani 2018) to identify the 15 discourse patterns, applying a set of linguistic features: part-of-speech...
tags, dependencies and entities. Previous research used spaCy Matcher modules for various natural language processing (NLP) tasks. For example, Zhang et al. (Zhang et al., 2021) used it to extract dependency patterns of syntax-semantics constraints from source and target languages, while Monszpart et al. (Monszpart et al., 2019) used it to extract medical terminology from natural language corpora.

To split a sentence into fragments that match the discourse patterns, we adopt a layered analysis approach (Roscoe et al., 2015), which involves defining each pattern with two levels: one for token matching and another for dependency matching between the tokens.

1. To perform tokens matching, we create patterns of tokens by defining their attributes such as part-of-speech tags or entity labels in the rules. Each token in the pattern is assigned a unique ID. For example, we can specify the part-of-speech tag of NOUN for NP, the lemma of be for BE, and part-of-speech tags of JJ, VVN, as well as the lemmas of a set of words observed in the constraints for BINARY_VALUE in the NP_BE_BINARY_VALUE pattern. In this case, we assign ID "data" to the token NP, and "value" to the token BINARY_VALUE to allow referencing these two specific tokens for further processing.

2. To perform dependency matching, we define specific relationships between tokens that correspond to the syntactic dependencies in the text. An example of NP_BE_BINARY_VALUE includes two specific dependency relationships: the "nsubjpass" relationship between the verb and its subject in passive voice sentences, which represents the relationship between BINARY_VALUE and NP, and the "auxpass" relationship linking a passive verb to its auxiliary verb, which represents the relationship between NP_BE and BINARY_VALUE.

We extract fragments by selecting contiguous words between tokens with the maximum length.

We utilize four distinct patterns (i.e., NP_OF_VALUE, VALUE_FOR_NP, CD_NP, and NP_CD) to extract complex nouns and noun phrases from constraints using spaCy. These patterns serve as potential noun phrases for facilitating boundary detection of noun phrases. Our approach
first identifies the above patterns in the text, then merges the tokens from matched patterns into a single token, and finally identifies the other patterns in the text. It provides a greater degree of flexibility and expressiveness when representing tokens involving noun phrases in patterns. We observe that the "conj" (conjunction) dependency, which implies that two words have interchangeable usage in a sentence, can be utilized to identify tokens that possess the same syntactic meaning as specific tokens (e.g., data and value) in the pattern. By substituting specific tokens with such tokens that have similar syntactic meaning, additional similar fragments can be extracted as illustrated in the example in Figure 4.1. Our approach first extracts the fragment "maxiwait and maxiwaitunit are not specified" with the tokens maxiwait and specified. Then, by considering linking the words maxiwait and maxiwaitunit via the "conj" relationship, S2F is able to extract another fragment: "maxwaitunit are not specified" with the specific tokens maxiwaitunit and specified.

Operands extraction. We extract the operands from the matched tokens that have an specific ID name containing the keywords "data" and "value". Constraint type detection. Based on the correlation between discourse patterns and constraint types reported in Chapter 3, 10 out of 15 discourse patterns correspond to only one constraint type, which means we can unambiguously match the pattern to a constraint type. The other 5 discourse patterns (i.e., CD_NP, NP_BE_VALUE, NP_OF_VALUE, NP_SET_TO_VALUE, and SET_NP_TO_VALUE) correspond to two constraint types: value-comparison and concrete-value.
For these patterns, we implemented a set of five heuristic rules to infer the constraint type for a fragment.

- **Heuristic1**: If any word from the \$word-list occurs in the sentence, then we will assign the \textit{value-comparison} type to the fragment.
  
  \$word-list: \{\textit{at least, up to, lower, larger, more, negative, positive, multi, last, first...}\}

- **Heuristic2**: If the conjunctions \textit{if} or \textit{when} are present in the sentence within five tokens preceding the start token of the fragment, then the \textit{value-comparison} type will be assigned to the fragment.

- **Heuristic3**: If the negation word \textit{not} is present in the fragment, then the \textit{value-comparison} type will be assigned to the fragment.

- **Heuristic4**: If the fragment fails to meet the criteria in heuristics 1, 2 and 3, the fragment type will be assigned as \textit{concrete-value}.

We obtained the \$word-list in \textbf{Heuristic1} by analyzing the constraints with the five discourse patterns. We categorized the words that correspond to the definition of the \textit{value-comparison} type, and observed that the constraint sentences contain words that indicate a comparison relationship. For example, ”\textit{If three or more channels are open, it will prompt the user for the desired channel}” contains the comparison word \textit{more} which indicates a comparison relations between \textit{the number of channels} and \textit{3}. In another example, ”\textit{Make at least 1 pick in the clipboard to enable the Use Clipboard Picks option}”, the comparison word \textit{at least} implies a comparison between \textit{the number of picks} and \textit{1}. Hence, we add the comparison words \textit{more} and \textit{at least} into \$word-list of \textbf{Heuristic1}. When inferring the constraint type for the five discourse patterns mentioned above, if the sentence contains any word from the \$word-list, S2F will assign its constraint type as \textit{value-comparison}.

Another type of heuristics we used is to detect the conjunctions \textit{if} or \textit{when} in the constraint sentence (\textbf{Heuristic2}) or to detect the negation word \textit{not} in the constraint itself (\textbf{Heuristic3}). For example, in the sentences ”\textit{If the data source is not an RSAM data}
source, the RSAM viewer will indicate there is no RSAM data for the channel” and “This method can be used when the ExecutorType is ExecutorType.BATCH”, the conjunctions if and when indicate a conditional situation, which implies a comparison relationship of == or != (if the negation word not is also present). We observed that these conjunctions normally occur in the close proximity to the first token of the constraint. We therefore set a search scope of five tokens preceding the beginning token of the constraint. When inferring the constraint type for the five patterns mentioned above, if the conjunction if or when is present in the constraint sentence within five tokens preceding the start token of the constraint, or if the negation word not is present in the constraint fragment, S2F will assign its constraint type to value-comparison.

If the constraint fails to satisfy any of these three heuristics, S2F will assign the constraint type to concrete-value.

4.3 Machine Learners

While many techniques have been proposed for text classification, in this study we apply five commonly used classifiers for constraints classification: Logistic Regression (Menard, 2010), Naive Bayes Classifier (Manning and Schütze, 2009), linear Support Vector Machine (Hsu and Lin, 2003), non-linear Support Vector Machine (Hsu and Lin, 2003), and Decision Tree (Quinlan, 1988).

We establish hyperparameters with predefined values as following for each classifier. Logistic Regression employs several parameters, including two regularization techniques - L1 and L2, a penalty parameter C with values 0.01, 0.1, 1, 5, 10, 15 and 20, where larger values of C correspond to a higher penalty imposed on errors. In addition, the optimization of the logistic regression model’s parameters is carried out using the solver liblinear (Fan et al., 2008). The Naive Bayes Classifier uses a smoothing parameter α to prevent zero probabilities, with possible values of 0, 0.005, 0.01, 0.1, 0.5, 1.0, and 2.0. The Linear Support
Vector Machine employs parameters such as \( L1 \) and \( L2 \) regularization techniques, a penalty parameter \( C \) with values of 0.1, 1, and 10. The Non-linear Support Vector Machine also uses a penalty parameter \( C \) of 1, and a kernel type of \( rbf \) which is a popular kernel function to transforms the data into a higher-dimensional space. For the Decision Tree algorithm, commonly used criteria such as \textit{gini impurity} and \textit{entropy} are applied, as well as strategies for determining the best way to split the data at each node of the tree using either \textit{best} or \textit{random}. Additionally, the maximum depth of the decision tree can be set to either 6, 8, or 10.

Using other, more complex classifiers (\textit{e.g.}, deep learners) or language models is subject of future work. Such classifiers likely require additional training data.

4.4 Features

We use five features for classifying sentence fragments as data constraint descriptions: \textit{fragments}, \textit{sentences}, \textit{discourse patterns}, \textit{operands}, and \textit{constraint types}.

\textit{Fragments}, \textit{sentences}, and \textit{operands} are a set of words extracted from software artifacts. We use \textit{n-grams} \footnote{Wang and Manning (2012)} to capture the vocabulary of these unstructured text features. N-grams are contiguous sequences of \( n \) terms in the text. We use unigrams, bigrams, and trigrams, where each n-gram is defined as a boolean feature indicating the presence or absence of such an n-gram in any of the textaul features. In addition, we use \textit{PoS tags} to capture the type of vocabulary used in fragment, sentence and operands. We use contiguous sequences of \( n\text{-PoS} \) tags in the text. We define 1,2,3-PoS tags as boolean features indicating the presence or absence of a tag combination in any of the text of fragment, sentence and operands features.

\textit{Discourse patterns} and \textit{constraint types} are dict-like features which can be mapped to numeric feature values. Each discourse pattern or constraint type is defined as an integer feature indicating which pattern and type correspond to any of the fragments.
4.5 Training, Testing, and Measures

For each of the five classifiers we used two types of training and testing with all combination of the five features: 10-fold cross validation (10CV) and cross-system validation (CSV).

For 10CV, we shuffle the dataset randomly and select data from 70% of the sentences for training and parameter calibration and 30% for testing, to avoid over-fitting (Dougherty, 2012). The balance between positive and negative samples is preserved in both the training and testing sets. We repeat the 70-30 split 5 times and each time we do the following steps:

1. The 70% of the data set is randomly split into ten equal subsets (folds) by preserving the proportion of samples in each fold.

2. GridSearchCV (Pedregosa et al., 2011) creates a grid of all possible combinations of predefined hyperparameters. For each combination of hyperparameters in the predefined grid, the learner is trained using nine of the subsets as training data, and validated on the tenth fold.

3. We repeat the previous steps ten times, each time using a different fold for validation.

GridSearchCV selects the combination of hyperparameters that achieved the best average performance across 10 folds. Finally, each learner is trained using the entire 70% of the dataset with the selected hyperparameters. We then evaluate each classifier on the 30% testing dataset and compute precision, recall, and F1 scores (defined in Section 4.7). The average performance of the learner across 5 experiments is computed for each combination of features and SMOTE ratio (explained below).

For CSV, we perform a leave-one-out system split iterating nine times. In each iteration, we select data from eight systems to train and calibrate hyperparameters, and reserve the data from the ninth system for evaluation. We follow a process similar to 10CV for selecting the combination of hyperparameters that yields the best average performance on the training sets of eight systems, repeating this process for each iteration of the leave-one-out split. Finally, each learner is then trained using the entire training data from the eight systems,
with the selected hyperparameters, and tested on the ninth system. The performance of the learner is evaluated across all nine experiments, and the average performance is calculated for each combination of features and SMOTE ratio (Chawla et al., 2002).

4.6 SMOTE

To tackle the issue of imbalanced datasets where the number of constraints is significantly less than tool-generated fragments (i.e., 548 versus 36839), we use the Synthetic Minority Over-sampling Technique (SMOTE) (Chawla et al., 2002). SMOTE is a well-known over-sampling technique in the field of machine learning that generates synthetic samples for the minority class by interpolating new instances between existing nearest neighbors. Chawla et al. (Chawla et al., 2002) showed that SMOTE consistently outperformed the other techniques in terms of both sensitivity and specificity. In addition, Fernández et al. (Fernández et al., 2018) proved that SMOTE resulted in better or equivalent results in terms of classification performance, while also reducing the likelihood of overfitting. In our study we apply SMOTE to the training data, which yields positives (minority class) accounting for the negatives (majority class) by a ratio of either 0 (when SMOTE is not used), 0.25, 0.5, 0.75, or 1. In other words, for a SMOTE ratio of 1, the number of positive and negative samples in the training data is the same.

4.7 Evaluation Metrics

In order to evaluate effectiveness of the classifiers, we employ standard metrics, specifically precision, recall, and F1 score (Dougherty, 2012). Precision is defined as the percentage of accurately classified constraints out of the total number of instances classified as constraints with reference to a gold set (i.e., \( \text{Precision} = \frac{TP}{TP + FP} \)). Recall is the percentage of constraints can be correctly classified out of the total number of constraints in the reference dataset. (i.e., \( \text{Recall} = \frac{TP}{TP + FN} \)). F1 score is the harmonic means of the precision
and recall (i.e., $F1 = 2 \times (\text{precision} \times \text{recall})/(\text{precision} + \text{recall})$) and we use it as the main performance measure.

### 4.8 Results

We evaluated each of the five classifiers with all combinations of the five features, using all five SMOTE ratios. For each classifier we evaluate 155 different configurations, using 10-fold cross validation and cross-system validation.
4.8.1 The Effect of Data Balancing

We start our analysis of the results by looking at the effect of the SMOTE ratio. We focus our analysis on the F1 value, which maximizes precision and recall, equally. Figure 4.2 shows the performance of the five learners for the five SMOTE ratios, across all 31 feature combinations. We observe that Decision Tree is the most sensitive to data balancing, the Naive Bayes and non-linear SVM perform significantly worse without SMOTE (0 ratio) than with data balancing (i.e., the higher SMOTE ratios).
Similarly, Figure 4.3 shows the same information for the cross-system validation. We observe the same phenomenon as above for the Naive Bayes and non-linear SVM, but for the cross-system validation, the Naive Bayes is less sensitive to data balancing.

Overall, the 0.25 SMOTE ratio yields the best results (on average) across learners and types of evaluation. Nevertheless, as we will see further, the best performance for each learner and feature set are not always achieved with this SMOTE ratio.

### 4.8.2 The Effect of Feature Selection

We further analyze the results of using the *sentence* and *fragment* features only (denoted as TF - textual features), compared with using all the five features (denoted as AF - all features). Figure 4.4 shows the performance (F1) of the five classifiers, using the TF and AF feature sets, across all SMOTE ratios, using the 10 fold cross validation (10CV - on the left) and the cross system validation (CSV - on the right).

The average F1 for each feature set and learners for the 10 fold cross validation are:

- Decision Tree: 29.46 using AF and 24.81 using TF
- Linear Regression: 41.94 using AF and 38.44 using TF
- Naive Bayes: 29.28 using AF and 31.12 using TF
- SVM: 41.65 using AF and 40.14 using TF
- non-linear SVM: 39.56 using AF and 33.80 using TF

The average F1 for each feature set and learners for cross system validation are:

- Decision Tree: 25.09 using AF and 16.75 using TF
- Linear Regression: 35.97 using AF and 29.23 using TF
- Naive Bayes: 13.81 using AF and 10.09 using TF
- SVM: 33.95 using AF and 26.56 using TF
- non-linear SVM: 25.63 using AF and 8.68 using TF
We make several observations about the use of the feature sets, the learners, and the evaluation types. Regarding feature selection, we observe that (on average) for each learner and each evaluation type, using all features improves the classification performance, except for Naive Bayes for 10CV. Overall, using AF, across the five learners, for 10CV, the average F1 is 36.38 and for the cross system validation, the average F1 is 26.89. Using the TF only, across the five learners, for the 10 fold cross validation, the average F1 is 33.66 and for the cross system validation, the average F1 is 18.26.
Regarding the choice of learners, we observe that using Naive Bayes and Decision Trees lead to worse results than using any of the other three learners, for both types of validation, across all feature sets.

Regarding the validation method, 10CV shows better performance across all five learners and feature sets, than using CSV. This is likely due to the distribution of the constraints across systems. We further analyze the results of the cross system validation in the following subsection.

We focus now on the best performing configurations (i.e., features and SMOTE ratio) from the three best performing learners (i.e., LR, SVM, NLSVM). Table 4.1 shows these configurations. All three learners achieve F1 values above 60 for the 10 fold cross validation and over 50 for the cross system validation. Linear Regression and SVM achieve the best results with the same combination of features: all five features for 10 fold validation and all but fragments for the cross system validation, albeit with different SMOTE ratios. As for the nonlinear SVM, its best combination of features for 10-fold cross validation is without constraint type and sentence (with 0.25 SMOTE), whereas for the cross validation is without sentence (0.25 SMOTE). Further analysis of the data not shown in Table 4.1 reveals that the combination with all features (0.25 SMOTE) achieves 70.39 precision, 49.27 recall, and 57.93 F1 values (being the 5th best configuration) for the nonlinear SVM (for 10CV). Likewise, for cross system validation, the combination of all features without fragments (0.50 SMOTE) is the 5th best for the nonlinear SVM (86.6 precision, 32.67 recall, 44.43 F1).

We conclude that these two configurations are the best:

- features: fragment+sentence+DP+operand+type (0.25 or 0.0 SMOTE) for 10CV
- features: sentence+DP+operand+type (0.50 SMOTE) for CSV

4.8.3 Analysis of False Negatives

As mentioned above, the classifiers show lower performance in the CSV than in the 10CV. While we focused on F1 as indicator for classifier performance, we observe that the best
configurations for the three best learners (from Table 4.1) achieve good precision for the cross system validation (i.e., 55.05, 66.46, and 60.75, respectively). However, their recall values are lower (i.e., 55.05, 45.63, and 51.71, respectively), meaning that nearly half of the constraints are classified incorrectly (i.e., false negatives). We analyzed the features of the false negative constraints, specifically their discourse patterns and constraint type. Table 4.2 shows the false negative rate (column 2), and the number of positive (column 4) and negative (column 3) fragments, for each DP or constraint type. For constraints with the top 8 DPs in Table 4.2, the false negatives rates range from 69% to 100%. As it turns out, the former group of constraints make up a very small percentage of the total number of fragments (positives and negatives) with the same DPs (i.e., less than 2%), with the exception of SET_NP_TO_VALUE, which account for 7.9% of the total fragments, but there are only 15 of them.

For the other seven DPs, the false negatives rates range from 8% to 56%. The ratio of the positive fragments with these DPs is much higher, ranging from 13% to 65%, with the exception of SET_NP_TO_BINARY_VALUE, which has a large number of instances (i.e., 236). We observe a similar phenomenon regarding the constraint type of the false negatives (bottom part of Table 4.2).

In conclusion, in order to reduce the false negative rates (i.e., improve recall) for constraints of a given type or DP, we need to either have a higher positive to negative ratio, or a large number of positives (at least 100).
### Table 4.2: False negatives vs. DP and constraint type.

<table>
<thead>
<tr>
<th>DP / Constraint type</th>
<th>FN rate</th>
<th>-frag</th>
<th>+frag</th>
<th>% pos / total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP_CD</td>
<td>100.0%</td>
<td>715</td>
<td>2</td>
<td>0.3%</td>
</tr>
<tr>
<td>VALUE_FOR_NP</td>
<td>100.0%</td>
<td>1,196</td>
<td>7</td>
<td>0.6%</td>
</tr>
<tr>
<td>NP_OF_VALUE</td>
<td>88.9%</td>
<td>4,660</td>
<td>12</td>
<td>0.3%</td>
</tr>
<tr>
<td>SET_NP_TO_VALUE</td>
<td>86.7%</td>
<td>176</td>
<td>15</td>
<td>7.9%</td>
</tr>
<tr>
<td>NP_BE_VALUE</td>
<td>85.3%</td>
<td>13,370</td>
<td>52</td>
<td>0.4%</td>
</tr>
<tr>
<td>NP_COMP_NP</td>
<td>79.5%</td>
<td>2,868</td>
<td>17</td>
<td>0.6%</td>
</tr>
<tr>
<td>NP_IN_VALUESET</td>
<td>76.5%</td>
<td>1,469</td>
<td>26</td>
<td>1.7%</td>
</tr>
<tr>
<td>CD_NP</td>
<td>69.3%</td>
<td>3,093</td>
<td>25</td>
<td>0.8%</td>
</tr>
<tr>
<td>NP_IF_BINARY_VALUE</td>
<td>56.3%</td>
<td>103</td>
<td>16</td>
<td>13.4%</td>
</tr>
<tr>
<td>NP_EXIST</td>
<td>50.0%</td>
<td>70</td>
<td>30</td>
<td>30.0%</td>
</tr>
<tr>
<td>SET_NP_TO_BINARY_VALUE</td>
<td>43.3%</td>
<td>8,994</td>
<td>236</td>
<td>2.6%</td>
</tr>
<tr>
<td>NP_BE_BINARY_VALUE</td>
<td>41.4%</td>
<td>62</td>
<td>10</td>
<td>13.9%</td>
</tr>
<tr>
<td>NP_SET_TO_VALUE</td>
<td>26.2%</td>
<td>25</td>
<td>14</td>
<td>35.9%</td>
</tr>
<tr>
<td>NP_CD_TO_CD</td>
<td>22.2%</td>
<td>18</td>
<td>48</td>
<td>72.7%</td>
</tr>
<tr>
<td>NP_SET_TO_BINARY_VALUE</td>
<td>8.8%</td>
<td>20</td>
<td>38</td>
<td>65.5%</td>
</tr>
<tr>
<td>concrete-value</td>
<td>86.5%</td>
<td>9,249</td>
<td>79</td>
<td>0.8%</td>
</tr>
<tr>
<td>categorical-value</td>
<td>76.5%</td>
<td>2,868</td>
<td>17</td>
<td>0.6%</td>
</tr>
<tr>
<td>value-comparison</td>
<td>50.0%</td>
<td>20,512</td>
<td>122</td>
<td>0.6%</td>
</tr>
<tr>
<td>binary-value</td>
<td>38.8%</td>
<td>4,210</td>
<td>330</td>
<td>7.3%</td>
</tr>
</tbody>
</table>

### 4.9 Threats to Validity

**Internal Validity:** Our tool-based approach to create the set of negative fragments for classification affects the internal validity of our results. It is possible that other ways to identify fragments produce a different set, thus yielding different classification results. More so, the fragments of the sentences that were not matched to discourse patterns, in the negative sentences, were ignored. Likewise, the fragments of the positive that do no described explicit constraints are ignored.

**Conclusion Validity:** We chose F1 as the metric to assess the performance of the classifiers. While widely used for binary classifications, had we used other measures, the conclusions of our study would have been different. For example, if we would aim to maximize
recall given a certain precision threshold, other configurations might have been the best in that scenario.

**External Validity:** The classification results may not generalize for other datasets, corresponding to different systems than the ones studied. Our future work will include additional data from other systems.
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RELATED WORK

Software data constraints and business rules. Data constraints specify the values that are allowed or required for the data used in a software system (Witt 2012; Wiegers and Beatty 2013b; Florez et al. 2022a; Yang et al. 2020), and are typically described in natural language software artifacts (e.g., requirements and design documents, or user manuals). Florez et al. found that developers implement data constraints in Java code using 31 well-defined patterns (Florez 2019) and such constraints can be traced automatically to methods and lines of code (Florez et al. 2022b). Our work is motivated by this prior work and fill in the knowledge gap on how to automatically identify data contraints. Yang et al. found that data constraints can be implemented across multiple architectural layers in web applications, including the front-end, application, and database layers (Yang et al. 2020). The authors focused on detecting implementation inconsistencies of these data constraints across layers. Other work has focused on automatically extracting business rules from source code (which may include constraints) (Hatano et al. 2010; Cosentino et al. 2013; Huang et al. 1996; Sneed and Erdős 1996; Wang et al. 2004; Cosentino et al. 2012; Sneed 2001). These approaches aim to assist developers in documenting, verifying, and understanding the code as well as in supporting tasks such as code change impact analysis.

Analysis of natural language software artifacts. Ko et al. analyzed the types and frequency of the words appearing in bug report titles to understand how stakeholders express software problems (Ko et al. 2006). The results showed that distinct types of words, such as verbs or prepositions, play a particular role in conveying the problem described in issues titles, as well as the context where it occurred. Sureka et al. executed a similar analysis on issue titles to find vocabulary patterns useful for predicting the issue severity (Sureka and Jalote 2010). Chaparro et al. found 154 patterns that reporters use to describe bugs in
bug reports, and used them to perform automated bug report quality verification (Chaparro et al., 2017; Song and Chaparro, 2020).

Xiao et al. described linguistic patterns to identify access control policies in requirement documents (Xiao et al., 2012).

Di Sorbo et al. identified linguistic patterns in sentences from mobile app reviews, developer email threads, and issue titles to perform content classification (Di Sorbo et al., 2019). Via textual analysis, other work has identified types of information in API documents via textual analysis (Maalej and Robillard, 2013), studied API privacy policy information, and identified information relevant to development activity summaries (Treude et al., 2015). Liu et al. (Liu et al., 2022) studied the structure of programming task descriptions in StackOverflow and constructed a knowledge graph that provides a hierarchical conceptual structure for such tasks in terms of [actions], [objects], and [constraints]. The knowledge graph was used to help formulate high quality how-to questions related to programming tasks.

Our work studies and documents the patterns that stakeholders use to describe data constraints in software documents. To the best of our knowledge, this is a first-of-its-kind study, yet it is possible that prior work derived patterns that indirectly capture data constraints. Similar to prior work (Polanyi, 2003b; Miles et al., 2013), we adopt an open-coding-based methodology for deriving such patterns.

Classification of textual software artifacts. Extensive research has focused on automatically classifying entire artifacts (e.g., issues, comments, or app reviews) (Beyer et al., 2018; Catolino et al., 2019; Panichella et al., 2015; Di Sorbo et al., 2015; Kallis et al., 2019; Guo et al., 2010; Zhou et al., 2016; Antoniol et al., 2008; Thung et al., 2012; Xu et al., 2015; Martin et al., 2016; Zhou et al., 2014; Petrosyan et al., 2015; Guzman et al., 2015) and sentences or fragments in such documents (Abad et al., 2017; Baker et al., 2019; Kurtanović and Maalej, 2017; Sonbol et al., 2022; Dalpiaz et al., 2019; Krasnqi and Do, 2023; Chaparro et al., 2017; Song and Chaparro, 2020; Rani et al., 2021; Pandita et al., 2012; Pascarella
et al., 2019; Zhai et al., 2020; Robillard and Chhetri, 2015; Kumar and Devanbu, 2016; Monperrus et al., 2012; Jiang et al., 2017; Di Sorbo et al., 2019; Prana et al., 2019; Marques and Murphy, 2022; Marques et al., 2021; Chaparro et al., 2019; Arya et al., 2019), for diverse purposes, including assessing the code comment (Zhai et al., 2020; Pascarella et al., 2019) and bug report quality (Chaparro et al., 2017, 2019), prioritizing requirements (Abad et al., 2017; Baker et al., 2019; Kurtanović and Maalej, 2017; Sonbol et al., 2022; Dalpiaz et al., 2019), reproducing reported bugs (Fazzini et al., 2018; Liu et al., 2020), and recommending APIs (Robillard and Chhetri, 2015; Jiang et al., 2017).

Most approaches for fine-grained textual classification have relied on canonical supervised learning models (da Silva Maldonado et al., 2017; Abad et al., 2017; Baker et al., 2019; Kurtanović and Maalej, 2017; Sonbol et al., 2022; Dalpiaz et al., 2019; Krasniqi and Do, 2023; Chaparro et al., 2017; Song and Chaparro, 2020; Rani et al., 2021; Pascarella et al., 2019; Zhai et al., 2020; Robillard and Chhetri, 2015; Kumar and Devanbu, 2016; Monperrus et al., 2012; Jiang et al., 2017; Di Sorbo et al., 2019; Prana et al., 2019), such as SVMs, Random Forests, and Logistic Regression. The advantage of such models is their interpretability; this is one of the reasons why we leverage them in our work. Deep learning approaches (Marques and Murphy, 2022; Marques et al., 2021; Chaparro et al., 2019; Liu et al., 2020; Chatterjee et al., 2021), such as Word2Vec, LSTMs, or BERT, are scarce (so are unsupervised approaches (Jiang et al., 2017; Abad et al., 2017)) since they require expensive training or fine-tuning with large labeled datasets. The relatively limited amount of data we used for evaluation prevented us from exploring these models, which are also hard to interpret. Other work proposed to use IR-based techniques (e.g., LDA or BTM) (Abad et al., 2017) for classification, and dependency parsing of text or heuristics (Pandita et al., 2012; Chaparro et al., 2017, 2019; Fazzini et al., 2018, 2022; Song et al., 2022).

Features used by canonical learning models include heuristics (e.g., keywords, regular-expression-based features, or word count) (Chaparro et al., 2017; Krasniqi and Do, 2023).
Pascarella et al., 2019), textual properties (e.g., nouns, n-grams, part of speech, sentiment, and term/document frequency) (Arya et al., 2019; da Silva Maldonado et al., 2017; Rani et al., 2021; Abad et al., 2017; Baker et al., 2019; Chaparro et al., 2017; Song and Chaparro, 2020; Kurtanović and Maalej, 2017; Krasniqi and Do, 2023; Zhaï et al., 2020), and discourse/linguistic patterns (Chaparro et al., 2017; Abad et al., 2017; Dalpiaz et al., 2019).

Sentences and fragments often represent information valuable for developers, including conditions, facts, restrictions, arguments, explanations, and other elements found in requirements (Abad et al., 2017; Baker et al., 2019; Kurtanović and Maalej, 2017; Sonbol et al., 2022; Dalpiaz et al., 2019), issues and bug reports (Arya et al., 2019; Krasniqi and Do, 2023; Chaparro et al., 2017; Song and Chaparro, 2020; Chaparro et al., 2019; Fazzini et al., 2018, 2022; Liu et al., 2020; Song et al., 2022), code comments (Rani et al., 2021; Pandita et al., 2012; Pascarella et al., 2019; da Silva Maldonado et al., 2017), API documentation (Zhai et al., 2020; Robillard and Chhetri, 2015; Kumar and Devanbu, 2016; Monperrus et al., 2012; Jiang et al., 2017), app user reviews (Di Sorbo et al., 2019), project README files (Prana et al., 2019), and programming forum posts (Marques and Murphy, 2022; Marques et al., 2021).

While none of this research focuses on identifying data constraints in software artifacts, Kiziltan et al. (Kiziltan et al., 2016) identified general constraints in textual problem descriptions via machine learning, in the context of solving constraint problems via formal solvers.

Inspired by all this prior work, we perform text classification on software artifacts to classify data constraint descriptions via canonical machine learning models and novel features.
CHAPTER 6
CONCLUSION AND FUTURE WORK

Through an analysis of 548 explicit data constraints on the natural language descriptions in the documentation of 9 systems, our findings revealed that these data constraints are expressed using a total of 15 distinct linguistic discourse patterns. We utilized these discourse patterns to assist us in automatically identifying the operands and constraint type of explicit data constraints that are described in natural language.

We conducted a comprehensive empirical study to evaluate 155 different configurations for each of five learners for classifying data constraint descriptions. The results demonstrated that by utilizing the identified discourse patterns, the constraint operands, their type, their description, and the sentence containing the constrains as features for training, leads to best classification results (70.87% precision and 59.73% recall, 64.76% F1). We also discovered correlations between the constraint type, the discourse patterns, and the ratio of positive to negative training data, which enabled to establish guidelines for future collection efforts of training data, with the expectation of enhancing the classification performance.

Taking these findings and conclusions into consideration, they represent a significant step towards the automatic identification and extraction of data constraints from natural language text. Apart from the mentioned future work aimed at enhancing the classification, a crucial next phase involves achieving the extraction of constraints to be incorporated into a pipeline alongside traceability or test generation tools.
APPENDIX

DISCOURSE PATTERNS CATALOG

Table A.1: Catalog of 15 discourse patterns

<table>
<thead>
<tr>
<th>Pattern code:</th>
<th>Description</th>
<th>Rule</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET_NP_TO_BINARY_VALUE</td>
<td>A data element is assigned a binary value (e.g., true/false, on/off, out/inout...) by using a phrase composed of an auxiliary verb and a preposition. The data element is positioned between the auxiliary verb and the preposition.</td>
<td>[set] [data] [to] [binary-value]</td>
<td>[set the usefile attribute] [to] [false] (from apache-ant-1.10.6)</td>
</tr>
<tr>
<td>NP_SET_TO_BINARY_VALUE</td>
<td>A data element is assigned a binary value (e.g., true/false, on/off, out/inout...) by using a phrase composed of an auxiliary verb and a preposition. The value assignment phrase is positioned after the data element.</td>
<td>[data] [set to] [binary-value]</td>
<td>[ignoreContents] [is] [set to] [true] (from apache-ant-1.10.6)</td>
</tr>
<tr>
<td>CD_NP</td>
<td>A data element is assigned a numeric value. The data element appears directly after the value.</td>
<td>[num] [data]</td>
<td>[100] [edits] (from jedit-5.6pre0)</td>
</tr>
<tr>
<td>NP_CD</td>
<td>A data element is assigned a numeric value. The value appears directly after a data element.</td>
<td>[data] [num]</td>
<td>[the status code] [501] (from apache-httpcomponents-4.5.9)</td>
</tr>
<tr>
<td>Pattern code:</td>
<td>Description:</td>
<td>Rule:</td>
<td>Example:</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td>-------</td>
<td>---------</td>
</tr>
<tr>
<td>NP_EXIST</td>
<td>Check whether a data element exists by using the word “exist”.</td>
<td>([data], \text{exist}) ([data] \in {\text{NP}})</td>
<td>[output file], exists (from apache-ant-1.10.6)</td>
</tr>
<tr>
<td>NP_COMP_NP</td>
<td>Compare the value of a data element with the value of another data element using the defined comparison words or symbols.</td>
<td>([data] \text{[compare to]} [data]) ([data] \in {\text{NP}}) ([\text{compare to}] \in {\text{¡=, ¿=, =, above, before, below, greater than, lower than, newer than, greater than or equal to, less than, more than, less than or equal to, at or before, equal to or earlier than, equal to or later than, equal to or greater than, equal to or less than, the same as...}})</td>
<td>[signal] [above] [corner frequency] (from swarm-2.8.11)</td>
</tr>
<tr>
<td>SET_NP_TO_VALUE</td>
<td>A data element is assigned a concrete value by using a phrase composed of an auxiliary verb and a preposition. The data element is positioned between the auxiliary verb and the preposition.</td>
<td>([\text{set}] [data] \text{[to]} [value]</td>
<td>[data] \text{[to]} [value]) ([\text{set}] \in {\text{set, define, mark}}) ([data] \in {\text{NP}}) ([\text{to}] \in {\text{to, as, =}}) ([value] \in {\text{NP, CD}})</td>
</tr>
<tr>
<td>NP_IN_VALUESET</td>
<td>A categorical data element is assigned a finite set of values by using a preposition or a symbol.</td>
<td>([data] \text{[in]} [valueset]) ([data] \in {\text{NP}}) ([\text{in}] \in {\text{in, include, be, “:”, ”,”, ”.”}}) ([valueset]: {[value]...[value]}) ([value] \in {\text{NP, CD}})</td>
<td>[Encoding considerations] [:] [&quot;7bit&quot;, &quot;8bit&quot;, or &quot;binary&quot;] (from apache-htcomponents-4.5.9)</td>
</tr>
<tr>
<td>NP_OF_VALUE</td>
<td>A data element is assigned a concrete value by using an preposition “of”. The value appears after the data element.</td>
<td>([data] \text{of} [value]) ([data] \in {\text{NP}}) ([value] \in {\text{NP, CD}})</td>
<td>[RSAM period] of [10 seconds] (from swarm-2.8.11)</td>
</tr>
<tr>
<td>Pattern code: <code>NP_IF_BINARY_VALUE</code></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Description:</strong> Check whether the value of a data element equals a binary value (e.g., <code>true/false</code>, <code>on/off</code>, <code>out/inout...</code>) with the conjunction “if”. The conjunction “if” is positioned after the data element and before its binary value.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rule:</strong> <code>[data], if [binary-value]</code></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>[data] ∈ {NP}</code></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>[binary-value] ∈ {JJ, VVN, $binary-word}</code></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>$binary-word</code> ∈ <code>{true/false, on/off, out/inout...}</code></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Example:</strong> <code>[&quot;pages&quot; field], if [set] (from jabref-5.0)</code></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pattern code: <code>VALUE_FOR_NP</code></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description:</strong> A data element is assigned a concrete value by using an preposition “for”. The value appears before a data element.</td>
</tr>
<tr>
<td><strong>Rule:</strong> <code>[value] for [data]</code></td>
</tr>
<tr>
<td><code>[value] ∈ {NP, CD}</code></td>
</tr>
<tr>
<td><code>[data] ∈ {NP}</code></td>
</tr>
<tr>
<td><strong>Example:</strong> <code>[NULL] for [the content type] (from apache-httpcomponents-4.5.9)</code></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pattern code: <code>NP_SET_TO_VALUE</code></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description:</strong> A data element is assigned a concrete value by using a phrase composed of an auxiliary verb and a preposition. The value assignment phrase is positioned after the data element.</td>
</tr>
<tr>
<td><strong>Rule:</strong> `[data] [set to] [value]</td>
</tr>
<tr>
<td><code>[data] ∈ {NP}</code></td>
</tr>
<tr>
<td><code>[be] ∈ {is, are, can be}</code></td>
</tr>
<tr>
<td><code>[set to] ∈ {set to, mark as, require to be}</code></td>
</tr>
<tr>
<td><code>[value] ∈ {NP, CD}</code></td>
</tr>
<tr>
<td><strong>Example:</strong> <code>[the fileIndex attribute] [is] [set to] [&quot;min&quot;] (from log4j-2.13.3)</code></td>
</tr>
</tbody>
</table>
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