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This thesis explores the resilient distributed consensus in networks that lack the necessary structural robustness to achieve consensus in the presence of malicious agents. While existing solutions provide robustness conditions for consensus among normal agents, they fail to evaluate network performance comprehensively when the graph’s robustness is insufficient. To address this limitation, we introduce the concept of non-convergent nodes, representing agents unable to attain consensus with any arbitrary agent due to malicious agents in the network. This notion allows us to classify graphs based on their robustness levels and assess partial performance. This study initially establishes the \((r, s)\)-robustness of commonly encountered graphs, such as complete, complete bipartite, 1-D distance, and circulant graphs. Our approach facilitates easier identification of robustness and enables us to gain insights into the behavior of non-convergent nodes. By understanding the dynamics of these non-convergent nodes, we can establish more relaxed conditions for converging subgraphs, which are the subgraphs that are guaranteed to converge. This knowledge enhances our understanding of resilient algorithms and their behavior in practical scenarios. Furthermore, we present graphs with given robustness levels, including \((F + 1, 1)\), \((F, F)\), and \((F + 1, F)\) robustness, and determine the maximal number of non-convergent nodes associated with each graph. This quantification of non-resilience sheds light on the impact of graph robustness.
on the network’s ability to achieve consensus. Surprisingly, we find that graphs with the same structural robustness may exhibit varying degrees of non-resilience, leading to different network performance outcomes. Through numerical evaluations, we demonstrate that our approach provides a comprehensive resilience perspective beyond the conventional binary view of success or failure in the face of malicious agents. By quantifying network performance under sub-optimal robustness conditions and identifying converging subgraphs, our study opens up new possibilities for designing more resilient consensus algorithms.
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1.1 Motivation and Focus

In distributed systems, the presence of just a few malicious nodes can severely disrupt the operation of the system. Attacks on the system can severely disrupt the system’s performance, whether the attacks are due to intelligent adversaries or faulty nodes. Distributed systems have vast applications ranging from multi-agent robotics to data processing, and these applications require robust systems so that they are able to safely and accurately perform. For example, consider the distributed consensus in multi-agent systems, a canonical problem with several applications across various domains, including networked control systems, multi-robot systems, and sensor networks. The primary goal here is to ensure that all agents update their local states in a way that eventually converges to a common state. A simple Linear Consensus Protocol (LCP), where each agent updates its state by averaging its neighbors’ states, solves the problem (e.g., [Jadbabaie et al., 2003; Olfati-Saber et al., 2007; Ren et al., 2007]). However, with just a single malicious agent that does not adhere to the LCP can prevent the other agents, and therefore, the entire graph from achieving consensus e.g., [LeBlanc et al., 2013]. The objective of resilient algorithms are such that the network systems are able to withstand a certain number of malicious agents and guarantee desired performance.

In the current state, research in resilient distributed algorithms have provided conditions in order for the network system to perform under the desired behavior. These conditions are often quite strict, such that it can be impractical or difficult to implement such systems into the real world. The theories also state that if a system satisfies the robustness conditions, then it will be able to converge, but they often do not explore what occurs then those conditions are not met.
Our goal is to better understand resilience and the dynamics of when such conditions are not satisfied. Figure 1.1 demonstrates how currently, by not having the proper robustness, we cannot understand anything about the dynamics of the system. We will dive deep into the notion of non-resilience and be able to quantify how much and what parts of the graph are malicious. We not only explore this new notion of non-convergence, but we further explore resilience on a systemic level, including finding the resilience of common graphs and analyzing how the notion of non-convergence can be applied to better understand new resilient sub-structures in graphs.

Figure 1.1: $G$ is robust enough against a single malicious agent, whereas $G_1, G_2, G_3, G_4$ are not. By measuring the number of non-convergent nodes (red), we characterize the non-resilience in graphs whose robustness is below the required threshold.

We provide a better understanding and more holistic view of resilient algorithm’s performance and the dynamics of the graph. Initially, we introduce this idea of resilience and
the strict conditions it imposes on graphical structure. Because resilience can be difficult
to find, we provide a more practical usage of resilience, we provide the resilience of some
common graphs. Assume there is a graph that is very robust, however, just a small portion
of the graph does not satisfy the robustness conditions. By exploring what happens when
those conditions are not met, we can understand what, if anything, can be preserved. This
lays out the main question that we try to address:

*How can we evaluate the performance of a network that fails to meet the robustness
threshold for guaranteeing consensus when facing $F$ malicious agents?*

We introduce the notion of *non-convergent*, which refers to an agent that can fail to
reach consensus with any arbitrary normal agent in the system. By using this new notion
of *non-convergence*, we demonstrate how we can still preserve portions of 'non-resilient'
graphs, trends of non-convergence with graph robustness, and analysis on how the notion
of non-convergence can be applied to further the research into the study of 'non-resilient'
graphs.

1.2 Related Work

Distributed systems rely on agents updating their values by utilizing their own information,
information from neighbors, and an update protocol. In *resilient* distributed systems, the
goal is to design strategies that filter out the information from malicious nodes and utilize
the information from other normal nodes. Resilience is enhanced by making sure the agents
follow a proper algorithm, such that it filters the bad values, and the graph has a proper
structure, ensuring that each good agent is able to communicate with other good agents.
Based on these principles, various resilient distributed strategies and algorithms have been
proposed to tackle distributed optimization problems like consensus ([LeBlanc et al. 2013];
[Dibaji and Ishii 2015]; [Senejohnny et al. 2019]; [Usevitch and Panagou 2020]; [Wang et al.
2022]; [Ishii et al. 2022]; [Yan et al. 2022]; [Ramos et al. 2022]; [Abbas et al. 2022]), diffusion
Li et al., 2019; Yu et al., 2022; Safi et al., 2022), estimation (Mitra et al., 2019; Mitra and Sundaram, 2019; An and Yang, 2021; Chen et al., 2018), learning and optimization (Li et al., 2020; Yang and Bajwa, 2019; Yang et al., 2020; Mitra et al., 2020; Sundaram and Gharesifard, 2018; Su and Vaidya, 2020; Zhao et al., 2019). In particular, the Weighted-Mean-Subsequence-Reduced (W-MSR) algorithm, presented in (LeBlanc et al., 2013), stands out as a widely used resilient distributed consensus approach. The algorithm works by having each agent ignore the extreme values when updating their own value with the update protocol. This leverages the graphical structure, or the \((r,s)\)-robustness, to guarantee consensus of agents implementing the W-MSR algorithm in the face of \(F\) malicious agents (LeBlanc et al., 2013; Usevitch and Panagou, 2020; Saldana et al., 2017; Pirani et al., 2022; Ishii et al., 2022; Renganathan et al., 2021; Dibaji and Ishii, 2017; Sundaram and Gharesifard, 2018; Rezaee et al., 2021; Abbas et al., 2018; Chen et al., 2018; Shang, 2018; Saulnier et al., 2017; Wen et al., 2023; Wu et al., 2021; Lu and Jia, 2023).

Current research focuses on the performance of when the robustness conditions have been met. For example, the W-MSR algorithm guarantees consensus among non-adversarial agents if the number of adversaries is bounded by \(F\) and the network meets the required robustness conditions, \((F + 1, F + 1)\)-robust. Evaluating partial performance is crucial in understanding how the system behaves and being able to implement such system, as the number of adversarial nodes can easily exceed \(F\). Currently, it is not possible to determine the number of agents that can or cannot achieve consensus when the graph is less robust than required. The current all or nothing approach needs to be more comprehensive to understand the system better for theoretical and practical applications. Strict robustness conditions can become impractical (Abbas et al., 2018; Dibaji et al., 2019; Zhang et al., 2015), especially when designing systems with an unknown \(F\) or when the number of malicious agents can easily exceed \(F\).

We address these shortcomings in the current state of research by laying out a new, and more continuous way, of analyzing resilience in a graph. This allows us to find a
more accurate way of ordering networks based on their resilience, rather than treating them equally. This insight can allow us to better understand what happens when these robustness conditions are not met, and what trade-offs we can make to create networks that better fit our needs.

1.3 Contributions and Organization

Some of the major contributions of this thesis include:

1. We formulate or improve on a generalized $(r,s)$-robustness for common graphs used. These graphs include complete graph, complete bipartite graph, 1-D distance graph, and circulant graph. By identifying the generalized $(r,s)$-robustness for these graphs, we can develop quicker ways of identifying robustness of these graphs given that we can identify the graph structure faster than the co-NP-complete difficulty of calculating robustness.

2. We propose a new notion of ‘non-convergence’ to characterize how non-resilient nodes are in a graph. A non-convergent node refers to a normal node where attacks exist that prevent the node from converging to any other normal node in the graph. By using this new metric, we are able to compare graphs that fail to meet the required robustness for resilient consensus with $F$ malicious agents and evaluate the partial performance of such graphs.

3. For a given graph robustness, we construct graphs that maximize the number of non-convergent nodes. This creates a lower bound on the resilience, or upper bound on a new notion of ‘local non-resilience’. This analysis reveals the extent that at which adversaries can disrupt graphs that do not meet the required $(F+1, F+1)$-metric. We construct cases for the $(F+1, 1),(F, F)$, and $(F+1, F)$-robust cases using a combination of circulant, empty, and complete graphs and their joins. This quantifies the worst
case that graphs can experience when in the presence of more adversaries than initially designed for.

4. We highlight the correlation between non-convergent nodes and the graphical robustness. We then provide a detailed numerical evaluation of our approach, which illustrates our results. Additionally, we provide new potential research directions for the usage of non-convergent nodes to evaluate the graph robustness.

5. Using the notion of non-convergent nodes, we propose a new idea of creating ‘converging subgraphs’. We list out a potential direction for creating such converging subgraphs and the importance of understanding the dynamics of non-convergent nodes to design better versions of converging subgraphs.

This thesis has also resulted in a journal article, *On the Non-resiliency of Resilient Distributed Consensus in Multiagent Networks* by Leon Khalyavin and Waseem Abbas. This paper has been submitted to IEEE Transactions on Control of Network Systems and is currently submitted to be reviewed.

The rest of the thesis is organized as follows. Chapter 2 involves around understanding resilient consensus and the problem formulation. In Section 2.4, we provide the robustness of common graphs and their respective proofs for complete, complete bipartite, 1-D distance, and circulant graphs. Chapter 3 introduces this new notion of non-convergence, which is explained in detail in Section 3.1. In Section 3.2, we provide the lower bound on resilience for 
\((F + 1, 1), (F, F), \text{ and } (F + 1, F)\)-robust graphs. Section 3.3 provides illustrations of how non-convergence varies within robustness and trends within non-convergence. Finally, chapter 4 concludes the thesis by discussing possible research directions. Section 4.1 provides the benefits and short-comings of the current definition of non-convergence and ways that it can be improved upon while Section 4.2 describes how we can use the notion of non-convergence to understand the convergence of subgraphs, where the original graph does not satisfy the 
\((F + 1, F + 1)\)-robustness conditions. Section 4.3 concludes the thesis.
CHAPTER 2
RESILIENT CONSENSUS

2.1 Resilient Distributed Consensus

We model multi-agent systems using a graph or network, $G = (V, E)$. The graph consists of nodes, $V$, which contain some information about its local properties and edges, $E$, which is the way that the nodes are connected. We denote a neighborhood of a node, $N$, which is the set of nodes that shared edges with that node. In a multi-agent system, every node has a value and uses an update model based on the information from itself and its neighbors. We will be focusing on systems with an undirected network, where information can be transferred both ways across an edge. Additionally, we will be focusing on discrete time systems.

In distributed consensus, the goal is to have all of the nodes in the network converge to the same value at steady state. The most common approach to achieve distributed consensus is for a node, $u$, to add the difference between its value and the value of all of its neighbor nodes, $v \in N_u$, to understand which way to change its value. This is modeled by equation (2.1) where $x(k)$ is the state of a node at time $k$ and $w$ is the edge weight between the nodes, which gets each node to essentially calculate the weighted average of its neighborhood.

$$x_u(k + 1) = \sum_{v \in N_u} w_{u,v}(x_u(k) - x_v(k))$$  \hspace{1cm} (2.1)

However, in resilient distributed consensus, we introduce adversarial nodes. As seen in definition (2.1), adversarial nodes are nodes in the network that can have a different update model and can relay different information to its neighbors. This can model different events such as node failure, miscalculation, or even malicious attacks on a network.

Definition 2.1. (Adversarial Node) A node that can follow a different update model and relay incorrect information to its neighbors.
There are two main types of models for adversarial nodes. A malicious model assumes that the malicious node can relay any information to its neighbors, however, the information must be the same across all nodes. A byzantine model assumes that the adversarial node can relay any information to its neighbors and the information given to each neighbor can be different. It is not difficult to see that a byzantine model is more dangerous and more difficult to deal with than an adversarial model. We will be focusing on malicious models in this thesis. We will also denote the number of malicious nodes as $F$.

Malicious nodes can model intelligent attacks on a system level. If someone was trying to disrupt a multi-agent system, they will utilize a set of nodes to prevent the convergence of the network. In addition, multi-agent nodes can model the effect of node failure. For example, in a multi-agent robotic system, if one of the robots fail to move and change their position, they will relay their non-updated position to the remainder of the robots. However, we do not want the rest of the robots to utilize that information, so we design intelligent ways to still perform our main tasks in the presence of the 'bad' or 'broken' nodes.

On a system level, there are two main types of models used. An $F$-total model assumes that the maximum number of adversaries in a network is $F$. On the other hand, an $F$-local model assumes that the maximum number of neighbors of a node that can be adversaries if $F$. We will be focusing on an $F$-total adversarial model. We will be focusing on an $F$-total model in this thesis.

Because malicious nodes can change their values with their own update model, they can potentially move in any way they please. Therefore, when analyzing the consensus problem, it might not be possible for every node to converge at the same value at steady state, because the malicious nodes can contain another value. We will then only be analyzing the steady state location of the normal nodes, which are all the nodes who are not malicious. The malicious nodes can influence the value at which the normal nodes will converge. Because we do not want the system to be influenced too much by the malicious nodes, we will bound
the target consensus value. This target will be within the largest and smallest value of the initial values of the nodes.

**Definition 2.2.** *(Resilient Distributed Consensus)* A network of agents \( G = (V, E) \) achieves consensus if the following conditions are satisfied:

1. *(Safety)* Let \( x_{\text{min}}(0) \) and \( x_{\text{max}}(0) \) denote the minimum and the maximum of the initial states of nodes in \( G \), respectively. Then, \( x_{\text{min}}(0) \leq x_u(k) \leq x_{\text{max}}(0), \ \forall u \in V \), and for all times \( k \).

2. *(Agreement)* As \( k \to \infty \), \( x_u(k) = x_v(k) = x \) for all pairs of nodes \( u, v \in V \).

Definition 2.2 provides a new definition for resilient distributed consensus. The first condition, safety, ensures that the adversarial nodes do not deviate the final values of the normal nodes. We can change the tolerance on where we can allow the final position for the normal nodes, but we focus on when all the nodes to be within the minimum and maximum of the initial positions. For the second condition, agreement, ensures that all of the normal nodes end up with the same values. Again, this can change with some tolerance, but we want to guarantee that the nodes end up in the same value at steady state.

### 2.2 W-MSR Algorithm

The *Weighted-Mean-Subsequence-Reduced* *(W-MSR)* algorithm is a solution to the resilient distributed consensus problem that has gained popularity. The algorithm works by removing the largest and smallest values gained from neighbors to use in the update model. The idea is that if the largest and smallest values are adversarial nodes, they will not converge to the rest of the normal nodes. By removing them from the calculations, it will reduce their impact on the remainder of the normal nodes. The process for implementing the W-MSR algorithm is as follows:
(1) Every normal node, $u$, collects state values from its neighbors at every time step $k$ and sorts them from smallest to largest.

(2) It then removes $F$ of the largest values strictly greater than $x_u(k)$ and $F$ of the smallest values strictly less than $x_u(k)$. If the number of values strictly greater than $x_u(k)$ is less than $F$, then it will remove all of the values strictly greater than $x_u(k)$. Similarly, if the number of values strictly less than $x_u(k)$ is less than $F$, then it will remove all of the values strictly less than $x_u(k)$. The set of nodes in $N_u(k)$ that are removed by this process are denoted by $R_u(k)$.

(3) The node $u$ updates its value according to the following equation 2.2:

$$x_u(k + 1) = \sum_{v \in (N_u \cup U(u)) \setminus R_u(k)} w_{uv} x_v(k)$$

One of the major benefits of using the W-MSR algorithm is that it easily satisfies the safety goal of the resilient distributed consensus problem, $x_{min}(0) \leq x_u(k) \leq x_{max}(0)$. This is because every node will be moving towards the mean of the neighbors. If a node has a maximum or a minimum value, and there exists $F$ total adversaries, then it will not be possible for the adversaries to move that node higher if it is a maximum or lower if it is a minimum. This is because that node removes $F$ extreme adversaries, and therefore, will not move in that direction. Additionally, the W-MSR algorithm allows a guarantee for the normal nodes to converge based on the graphs robustness metric, $(r, s)$-robustness and state relevant conditions on the graph.

2.3 $(r, s)$-Robustness

$(r, s)$-robustness is defined by a set of related notions below.

**Definition 2.3.** $(r$-Reachable Node) Given a graph, $G = (V, E)$, a subset of nodes, $S \subset V$, and a positive integer $r$, a node, $u \in S$, is $r$-reachable if the number of neighbors outside of $S$ is at least $r$, or $|N_u \setminus S| \geq r$. 
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Definition 2.4. *(r-Reachable Set)* Given a graph, \( G = (V, E) \), a subset of nodes, \( S \subset V \), and a positive integer \( r \), a set of nodes are \( r \)-reachable, \( X^r_S \), if at least one node is \( r \)-reachable in \( S \). In other words:

\[
X^r_S = \{ u \in S : |N_u \setminus S| \geq r \}
\]  
(2.3)

Now, using these notions, we can define \((r, s)\)-robustness.

Definition 2.5. *(\((r, s)\)-Robustness)* \( \text{[LeBlanc et al., 2013]} \) Given a graph \( G = (V, E) \) and positive integers \( r \) and \( s \), \( G \) is considered to be \((r, s)\)-robust if for every pair of disjoint \( S_1, S_2 \subset V \), one of the following holds true:

(i) \( |X^r_{S_1}| = |S_1| \) (i.e., each node in \( S_1 \) have at least \( r \) nodes outside of \( S_1 \)).

(ii) \( |X^r_{S_2}| = |S_2| \) (i.e., each node in \( S_2 \) have at least \( r \) nodes outside of \( S_2 \)).

(iii) \( |X^r_{S_1}| + |X^r_{S_2}| \geq s \) (i.e., the number of nodes in \( S_1 \) having \( r \) nodes outside of \( S_1 \) and \( S_2 \) having \( r \) nodes outside of \( S_2 \) is at least \( s \)).

Figure 2.1 visually shows the three possible cases for a graph to be \((r, s)\)-robust. LeBlanc \( \text{[LeBlanc et al., 2013]} \) provides robustness conditions for convergence under total/local and malicious/byzantine models. The necessary and sufficient condition for convergence of an \( F \)-total malicious model is stated below in Theorem 2.1.

**Theorem 2.1.** Consider a graph, \( G = (V, E) \), with \( |V| = N \) nodes, of which at most \( F \) can be malicious (i.e., \( F \)-total malicious model). If each normal node is implementing the \( W \)-MSR algorithm with parameter \( F \) (remove \( F \) largest and smallest values larger or smaller than current value), then the distributed consensus is achieved if and only if \( G \) is \((F + 1, F + 1)\)-robust.
The W-MSR algorithm guarantees that at each time step, \( k \), there will always be a normal node that will change its position if the graph is \((F + 1, F + 1)\)-robust. For a node to change its value under the W-MSR algorithm, it requires at least \( F + 1 \) nodes with values larger or smaller than its own. If the graph has not converged, then the graph can be separated into a subset of maximum values and minimum values. Since there will exist \( F + 1 \) nodes that are \((F + 1)\)-reachable, then at least one of those nodes has to be a normal node that will update its value. It will move in the direction towards the mean. If that does not exist for all normal nodes, then assume that all extreme values are adversaries. As long as if the edge exists and the edge weight is greater than 0, then if the graph is \((F + 1, F + 1)\)-robust, it will be guaranteed to converge.

However, it is very difficult to determine if a graph is \((r, s)\)-robust. Determining the \((r, s)\)-robustness of a network is an co-NP-complete problem (Zhang et al., 2015) and is currently calculated using a greedy approach. Additionally, the conditions for \((r, s)\)-robustness are stringent. Currently, if the conditions are not satisfied, then we do not know what can be preserved in the network. We will focus on networks that have not achieved \((F + 1, F + 1)\)-robustness, how does the graph behave.
2.4 Robustness of Common Graphs

Since computing \((r, s)\)-robustness is challenging (Zhang et al., 2015), we explore graph structure to determine its robustness. One approach is to find the robustness of a general graph, and then use other algorithms to find the graph type and determine the robustness from that. The benefit of this approach is that there are sophisticated algorithms to determine specific graph types and such graphs can commonly appear in given applications. The four graph types we explored are: complete graphs, complete bipartite graphs, 1-D distance graphs, and circulant graphs.

2.4.1 Complete Graph

Finding the resiliency of a complete graph is of paramount importance due to its fundamental role in understanding and assessing the robustness of complex networks. Complete graphs represent an extreme scenario where each node is directly connected to every other node, making them a relevant model for certain real-world systems and communication networks. Determining the resiliency of such graphs provides critical insights into their ability to maintain connectivity and functionality under various adverse conditions, such as node failures, link disruptions, or targeted attacks. This analysis helps researchers, engineers, and policymakers design more reliable and fault-tolerant network infrastructures, enabling them to anticipate potential vulnerabilities and implement appropriate mitigation strategies to ensure uninterrupted and efficient communication within the network.

Arguably, the most intuitive graph to analyze is a complete graph. A complete graph, \(K_N\), is a graph with \(N\) nodes, where every node has an edge with every other node in the graph. Under distributed consensus, complete graphs are the least controllable graphs. Therefore, it should be difficult for the adversaries to control the other normal nodes in the network. By detecting a complete graph, we can then easily determine the resilience of the graph.
Definition 2.6. **(Complete Graph)** A complete graph, $K_N$, is a graph with $N$ nodes such that every node $u$ is adjacent with every other node $v \subset V \setminus u$ in the graph.

Theorem 2.2. A complete graph, $G = K_N$, with $N$ number of nodes is $(r, r)$-robust given that $N \geq 2r - 1$.

Proof: In a complete graph, every node has an edge with every other node in the graph. Consider two disjoint non-empty subsets of nodes, $S_1$ and $S_2$. For a given subset, say $S_1$, every node in $S_1$ will have $N - |S_1|$ edges outside of $S_1$. If $N - |S_1| \geq r$, then all of the nodes in $S_1$ must have more than $r$ edges outside of $S_1$ and $|X_{S_1}^r| = |S_1|$ condition is satisfied. If $N - |S_1| < r$, then none of the nodes in $S_1$ will have at least $r$ neighbors outside of $S_1$. In this case, $|S_1| > N - r$. By the given assumption, $N \geq 2r - 1$, which means $N - r \geq r - 1$. As a result, $|S_1| > N - r \geq r - 1$, or $|S_1| \geq r$. Since each node in $S_2$ is adjacent to every node in $S_1$, it implies that each node in $S_2$ is adjacent to at least $r$ nodes outside of $S_2$, i.e., $|X_{S_2}^r| = |S_2|$, implying that $K_N$ is $(r, r)$-robust. \qed

### 2.4.2 Complete Bipartite Graph

We will next analyze the complete bipartite graph, a type of graph often seen in neural networks and data science applications, as well as comparisons between groups. These graphs serve as essential models for diverse applications, including social networks, supply chain management, and matching algorithms in various industries. Assessing the resilience of such graphs allows researchers and practitioners to evaluate the network’s ability to withstand failures or attacks on specific nodes or connections. This analysis aids in identifying critical points of vulnerability and devising effective strategies to enhance the overall reliability and performance of the network. Understanding the resilience of complete bipartite graphs is, therefore, vital for designing robust and fault-tolerant systems that can adapt and endure in dynamic and challenging environments.
A complete bipartite graph, denoted by $K_{m,n}$, consists of $m+n$ nodes partitioned into two sets, say $X$ and $Y$, with sizes $m$ and $n$, respectively. All nodes in set $X$ are adjacent to every node in set $Y$, but nodes within the same set are not adjacent to each other. These graphs present compelling use cases for resilient algorithms due to the prevalence of anomalies in data-based applications. By utilizing resilient algorithms, we are better equipped to improve the robustness and reliability of such networks.

**Theorem 2.3.** A complete bipartite graph, $G = K_{m,n}$, with $N = m + n$ number of nodes is $(r,s)$-robust if $m, n \geq 2r - 1$ and $s \leq r$.

**Proof:** In a complete bipartite graph, every node in one subset, say $U$, only has edges with every node in the other subset, say $V$. Suppose that $U$ has $m$ nodes and $V$ has $n$ nodes. Partition the nodes in the graph into $S_1$ and $S_2$. Without loss of generality, we will focus on the subset $S_1$. Three cases appear:

(a) $|S_1 \cap U| \leq m - r$ and $|S_1 \cap V| \leq n - r$. In this case, all of the nodes in $|S_1 \cap U|$ have $|V \setminus S_1| \geq 2r - 1 - |S_1 \cap V| \geq r$ and all of the nodes in $|S_1 \cap V|$ have $|U \setminus S_1| \geq 2r - 1 - |S_1 \cap U| \geq r$ neighbors outside of $S_1$. Since every node in $S_1$ has at least $r$ neighbors outside of $S_1$, $|X_{S_1}^r| = |S_1|$ is satisfied.

(b) $|S_1 \cap U| \leq m - r$ and $|S_1 \cap V| > n - r$. In this case, all of the nodes in $|S_1 \cap V|$ will have $|U \setminus S_1| \geq r$ nodes outside of $S_1$, which means that $|X_{S_1}^r| = |S_1 \cap V| > n - r \geq 2r - 1 - r \geq r - 1 \geq s$ and therefore, $|X_{S_1}^r| + |X_{S_2}^r| \geq s$ is satisfied.

(c) $|S_1 \cap U| > m - r$ and $|S_1 \cap V| \leq n - r$. In this case, all of the nodes in $|S_1 \cap U|$ will have $r$-neighbors outside of their subset, since $|V \setminus S_1| \geq r$. Since $|S_1 \cap U| > m - r \geq r$, and $s \leq r$, then $|X_{S_1}^r| \geq s$ and the condition $|X_{S_1}^r| + |X_{S_2}^r| \geq s$ is satisfied.

(d) $|S_1 \cap U| > m - r$ and $|S_1 \cap V| > n - r$. In this case, none of the nodes in $S_1$ will have $r$ neighbors outside of $S_1$. However, $|S_2 \cap U| \leq m - |S_1 \cap U| < m - r$ and
\[|S_2 \cap V| \leq n - |S_2 \cap V| < n - r.\] By following case (a), all of the nodes in \(S_2\) have \(r\) or more neighbors outside of \(S_2\) and \(|X_{S_2}^r| = |S_2|\) is satisfied.

Because all three cases are satisfied, the proof is complete. \(\square\)

### 2.4.3 1-D Distance Graph

Determining the resilience of a 1-D distance graph holds considerable significance in comprehending the robustness and efficiency of linear network structures. 1-dimensional distance graphs, also known as line graphs, represent a simple yet crucial model for various real-world systems, such as transportation networks, linear sensor arrays, and communication channels.

Evaluating the resilience of such graphs is vital to understanding their ability to maintain connectivity and data transmission in the face of node or link failures, signal interference, or environmental disruptions. This analysis enables researchers and engineers to identify weak points along the linear structure and develop strategies to ensure seamless information flow and system operation, even under adverse conditions. Finding the resilience of a 1-dimensional distance graph provides valuable insights into enhancing the reliability and performance of linear network infrastructures, offering practical solutions to challenges faced in industries ranging from telecommunications to transportation and beyond.

We consider a geometric graph, \(G_{n,p,l}^d = (V, E)\), which is an undirected graph which is created by placing \(n\) nodes in a region \(\Omega_d = [0, l]^d\). An edge will exist between node \(u\) and \(v\) if \(||x_u - x_v|| \leq p\), where \(p\) is a threshold which is often taken to be a standard Euclidean norm \((\text{Zhang et al.}, 2015)\).

**Theorem 2.4.** If \(\Omega_1 = [0, l]^1\), given a graph \(G_{n,p,l}^1\), which is a 1-D distance graph, is \(2(r + s - 1)\) connected, then it is \((r, s)\)-robust.

**Proof:** Theorem 4 \((\text{Zhang et al.}, 2015)\) states that if \(\Omega_1 = [0, l]^1\) and a graph, \(G_{n,p,l}^1\), is at least \(r\)-connected, it is \(\frac{r}{2}\)-robust. With our graph being \(2(r + s - 1)\)-connected, we can then find
that our graph is \((r + s - 1)\)-robust. By \cite{LeBlanc2012, Usevitch2017}, then the graph is \((r, s)\)-robust. With this, we can then imply our graph that is \((r + s - 1)\)-robust is \((r, s)\)-robust and the proof is complete.

\[\square\]

### 2.4.4 Circulant Graph

Circulant graphs are characterized by their cyclic nature, making them relevant models for various real-world systems, including communication networks, signal processing, and data distribution. Determining the resiliency of such graphs is crucial to understanding how these repeating patterns impact the overall network’s fault-tolerance and ability to maintain connectivity in the presence of failures or disruptions. This analysis aids researchers and practitioners in identifying vulnerable regions within the cyclic structure and devising effective strategies to fortify the network against potential threats or disturbances. By studying the resiliency of circulant graphs, valuable insights can be gained to optimize their design and performance, ensuring reliable and efficient operation in practical applications, ranging from telecommunications to distributed computing and beyond.

**Definition 2.7.** (Circulant graph) A circulant graph \(C_{N_c}^{1,2,\cdots,M}\) is an undirected graph with \(N_c\) nodes, denoted by \(\{u_0, u_1, \cdots, u_{N_c-1}\}\), where each \(u_i\) is adjacent to \(u_{i \pm j} \pmod{N_c}\) for all \(j \in \{1, \cdots, M\}\).

**Lemma 2.1.** Given a circulant graph, \(G = C_N^{\cdots,x,\cdots} = (V_C, E_C)\), with \(N\) number of nodes arranged in a circle where each node contains an arbitrary adjacency set, denoted as \(\cdots, x, \cdots\). Consider two subsets of nodes, \(S_1, S_2 \subseteq V_C\) and \(S_1 \cap S_2 = \emptyset\), then a partition of \(V_C\) exists that creates two contiguous intervals of nodes, \(I_1\) and \(I_2\), such that \(|I_1 \cap S_1| = |I_2 \cap S_1|\) and \(|I_1 \cap S_2| = |I_2 \cap S_2|\). If \(S_1\) and \(S_2\) partition \(V_C\) (i.e., \(S_1 \cup S_2 = V_C\)) and \(|S_1|, |S_2|\) are even, then \(|I_1| = |I_2|\).
Proof: To prove this, we first show the proof for when each node belongs to a subset and then extend to when nodes that do not belong to a subset are included as well. For notation, assume that $|S_1| = 2a$ and $|S_2| = 2b$, where $a$ and $b$ are integers. Since $|S_1| + |S_2| = N$, then $2a + 2b = N$ as well. Begin by bisecting the graph with two end points, $P_1$ and $P_2$. This induces two contiguous intervals, $I_1 = \{u_{P_1}, u_{P_1+1}, \ldots, u_{P_2-1}\}$ and $I_2 = \{u_{P_2}, u_{P_2+1}, \ldots, u_{P_1-1}\}$, where $|I_1| = |I_2| = \frac{N}{2}$.

Assume that the nodes in $S_1$ have a value of $+1$ and the nodes in $S_2$ have a value of $-1$. If we sum the values of all of the nodes, then $I_1$ will have a value of $\text{sum}(I_1) = |S_1 \cap I_1| - |S_2 \cap I_1|$ and $I_2$ will have a value of $\text{sum}(I_2) = |S_1 \cap I_2| - |S_2 \cap I_2|$. If each interval has half of the nodes from $S_1$ and $S_2$, then $\text{sum}(I_1) = \text{sum}(I_2) = a - b$, because $S_1$ and $S_2$ span the graph. For notation, denote $a - b = m$.

Induce a partition on the graph, such that both $I_1$ and $I_2$ contain at least one node from $S_1$ and $S_2$. Since $S_1$ and $S_2$ span the graph, then this is possible. Without loss of generality, find $\text{sum}(I_1)$. If $\text{sum}(I_1) = m$, then each interval has the required number of nodes from $S_1$ and $S_2$ are in each interval. If $\text{sum}(I_1) > m$ or $\text{sum}(I_2) < m$, then we can rotate the partition. Suppose we denote $\text{sum}(I_1) = m + l$, then $\text{sum}(I_2) = m - l$, where $l$ is an integer, which states how far we are from our desired amount $m$. Say $\text{sum}(I_1) = k + l = |S_1 \cap I_1| - |S_2 \cap I_1|$. Since $|S_1 \cap I_2| = 2a - |S_1 \cap I_1|$ and $|S_2 \cap I_2| = 2b - |S_2 \cap I_2|$, then

$$\text{sum}(I_2) = |S_1 \cap I_2| - |S_2 \cap I_2| = 2a - |S_1 \cap I_1| -(2b - |S_2 \cap I_2|) = 2a + 2b - (m + l)$$

Because $S_1$ and $S_2$ span the entire graph, $2m = 2a + 2b$ and $\text{sum}(I_2) = 2m - m - l = m - l$.

Without loss of generality, rotate the partition clockwise which makes

$I_1(k) = \{u_{P_1+k}, u_{P_1+1+k}, \ldots, u_{P_2-1+k}\}$ and $I_2(k) = \{u_{P_2+k}, u_{P_2+1+k}, \ldots, u_{P_1-1+k}\}$,

where $I_1(k)$ and $I_2(k)$ are the new induced intervals and $k$ is the time step at which the interval was moved, where $k \geq 0$. When this partition moves, there are two possibilities:
Figure 2.2: Eight nodes, four from $S_1$ (red) and four from $S_2$ (blue). By rotating the partition, a partition exists where $S_1$ and $S_2$ are evenly divided.

1. $u_{P_1+k}$ and $u_{P_2+k}$ belong in the same subset. In this case, each interval removes one node from their interval and then adds a node from their interval. In this case, $\text{sum}(I_1(k+1)) = \text{sum}(I_1(k))$ and $\text{sum}(I_2(k+1)) = \text{sum}(I_2(k))$ where the sum does not change.

2. $u_{P_1+k}$ and $u_{P_2+k}$ belong in different subsets. Then, each interval loses a node from $S_1$ and gains a node from $S_2$ or vice versa, so $\text{sum}(I_1(k+1)) = \text{sum}(I_1(k)) \pm 2$ and $\text{sum}(I_2(k+1)) = \text{sum}(I_2(k)) \pm 2$.

Now, assume we repeat this process until $k = \frac{N}{2}$. In this case, $\text{sum}(I_1(\frac{N}{2})) = \text{sum}(I_2(0))$ and $\text{sum}(I_2(\frac{N}{2})) = \text{sum}(I_2(0))$. This is because at $k = \frac{N}{2}$, $P_1$ is in the position where $P_2$ was. Because each rotation step can only change by $\pm 2$, then $l$ must be an even number. In that case, due to the intermediate value theorem, because $\text{sum}(I_1(0)) = m + l$ and $\text{sum}(I_1(\frac{N}{2})) = m - l$, at some time step $0 \leq k \leq \frac{N}{2}$, $\text{sum}(I_1(k)) = m$ and $\text{sum}(I_2(k)) = m$ and the proof is complete.

To extend this proof to an odd number of nodes, where $|S_1|$ or $|S_2|$ might not be even, there will be at least one extra node in either or both of the subsets. We can assign that node as an unassigned node, as it doesn’t matter in which interval it exists. This proof can now be extended to where $S_1$ and $S_2$ do not create a partition, or $|S_1| + |S_2| < N$. In this case, begin
by inducing a random partition as previously, however, now ignore the unassigned nodes. Induce the partition such that each interval contains at least $a + b$ nodes from either $S_1$ or $S_2$. Now, repeat the same process as before, but when we rotate the partition, if the node is an unassigned node, skip it until the node is a node that belongs to $S_1$ or $S_2$. Because the values in each interval will be $m + l$ and $m - l$, and the unassigned values can be ignored, the same rotation can happen where $\text{sum}(I_1(\frac{N}{2})) = \text{sum}(I_2(0))$ and $\text{sum}(I_2(\frac{N}{2})) = \text{sum}(I_2(0))$.

However, now because the unassigned nodes can be ignored, then $|I_1|$ does not have to equal $|I_2|$, since we can freely move the unassigned nodes around. Because $\text{sum}(I_1(0)) = m + l$ and $\text{sum}(I_1(\frac{N}{2})) = m - l$, at some time step $0 \leq k \leq \frac{N}{2}$, $\text{sum}(I_1(k)) = m$ and $\text{sum}(I_2(k)) = m$ and the proof is complete.

**Theorem 2.5.** Given a graph, $G = C_N^{r \cdots r + \frac{s}{2} - 1}$, which is a circulant graph, where positive integers $r = s$ and the number of nodes $N \geq 4(r + \frac{s}{2} - 1)$, the graph is $(r, s)$-robust.

**Proof:** We are given a graph, $G = C_N^{r \cdots r + \frac{s}{2} - 1}$, which is a circulant graph, with positive integers, $r = s > 0$, and a number of nodes, $N \geq 4(r + \frac{s}{2} - 1)$. Due to the structure of the circulant graph, every node will have $2(r + \frac{s}{2} - 1) = 2r + s - 2 = 3r - 2$ edges connected to the node. By selecting two disjoint subsets, $S_1$ and $S_2$, Without loss of generality, there are two cases that arise:

(a) $|S_1| < 2r$ or $|S_2| < 2r$. In this case, because every node has $3r - 2$ edges, in the worst case, every node has an edge with every other node in the subset. Therefore, the minimum number of edges (including its own value) for each node outside of the subset is $3r - 2 + 1 - (2r - 1) = r$. This satisfies the condition $|X_{S_1}^r| = |S_1|$ or $|X_{S_2}^r| = |S_2|$.

(b) $|S_1| \geq 2r$ and $|S_2| \geq 2r$. By Lemma 2.1, we know that we can partition the graph to create two continuous intervals with at least $r$ nodes each. The induced subgraphs have the same structure as a 1-D distance graph that is $2(r + \frac{s}{2} - 1)$ connected. By Theorem
we find that these subgraphs are \( (r, \frac{s}{2}) \)-robust. Because each interval has at least \( r \) nodes from each subset, then there are two possibilities. If \( |X^r_{S_1}| = |S_1| \) or \( |X^r_{S_2}| = |S_2| \) is the condition that is satisfied to achieve \( (r, s) \)-robustness for either interval, then since \( |S_1| \geq r \) and \( |S_2| \geq r \) in each of the subsets, for the entire circulant graph, at least \( r \) nodes will be \( r \)-reachable, satisfying \( |X^r_{S_1}| + |X^r_{S_2}| \geq s \). If \( |X^r_{S_1}| + |X^r_{S_2}| \geq s \) is the condition that is satisfied in both intervals, then each interval must produce \( \frac{s}{2} \) \( r \)-reachable nodes. Because this is true for 2 intervals, then for the entire circulant graph, \( |X^r_{S_1}| + |X^r_{S_2}| \geq \frac{2s}{2} = s \) is satisfied.

Because all possible conditions are satisfied, the proof is complete.

On each interval, we showed that there must exist at least \( \frac{s}{2} \) nodes that are \( r \)-reachable. However, the main reason that the \( s \) condition is bounded by \( \frac{s}{2} \) is that if, without loss of generality, one of the subsets has all but \( r \) nodes, or \( |S_1| < N - r \), then the subset cannot have any \( r \) reachable nodes. The other subset will only have \( \frac{s}{2} \) \( r \)-reachable nodes on this interval, but if extended with the additional edges provided by the circulant graph, it could have more.

If it can be shown that on those intervals, if \( |S_1| < N - r \) or \( |S_2| < N - r \), then all of the nodes in \( S_1 \) or \( S_2 \) will be \( r \)-reachable and if not, then both subsets will produce 2\( s \) \( r \)-reachable nodes, depending on the \( (r, s) \)-robustness of the interval, then we would be able to show that a circulant graph \( G = C^4_{N, \ldots, r+\frac{r}{2} - 1} \) will be \( (r, s) \)-robust. It can be shown by simulation that this is true for smaller numbers, but it has yet to be proven for all cases of \( r, s, \) and \( N \).

2.5 Limitations of the W-MSR Algorithm

As seen above, the W-MSR algorithm is powerful a powerful strategy to allow convergence under \( F \) malicious nodes, with the condition that the graph is \( (F+1, F+1) \)-robust. However,
if the graph is not \((F + 1, F + 1)\)-robust, then the current state of research currently does not
know the dynamics of the graph, and the graph is presumed to be 'lost'. With the current
state of research, some of the limitations to applying the W-MSR algorithm include:

- **Knowledge of \(F\):** To implement the W-MSR algorithm, we must first know how many
  adversaries will exist in the graph. Because we currently do not know the dynamics of
  the graph when there are more malicious nodes than the graph can handle, we would
  have to create systems that are more resilient than needed, which can be costly to
  implement.

- **Strict Robustness Conditions:** The current robustness conditions are strict and
  can become impractical. Since we need a minimum of \((F + 1, F + 1)\)-robustness, then
  the graphs can become costly to implement as well.

- **Understanding of Resilience:** The W-MSR algorithm and current research depicts
  on what occurs when the graph has met the robustness condition or more. By un-
  derstanding what occurs when the graph has not met those conditions, we can better
  understand how resilience works and design better systems and algorithms accordingly.

These limitations in the current research can make implementation of resilient distributed
networks difficult to implement. In the next chapter, we introduce a new idea of non-
resilience, which precisely studies what happens when the graph has not met the \((F + 1, F +
1)\)-robustness conditions. We will demonstrate that not everything will be lost and in doing
so, we provide a new metric to design better and less costly systems.
CHAPTER 3

QUANTIFYING NON-RESILIENCE

$(r, s)$-robustness and the W-MSR algorithm impose stringent conditions on the graph that might be difficult to achieve. In practice, we may often not have the resources to implement such a graph or we may underestimate the number of adversarial nodes in a graph. This Section proposes a new understanding the dynamics of an $(r, s)$-robust graph, where $r$ or $s \leq F$, or the number of malicious nodes is greater than what the graph can handle. We begin by defining a new notion of non-convergence. Then we demonstrate the properties of non-convergence by finding the upper bound on the number of non-convergent nodes in the graph. Finally, we illustrate the behavior of non-convergent nodes and their correlation with the robustness of the graph.

3.1 Notion of Non-Convergence

In a network with $(r, s)$-robustness, if that network is $(F + 1, F + 1)$-robust, then all of the normal nodes in the graph will converge. If even $r$ or $s$ is less than $F + 1$, then the theory does not guarantee resilient convergence, however, it is still possible for some of the nodes to converge. To be able to quantify the effect of not meeting $(F + 1, F + 1)$-robust conditions, a new metric needs to be defined in order to determine the behavior. This raises the important question:

How can we quantify the performance of a network when the network when the robustness conditions have been failed to be met when facing $F$ total malicious agents?

At a network level, the set of adversaries attempt to disrupt the convergence of the graph. At a node level, an adversary attempts to prevent convergence of a normal node to any other particular normal node in the graph. This Section will focus on determining the node level dynamics, where the adversaries prevent particular normal nodes from converging. An attack
can exist to prevent a node, $u$, to converge with another normal node, $v$. However, an attack might not exist to prevent the node $u$ from converging with another node $w$. We evaluate the adversaries impact at a node level that prevents a normal node, $u$, from converging with any other normal node in the graph. This concept is defined in definition 3.1 as follows:

**Definition 3.1. (Non-Convergent Node)** A node, $u$, is non-convergent (under $F$-total model), if for every $v \in V \setminus \{u\}$, there is a set of at most $F$ malicious nodes from $V \setminus \{u, v\}$ preventing $u$ and $v$ from converging at a common point.

**Definition 3.2. (Local Non-Resilience)** A graph, $G = (V, E)$ has $p$-local non-resilience if the proportion of non-convergent nodes to the total number of nodes in the graph is $p$.

To determine if a node $u$ is non-convergent, then we determine if attacks exists such that they do not converge at with every other normal node in the graph. To highlight the effect of non-convergence on a graph, we construct graphs with certain $r$ and $s$ values to maximize the number of non-convergent nodes. In turn, this will provide a lower bound of resilience for graphs at a specific $(r, s)$-robustness.

If a graph is $(F + 1, F + 1)$-robust, then by definition, there will be no non-convergent nodes. This is because there does not exist an attack that can prevent two normal nodes from converging, therefore, a non-convergent node cannot exist. Whenever the graph is not $(F + 1, F + 1)$-robust, or $r, s < F + 1$, then there can exist some non-convergent nodes, which reflects the graph’s vulnerability to $F$ total adversarial nodes. If the number of non-convergent nodes is high, or the local non-resilience is high, then the graph is more vulnerable. Generally, if the $(r, s)$-robustness increases, then the number of non-convergent nodes or local non-resilience decreases as depicted in Figure 3.1.

### 3.2 Resilience Lower Bound for Graphs

The number of non-convergent nodes or local non-resilience can vary with graphs with the same robustness, which will be described further in later Sections. To be able to understand
Figure 3.1: The number of non-convergent nodes (highlighted red) in (a), (b), and (c) are 6, 3, and 1, respectively.

the extent of the effect that not meeting the robustness conditions, we try to construct graphs that maximize the number of non-convergent nodes. We construct graphs that are not \((F + 1, F + 1)\)-robust and therefore, do not guarantee convergence with \(F\) malicious nodes. We try to construct graphs that maximize the local non-resilience, which will act as the lower bound on resilience. In particular, we construct graphs for \((F + 1, 1)\), \((F, F)\), and \((F + 1, F)\)-robust graphs.

In the construction, we utilize the graph join of complete, circulant, and empty graphs. The definitions for complete and circulant graphs are given above. We now define graph join and empty graphs below.

**Definition 3.3. (Graph Join)** Given two graphs \(G_1 = (V_1, E_1)\) and \(G_2 = (V_2, E_2)\), the join graph, denoted by \(G_1 \oplus G_2 = (V_1 \cup V_2, E_1 \cup E_2 \cup \{(a, b) : a \in V_1, b \in V_2\})\). In other words, each node \(u\) in \(G_1\) is adjacent to all the nodes in \(G_2\).

**Definition 3.4. (Empty Graph)** An empty graph, denoted by \(E_N\), is a graph of \(N\) nodes and an empty edge set, or there are no edges that exist between the nodes in the graph.

Using these graphs, we can construct graphs with the robustness to maximize the local non-resilience. To demonstrate the upper bound of non-convergence on these graphs, we first provide a lemma for the construction of such graph. These constructions will not only
achieve the \((r, s)\)-robustness required, but they will also make sure that the graphs cannot have a larger robustness, or be \((r + 1, s)\)-robust or \((r, s + 1)\)-robust. After the lemma, a Theorem will prove the number of non-convergent nodes for the graph.

3.2.1 \((F + 1, 1)\)-Robust Case

In this subsection, we will explore the case of graphs that are \((F + 1, 1)\)-robust, in which we try to maximize the number of non-convergent nodes. This type of graph is considerably less robust than the \((F + 1, F + 1)\)-robust graph, which guarantees convergence under \(F\)-total adversarial model. The interest for exploring an \((F + 1, 1)\)-robust graph is that even though the \(r\) condition is satisfied, the \(s\) condition is completely relaxed. That means, that every pair of subsets will be able to have \(F + 1\)-reachable nodes, but it will only take one adversary to be able to disrupt two subsets from converging. A construction of such a graph is shown below.

**Lemma 3.1.** For given integers \(F \geq 2\) and \(N_c \geq 2F + 1\), the graph \(G = \mathcal{E}_2 \oplus \mathcal{C}_{N_c}^{1, \cdots, F-1}\) is \((F + 1, 1)\)-robust.

**Proof:** Let \(U\) and \(V\) denote the set of nodes in \(\mathcal{C}_{N_c}^{1, \cdots, F-1}\) and \(\mathcal{E}_2\), respectively. Let \(S_1\) and \(S_2\) be two disjoint non-empty sets of nodes in \(G\). We show that at least one of these subsets is \((F + 1)\)-reachable. There are three cases.

(a) At least one of the subsets contains nodes from \(V\) only. Without the loss of generality (w.l.o.g.), assume \(S_1 \subseteq V\). Since \(|U| = N_c \geq 2F + 1\) and each \(v \in S_1\) is adjacent to all nodes in \(U\), we get \(X_{S_1}^{F+1} = S_1\).

(b) At least one of the subsets, say \(S_1\), contains nodes from \(U\) only, i.e., \(S_1 \subseteq U\). There are two choices for \(S_2\).
(b-1) $S_2 \cap V = \emptyset$: In this case, at least one of the subsets $S_1$ and $S_2$ have at most $F$ nodes as $|U| \geq 2F + 1$. Without loss of generality, assume $|S_1| \leq F$. Each node in $U$, and hence in $S_1$, has at least $2F - 2$ neighbors in $U$. Thus, each $u \in S_1$ has at least $(2F - 2) - (F - 1) = F - 1$ neighbors in $U \setminus S_1$. Also, each $u \in S_1$ is adjacent to both nodes in $V$. Thus, $u \in S_1$ has at least $F + 1 = F$ neighbors outside of $S_1$, thus, the subset $S_1$ is $(F + 1)$-reachable.

(b-2) $S_2 \cap V \neq \emptyset$: If $|S_1| \leq F$, then $S_1$ is $(F + 1)$-reachable by the above case (b-1). So, assume $|S_1| \geq F + 1$. Since $V \cap S_2 \neq \emptyset$, let $v \in (S_2 \cap V)$. Note that $v$ is adjacent to all nodes in $S_1$, which means the subset $S_2$ is $(F + 1)$-reachable.

(c) $S_1$ and $S_2$ contain nodes from both $U$ and $V$. Let $v_1 \in (S_1 \cap V)$ and $v_2 \in (S_2 \cap V)$. Since $|U| \geq 2F + 1$, at least one of the subsets $S_1 \cap U$ and $S_2 \cap U$ has at most $F$ nodes. Assume without loss of generality that $|S_1 \cap U| \leq F$. Then, $v_1$ has at least $F + 1$ neighbors outside of $S_1$ (as $v_1$ is adjacent to all the nodes in $U$). As a result, $S_1$ is $(F + 1)$-reachable. This completes the proof.

Figure 3.2 demonstrates a graph, $G = E_2 \oplus C_1^{1,2}$ which produces a graph that is $(4,1)$-robust. In this graph, any subset, $S_1$ or $S_2$, that includes $v_1$ or $v_2$, one of those two nodes will always be $r$-reachable, which makes the other nodes the ones that are non-convergent. On the other hand, if those two nodes are not included in $S_1$ or $S_2$, then one of the nodes, \( \{u_0, \ldots, u_6\} \) will be $r$-reachable. Next, we show how many non-convergent nodes there are in this construction.

**Theorem 3.1.** For given integers $F \geq 2$ and $N \geq 2F + 3$, there exists an $(F + 1, 1)$-robust graph with $N$ nodes, such that the number of non-convergent nodes is $N - 2$.

**Proof:** Let $N_c = N - 2$, and consider the graph $G = E_2 \oplus C_1^{1,2,F-1}$, which is $(F + 1, 1)$-robust by Lemma 3.1. Let $U = \{u_0, \ldots, u_{N_c-1}\}$ denote the set of nodes in $C_1^{1,2,F-1}$ and
$V = \{v_1, v_2\}$ denote the two nodes in $E_2$. Note that $|U| + |V| = N$. We will show that each $u_i \in U$ is a non-convergent node under the $F$-total attack model. First, we show that $G$ is not $(F+1, F+1)$-robust.

Consider two disjoint subsets $S_1$ and $S_2$, where $S_1 = \{u_0, \cdots, u_{F-1}\} \cup \{v_1\}$, and $S_2 = (U \setminus S_1) \cup \{v_2\}$. Note that each $u_j \in U$ has $2(F-1)$ neighbors in $U$. Also, each $u_i \in S_1 \cap U$ has at most $F-1$ neighbors in $U \setminus S_1$ and only one neighbor in $V \setminus S_1$. Thus, each node in $S_1 \cap U$ has at most $F$ neighbors outside of $S_1$. Since $v_1$ is adjacent to all nodes in $U \setminus S_1$ and $|U \setminus S_1| \geq F+1$, we have $X_{S_1}^{F+1} = \{v_1\}$. Similarly, each $u_j \in S_2 \cap U$ has at most $F$ neighbors outside of $S_2$. Also, $v_2$ has at most $F$ neighbors outside of $S_2$ (as $|S_1| = F+1$ and $v_2$ is not adjacent to $v_1 \in S_1$). Thus, $X_{S_2}^{F+1} = \emptyset$, which means $|X_{S_1}^{F+1} \cup X_{S_2}^{F+1}| = 1 < F+1$, and $G$ is not $(F+1, F+1)$-robust.

Now, assign some value $a \in \mathbb{R}$ to all the nodes in $S_1$, and some value $b > a$ to all the nodes in $S_2$. Let $v_1 \in S_1$, which is the only node having $F+1$ neighbors outside of $S_1$, be the malicious node, and all the remaining nodes in $S_1$ and $S_2$ are normal. Then, each normal node has at most $F$ neighbors outside of its respective subset (i.e., $S_1$ and $S_2$). It means each normal node in $S_1$ has at most $F$ neighbors with values strictly greater than the node’s value. Similarly, each normal node in $S_2$ has at most $F$ neighbors with values strictly smaller than the node’s value. By implementing the W-MSR algorithm, each normal node
in $S_1 \cup S_2$ removes values from all of its neighbors that are outside of its respective subset, and hence, never updates its value. This means normal nodes in $S_1$ and $S_2$ maintain the values $a$ and $b$, respectively, and do not converge at a common value.

In particular, consider $u_0 \in S_1$, and observe that it does not converge to any of the nodes in $S_2 = \{u_F, \ldots, u_{N_c-1}, v_2\}$. Now, we select again two disjoint nonempty subsets, $S'_1$ and $S'_2$, as following:

Let $S'_1 = \{u_0, u_{N_c-F+1}, \ldots, u_{N_c-1}\} \cup \{v_2\}$ (i.e., in $S'_1$, include the nodes in $U$ that are on the ‘left’ of $u_0$ compared to the previous case of $S_1$, where nodes to the ‘right’ of $u_0$ were included). Note that $|S'_1| = F + 1$. Moreover, let $S'_2 = (U \setminus S'_1) \cup \{v_1\}$, and assume $v_2 \in S'_1$ to be the malicious node. Then, by the same argument used above (i.e., in the case of $S_1$ and $S_2$), we can ensure that $u_0$ does not converge to any of the nodes in $S'_2$. Since $S_2 \cup S'_2 = (U \cup V) \setminus \{u_0\}$, we ensure that for every node pair $(u_0, x)$, where $x \in (U \cup V) \setminus \{u_0\}$, there is an attack of at most $F$ nodes such that $u_0$ and $x$ do not converge. It means that $u_0$ is a non-convergent node. By the symmetry of the graph and applying the same arguments as above to other nodes in $U$ implies that all the nodes in $U$, where $|U| = N - 2$, are non-convergent, which completes the proof.

Thus, an upper bound on the number of non-convergent nodes is $N - 2$. As $N \to \infty$, then the local non-resilience, or the ratio of non-convergent nodes to $N$, approaches 1. In this case, we show that if we just relax the $s$ condition, it is possible to lose the guarantee of convergence for almost every node in the graph.

3.2.2 $(F,F)$-Robust Case

Next, we explore the case of $(F,F)$-robust graphs. These graphs only relax the $r$ and $s$ condition by 1, which would guarantee convergence, thus making them converge under $F - 1$ adversaries. The importance of these graphs is that we are only increasing the number of adversaries by one. This examination will demonstrate the upper bound of non-convergence on such graphs.
Before the graph construction, we state the following observation 3.1 about circulant graphs.

**Observation 3.1.** Consider a circulant graph $C_{N_c}^{1,2,\cdots,\lceil \frac{F}{2} \rceil -2}$, where $F \geq 5$ and $N_c \geq F + 1$. Let $i$ be some positive integer, where $3 \leq i \leq \frac{F+2}{2}$. If $S$ is a subset of nodes in the circulant graph, where $F - i \leq |S| \leq N_c - (1+i)$, then, at least one of the following is true.

(i) The number of nodes in $S$ that are adjacent to at least $(i-2)$ nodes outside of $S$ is at least $F + 2 - 2i$, i.e., $|X_{i-2}^S| \geq F + 2 - 2i$.

(ii) All nodes in $S$ are adjacent to at least $i - 2$ nodes outside of $S$, i.e., $|X_{i-2}^S| = |S|$.

Figure 3.3 illustrates the observation through examples. Consider a circulant graph $C_{10}^{1,2}$ with $F = 8$ and $N_c = 10$. For $i = 4$, Figure 3.3(a) shows a set $S$ of size 4. There are two $(F + 2 - 2i = 2)$ nodes in $S$, shown in red, such that each of them has two $(i - 2 = 2)$ neighbors outside of $S$. Similarly, in Figure 3.3(b), we consider $i = 3$ and a set of nodes $S$ of size 5. By Observation 3.1 there exist four $(F + 2 - 2i = 4)$ nodes in $S$ (red colored), each of which has at least $i - 2 = 1$ neighbor outside of $S$.

![Figure 3.3](image-url)

**Figure 3.3:** (a) A set $S$ of four nodes contains two nodes (red), each of which has two neighbors outside of $S$. (b) A set $S$ contains five nodes, of which four nodes (red) have at least one neighbor outside of $S$.

Now, we present construction of such $(F, F)$-graph.
Lemma 3.2. For integers $F > 4$ and $N \geq 2F + 3$, the graph $G = K_{F+2} \oplus C_1^{N-(F+2)}$, which is the join of complete graph $K_{F+2}$ and circulant graph $C_1^{N-(F+2)}$, is $(F, F)$-robust.

Proof: Let $U$ and $V$ denote the set of nodes in $C_1^{N-(F+2)}$ and $K_{F+2}$, respectively. Let $S_1$ and $S_2$ be two disjoint non-empty sets of nodes in the given $G$. There are three cases:

(a) One of the subsets contains nodes from $V$ only. W.l.o.g, assume $S_1 \subseteq V$. Since $|U| \geq F + 1$ and each $v \in S_1$ is adjacent to all nodes in $U$, we get $X^F_{S_1} = S_1$.

(b) One of the subsets contains nodes from $U$ only. W.l.o.g, assume $S_1 \subseteq U$: Since $|V| \geq F + 2$ and each $u \in S_1$ is adjacent to all nodes in $V$, we get $X^F_{S_1} = S_1$.

(c) Both $S_1$ and $S_2$ contain nodes from $U$ and $V$. We have further two cases.

(c-1) One of the subsets, say $S_1$ has at most $(F - 1)$ nodes: In this case, consider $|S_1 \cap V| = \nu_1$, then $|S_1 \cap U| \leq F - 1 - \nu_1$. Let $v \in S_1 \cap V$. The number of neighbors of $v$ outside of $S_1$ are:

$$= ((F + 2) - \nu_1) + (|U| - |S_1 \cap U|)$$

$$\geq (F + 2 - \nu_1) + ((F + 1) - (F - 1 - \nu_1))$$

$$= F + 4.$$

Similarly, let $u \in S_1 \cap U$. Note that $u$ has $2([F/2] - 2)$ neighbors in $U$. Then, the number of neighbors of $u$ outside of $S_1$ are:

$$\geq ((F + 2) - \nu_1) + (2([F/2] - 2) - ((S_1 \cap U) - 1))$$

$$\geq (F + 2 - \nu_1) + (F - 4 - (F - 1 - \nu_1 - 1))$$

$$= F.$$

Thus, each node in $S_1$ has at least $F$ neighbors outside of $S_1$, i.e., $X^F_{S_1} = S_1$. 
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(c-2) Both subsets $S_1$ and $S_2$ have at least $F$ nodes:

In this case, if at least one of the subsets, say $S_1$, has at most two nodes from $V$. Then, since $|V \setminus S_1| \geq F$ and each node in $S_1$ is adjacent to all nodes in $V$, we have $X^F_{S_1} = S_1$. So, we consider that both $S_1$ and $S_2$ contain at least three nodes from $V$. We will next compute $|X^F_{S_1}|$ and $|X^F_{S_2}|$, and show that $|X^F_{S_1}| + |X^F_{S_2}| \geq F$.

For this, let $|S_1 \cap V| = \nu_1$ and $|S_2 \cap V| = \nu_2$.

Since each node in $S_1 \cap V$ (resp. $S_2 \cap V$) is adjacent to all the nodes in $S_2$ (resp. $S_1$), where $|S_2| \geq F$, we have $|X^F_{S_1}| \geq \nu_1$. Similarly, $|X^F_{S_2}| \geq \nu_2$. So, if $\nu_1 + \nu_2 \geq F$, we have $|X^F_{S_1}| + |X^F_{S_2}| \geq F$, and we are done. Thus, we assume,

$$\nu_1 + \nu_2 \leq F - 1.$$  \hfill (3.1)

Also, note that since $|V| = F + 2$, one of the subsets, say $S_1$, must contain at most $\frac{F+2}{2}$ nodes from $V$, i.e., $|S_1 \cap V| \leq \frac{F+2}{2}$. So, we get

$$3 \leq \nu_1 \leq \frac{F + 2}{2}. \hfill (3.2)$$

Using the above details and (3.1), we also get

$$3 \leq \nu_2 \leq F - 1 - \nu_1. \hfill (3.3)$$

Next, we consider $|S_1 \cap U| = \mu_1$, and $|S_2 \cap U| = \mu_2$.

Observe that $F - \nu_1 \leq \mu_1$ (as $|S_1| \geq F$). Similarly, $F - \nu_2 \leq \mu_2$. Consequently, we get an upper bound on $\mu_1$, i.e., $\mu_1 \leq |U| - (F - \nu_2)$. Using (3.1),

$$|U| - (F - \nu_2) \leq |U| - (1 + \nu_1),$$

thus, $\mu_1 \leq |U| - (1 + \nu_1)$. We write the upper and lower bounds on $\mu_1$ again,

$$F - \nu_1 \leq \mu_1 \leq |U| - (1 + \nu_1). \hfill (3.4)$$
Similarly, the bounds on $\mu_2$ are,

$$F - \nu_2 \leq \mu_2 \leq |U| - (F - \nu_1).$$

(3.5)

Next, we compute $X_{S_1}^F$ and $X_{S_2}^F$.

Since $(S_1 \cap V) \subseteq X_{S_1}^F$, we have $|X_{S_1}^F| \geq |X_{S_1}^F \cap V| = \nu_1$. Note that each $u \in (S_1 \cap U)$ is adjacent to at least $(F + 2) - \nu_1$ nodes in $V \setminus (S_1 \cap V)$. So, if $u \in (S_1 \cap U)$ is adjacent to at least $\nu_1 - 2$ nodes in $U \setminus S_1$, then $u \in X_{S_1}^F$ (as $u$ will have at least $F$ neighbors outside of $S_1$). Now consider (3.2), (3.4), and use Observation 3.1 (plugging $i = \nu_1$), we deduce that the number of nodes in $S_1 \cap U$, each of which is adjacent to at least $\nu_1 - 2$ nodes in $U \setminus S_1$ is at least $F - 2(\nu_1 - 1)$. This gives

$$|X_{S_1}^F| = |X_{S_1}^F \cap V| + |X_{S_1}^F \cap U| \geq \nu_1 + (F - 2(\nu_1 - 1))$$

$$= F + 2 - \nu_1. \tag{3.6}$$

Similarly, considering (3.3), (3.5), and applying a similar argument as for $X_{S_1}^F$, we obtain

$$|X_{S_2}^F| = |X_{S_2}^F \cap V| + |X_{S_2}^F \cap U| \geq F + 2 - \nu_2. \tag{3.7}$$

Now, from (3.6) and (3.7), we get

$$|X_{S_1}^F| + |X_{S_2}^F| \geq (F + 2 - \nu_1) + (F + 2 - \nu_2)$$

$$= 2F + 4 - (\nu_1 + \nu_2) \tag{3.8}$$

Using (3.1),

$$|X_{S_1}^F| + |X_{S_2}^F| \geq 2F + 4 - (F - 1) = F + 3, \tag{3.9}$$

which is the desired result. This completes the proof. \qed
Figure 3.4: $G = K_7 \oplus C_7^1$ is $(F, F)$-robust graph for $F = 5$.

Figure 3.4 demonstrates a graph, $G = K_7 \oplus C_7^1$, which produces a graph that is $(5, 5)$-robust. With any subsets, $S_1$ or $S_2$, if the nodes contain any nodes from $K_7$, then the other nodes will be the nodes that are non-convergent. Next, we show how many non-convergent nodes there are in this construction.

**Theorem 3.2.** For given integers $F > 4$ and $N \geq 2F + 3$, there exists an $(F, F)$-robust graph with a total of $N$ nodes of which $N - (F + 2)$ are non-convergent under an $F$-total attack.

**Proof:** Consider $G = K_{F+2} \oplus C_{N-(F+2)}^{1,\cdots,\lfloor F \rfloor -2}$, which is $(F, F)$-robust by Lemma 3.2. Let $V = \{v_1, \cdots, v_{F+2}\}$ denote the set of nodes in $K_{F+2}$, and $U = \{u_1, \cdots, u_{N-(F+2)}\}$ be the set of nodes in $C_{N-(F+2)}^{1,2,\cdots,\lfloor F \rfloor -2}$. Note that each $u_i \in U$ has $2(\lceil \frac{F}{2} \rceil - 2)$ neighbors in $U$.

For the non-convergent nodes, first, we show that the graph is not $(F+1, F+1)$-robust. Let $S_1$ be a set consisting of a single node from $U$, say $u \in U$, and $F-1$ nodes from $V$. Also, let $S_2$ be the set of remaining nodes, i.e., $S_2 = (U \cup V) \setminus S_1$. Note that $|S_1| = F$, so $X_{S_2}^{F+1} = \emptyset$. Also, $u \in S_1$ has $3 + 2(\lfloor \frac{F}{2} \rfloor - 2) = 2\lceil \frac{F}{2} \rceil - 1 \leq F$ neighbors outside of $S_1$. At the same time, each $v \in (S_1 \cap V)$ has at least $F + 1$ neighbors outside of $S_1$. Thus, $X_{S_1}^{F+1} = S_1 \setminus \{u\}$, and $|X_{S_1}^{F+1}| = F - 1 < |S_1|$. As a result, none of the three conditions for $(F+1, F+1)$-robustness are satisfied by sets $S_1$ and $S_2$, the considered graph is not $(F+1, F+1)$-robust.
Now, assume that the set of malicious nodes contains \( X_{S_1}^{F+1} \cup X_{S_2}^{F+1} \). Note that \( |X_{S_1}^{F+1} \cup X_{S_2}^{F+1}| \leq F \). Also, \( u \in S_1 \) is the only normal node in \( S_1 \) as \( u \notin X_{S_1}^{F+1} \). Now, assign value \( a \) to all nodes in \( S_1 \), and value \( b > a \) to nodes in \( S_2 \). Note that all normal nodes in \( S_1 \) and \( S_2 \) have at most \( F \) neighbors outside of their respective sets, and as per the W-MSR algorithm, each normal node in \( S_1 \) and \( S_2 \) removes \( F \) values outside of its respective set. Thus, \( u \in S_1 \), and other normal nodes in \( S_2 \) never update their values. Thus, \( u \) never converges to another normal node and is a non-convergent node. This scenario can be replicated for every node in \( U \) while applying the same arguments; thus, the number of non-convergent nodes in the graph is \( |U| = N - (F + 2) \). This completes the proof.

Thus, an upper bound on the number of non-convergent nodes is \( N - (F + 2) \). As \( N \to \infty \), then the local non-resilience approaches 1 as well. Just like the previous case, just by relaxing some of the conditions, we show that locally, it is possible to lose guarantee of most of the nodes in the graph. However, this bound is lower than the bound for the \((F + 1, 1)\)-case. As \( F \) gets larger, we show that the upper bound decreases.

### 3.2.3 \((F + 1, F)\)-Robust Case

The final graph that will be explored is the \((F + 1, F)\)-robust case. In this case, like the \((F, F)\)-case, the graph is guaranteed to converge under \( F - 1 \) adversaries. However, like the \((F + 1, 1)\)-case, the \( r \) condition is satisfied and only the \( s \) condition is relaxed slightly. As before, we demonstrate a graph that maximizes the number of non-convergent nodes to demonstrate the lower bound on the resilience of the graph. For this, we start with the following construction.

**Lemma 3.3.** For given integers \( F \geq 3 \) and \( N \geq 3F \), the graph \( G = \mathcal{E}_{N-2F} \oplus \mathcal{C}_{2F}^{1,\ldots,F-1} \) is \((F + 1, F)\)-robust.

**Proof:** First, we will show the result for \( N = 3F \), and then extend the result to \( N > 3F \).
Assume $N = 3F$. Let $U$ and $V$ denote the set of nodes in $C_{2F}^{1,\ldots,F-1}$ and $E_F$, respectively. Let $S_1$ and $S_2$ be two disjoint non-empty sets of nodes in the given $G$. There are following cases for the choices of $S_1$ and $S_2$.

(a) At least one of $S_1$ and $S_2$ contains nodes from $V$ only: Without loss of generality, let $S_1 \cap U = \emptyset$ (i.e., $S_1 \subseteq V$). Then, each node in $S_1$ has $2F$ neighbors outside of $S_1$, and $X_{S_1}^{F+1} = S_1$.

(b) Both $S_1$ and $S_2$ contain nodes from $U$:

In this case, $S_1 \cap U \neq \emptyset$ and $S_2 \cap U \neq \emptyset$. Let $|S_1 \cap U| = \nu$.

Since each node in $U$ has a degree $2F - 2$, each $u \in (S_1 \cap U)$ has $(2F - 2) - (\nu - 1) = 2F - 1 - \nu$ neighbors in $U \setminus S_1$. Based on $\nu$, we have the following sub-cases.

(b-1) $\nu \leq F - 2$: In this case, for each $u \in S_1 \cap U$, the number of neighbors in $U \setminus S_1$ is:

$$2F - 1 - \nu \geq 2F - 1 - (F - 2) = F + 1,$$

which means $X_{S_1}^{F+1} \cap U = S_1 \cap U$. Similarly, since each $v \in S_1 \cap V$ is adjacent to all nodes in $U$, and $|U \setminus S_1| \geq F + 1$, we have $X_{S_1}^{F+1} \cap V = S_1 \cap V$. Thus, $X_{S_1}^{F+1} = (S_1 \cap V) \cup (S_1 \cap U) = S_1$.

(b-2) $\nu \geq F + 2$: This implies that $|S_2 \cap U| \leq F - 2$. As a result, we apply the sub-case (b-1) on $S_2$ and get $X_{S_2}^{F+1} = S_2$.

(b-3) $\nu = F - 1$: In this case, note that $|U \setminus S_1| = F + 1$. We have two scenarios: First, if $S_1 \cap V = V$ (i.e., $S_1$ contains all nodes in $V$), then each $v \in (S_1 \cap V)$ is adjacent to $F + 1$ nodes in $U \setminus S_1$. Thus, $(S_1 \cap V) \subseteq X_{S_1}^{F+1}$. Since $|S_1 \cap V| = |V| = F$, we have $X_{S_1}^{F+1} \geq F$. Second, if $(S_1 \cap V) \neq V$, then there is at least one node
By the same argument, we add $E_2$ circulant graph. This gives the graph $E$ add a new node $v$ which is $(S \cap U)$ non-convergent nodes there are in this construction. Thus, each $u \in (S \cap U)$ hast at least $F + 1$ neighbors outside $S_1$, implying $(S \cap U) \subseteq X_{S_1}^{F+1}$. Moreover, each $v \in (S \cap V)$ is adjacent to all nodes $U \setminus S_1$ (where $|U \setminus S_1| = F + 1$), thus $(S \cap V) \subseteq X_{S_1}^{F+1}$. As a result, we get $X_{S_1}^{F+1} = S_1$.

(b-4) $v = F$: Since $|U| = 2F$, we have $|S_2 \cap U| \leq F$. If $|S_2 \cap U| \leq F - 1$, we apply the argument in sub-case (b-3) above on $S_2$. So, consider $|S_2 \cap U| = F$. Now, since $|V| = F$, at least one of the following is true: (i) $|V \setminus S_1| \geq \lceil \frac{F}{2} \rceil$, (ii) $|V \setminus S_2| \geq \lceil \frac{F}{2} \rceil$. Without loss of generality, we assume (i) is true. It means that each $u \in (S_1 \cap U)$ has at least $\lceil \frac{F}{2} \rceil$ neighbors in $V \setminus S_1$. Also, each $u \in (S_1 \cap U)$ has $2F - 1 - F = F - 1$ neighbors in $U \setminus S_1$. Noting that $F \geq 3$, we deduce that each $u \in (S_1 \cap U)$ has at least $F + 1$ neighbors outside $S_1$. Since $|S_1 \cap U| = F$, we have $|X_{S_1}^{F+1}| \geq F$.

(b-5) $v = F + 1$: In this case $|S_2 \cap U| \leq F - 1$, thus, we apply the sub-case (b-3) on $S_2$.

All the above cases establish that the graph $E_F \oplus C_{2F}^{1,\ldots,F-1}$ is $(F + 1, F)$-robust. Now, we add a new node $v$ to $E_F \oplus C_{2F}^{1,\ldots,F-1}$ such that $v$ is adjacent to all nodes in $U$ (i.e., nodes in the circulant graph). This gives the graph $E_{F+1} \oplus C_{2F}^{1,\ldots,F-1}$. Since the new node $v$ is adjacent to $2F$ nodes in the existing graph, the $(F + 1, F)$-robustness of $E_F \oplus C_{2F}^{1,\ldots,F-1}$ implies that the new graph $E_{F+1} \oplus C_{2F}^{1,\ldots,F-1}$ is also $(F + 1, F)$-robust (by [LeBlanc et al. 2013, Theorem 5]).

By the same argument, we add $N - 3F$ vertices to $E_F \oplus C_{2F}^{1,\ldots,F-1}$ to get $G = E_{N-2F} \oplus C_{2F}^{1,\ldots,F-1}$, which is $(F + 1, F)$-robust.

Figure 3.5 demonstrates a graph, $G = E_6 \oplus C_6^{1,2}$, that is $(4,3)$-robust. In this graph, with any subsets, $S_1$ or $S_2$, if the nodes contain any nodes from $C_6^{1,2}$, then those nodes will be $r$-reachable, which makes the other nodes non-convergent. Next, we show how many non-convergent nodes there are in this construction.
Theorem 3.3. For given integers $F \geq 3$ and $N \geq 2F + 3$, there exists an $(F + 1, F)$-robust graph with $N$ nodes, of which $N - 2F$ are non-convergent under an $F$-total attack.

Proof: Consider $G = E_6 \oplus C_6^{1,2}$, which is $(F + 1, F)$-robust by Lemma 3.3. Let $V = \{v_1, \ldots, v_{F+2}\}$ be the set of nodes in $E_{N-2F}$, and $U = \{u_1, \ldots, u_{2F}\}$ be the set of nodes in $C_{2F}^{1,2\cdot\cdot\cdot,F-1}$. We will show that each $v_i \in V$ is a non-convergent node.

For this, first, we show that $G$ is not $(F+1, F+1)$-robust. Consider two nonempty disjoint subset of nodes in $G$. Let $S_1 = \{v_1\} \cup \{u_1, u_2, \ldots, u_F\}$, and $S_2$ be the set of remaining nodes, i.e., $S_2 = (V \cup U) \setminus S_1$. We now compute $X^{F+1}_{S_1}$ and $X^{F+1}_{S_2}$. Note that each $u_i \in S_1$ is adjacent to at least $2(F - 1) - (F - 1) = F - 1$ nodes in $U \setminus S_1$. Also, each $u_i \in S_1$ is adjacent to $(N - 2F) - 1 \geq F - 1$ nodes in $V \setminus S_1$. Thus, $u_i \in S_1$ is adjacent to at least $2(F - 1)$ nodes outside $S_1$. Since $F \geq 3$, we have $2(F - 1) \geq F + 1$, and $(S_1 \cap U) \subseteq X^{F+1}_{S_1}$. Moreover, $v_1 \in (S_1 \cap V)$ is adjacent to exactly $F$ nodes outside of $S_1$. Thus, $X^{F+1}_{S_1} = S_1 \cap U$, i.e., $|X^{F+1}_{S_1}| = F$. As for $S_2$, each $v_i \in (S_2 \cap V)$ is adjacent to only $F$ nodes outside $S_2$ (which are the nodes in $S_1 \cap U$). Further, each $u_j \in (S_2 \cap U)$ is adjacent to $2(F - 1)$ nodes in $U$, of which $F - 1$ nodes are in $S_2 \cap U$. Thus, each $u_j \in (S_2 \cap U)$ is adjacent to $F - 1$ nodes in $U \setminus S_2$. Also, each such $u_j$ is adjacent to one node in $V \setminus S_2$. Thus, each $u_j \in (S_2 \cap U)$ is adjacent to $(F - 1) + 1 = F$ nodes outside $S_2$, which means $X^{F+1}_{S_2} = \emptyset$. In other words, $|X^{F+1}_{S_1}| + |X^{F+1}_{S_2}| = F$, and $G$ is not $(F+1, F+1)$-robust.
Now, assign some real value $a \in \mathbb{R}$ to all nodes in $S_1$, and some value $b > a$ to nodes in $S_2$. Moreover, assume that nodes in $X^{F+1}_{S_1} = S_1 \cap U$ are malicious. Since $|S_1 \cap U| = F$, the number of malicious nodes is $F$. Note that all normal nodes in $S_1$ and $S_2$ have at most $F$ neighbors outside of their respective sets. Thus, following the W-MSR algorithm, each normal node in $S_1$ and $S_2$ removes $F$ values outside of its respective set, and hence never updates its value. In particular, $v_1 \in S_1$ does not converge to any normal node in $S_2 = (V \setminus \{v_1\}) \cup (U \setminus \{u_1, \ldots, u_F\})$. Now, by selecting $S_1 = \{v_1\} \cup \{u_{F+1}, \ldots, u_{2F}\}$ and $S_2 = (V \cup U) \setminus S_1$, we can ensure, by the same arguments as above, that there is an attack of $F$ nodes (i.e., $\{u_{F+1}, \ldots, u_{2F}\}$) preventing $v_1$ to converge to any of the (normal) nodes in $\{u_1, \ldots, u_F\}$. As a result, for each node $x \in (V \cup U) \setminus \{v_1\}$, there is an attack of $F$ nodes guaranteeing that $v_1$ and $x$ do not converge, implying that $v_1$ is a non-convergent node. Finally, noting the symmetry of nodes in $G$, we can replicate the same arguments as above to show that each $v_i \in V$ is non-convergent. Since $|V| = N - 2F$, we get the desired result.

This shows that the upper bound on the number of non-convergent nodes is $N - 2F$. Just like the previous two cases, as $N \to \infty$, then the local non-resilience approaches 1. As $F$ increases, then the number of non-convergent nodes decreases as well. When comparing this case to the $(F + 1, 1)$-robust case, the only thing that is different is the $s$ condition. However, we find that the upper bound on the non-convergent nodes is independent of $F$ in that case and in the $(F + 1, F)$-case it is dependent on $F$.

### 3.3 Illustrations and Simulations

Based on the previous examples, we can now state a sufficient condition for a node to be a non-convergent node. In Theorems 3.1, 3.2, and 3.3, the main idea to show that an $F$-total attack exists such that it prevents a normal node, $u$, from converging with another normal node, $v$, is as follows: First identify two disjoint subsets, $S_1$ and $S_2$, such that $u \in S_1$
and \( v \in S_2 \) or vice versa. Moreover, the two subsets do not satisfy any of the conditions as proposed in 2.5 such that an attack exists to prevent the two subsets from converging. Finally, we ensure that the neither \( u \) or \( v \) are \( F + 1 \)-reachable, such that those two nodes will not update their values and do need to be adversaries. Therefore, the \((r, s)\)-robustness conditions are not satisfied, there will exist less than \( F F + 1 \)-reachable nodes, or \( |X^{F+1}_{S_1}| + |X^{F+1}_{S_2}| \leq F \).

The nodes that are \( F + 1 \)-reachable can be set as adversaries and the two subsets will not converge. By leveraging this strategy, we can efficiently state a sufficient condition for a node to be a non-convergent node.

**Proposition 3.1.** A node \( u \in V \) in a graph \( G = (V, E) \) is non-convergent (under the \( F \)-total malicious attack) if for every \( v \in V \setminus \{u\} \), there exist a pair of non-empty disjoint subsets \( S_1, S_2 \subset V \) such that

1. \( |X^{F+1}_{S_1}| < |S_1| \), and \( |X^{F+1}_{S_2}| < |S_2| \), and \( |X^{F+1}_{S_1}| + |X^{F+1}_{S_2}| < F + 1 \), (i.e., \( S_1 \) and \( S_2 \) do not satisfy the \((F + 1, F + 1)\)-robustness criteria in Definition 2.5.)

2. \( u \) and \( v \) belong to distinct subsets, i.e., if \( u \in S_1 \), then \( v \in S_2 \) and vice versa.

3. Neither of \( u \) and \( v \) have \( F + 1 \) neighbors outside of their respective subsets.

We demonstrate this proposition through an example:

**Example:** Consider the graph in Figure 3.6 which is \((3, 3)\)-robust. Under the \( F \)-total malicious nodes model, where \( F = 3 \), nodes in \( \{v_2, v_3, v_6, v_7\} \) are non-convergent as they satisfy the conditions in Proposition 3.1. We explain the non-convergence of \( v_6 \). Consider a pair of subsets, \( S_1 = \{v_4, v_5, v_6\} \) and \( S_2 = \{v_1, v_2, v_3, v_7, v_8\} \) (as highlighted in Figure 3.6(a)). These subsets meet the first condition in Proposition 3.1. Notably, node \( v_5 \in S_1 \) is the only node with four \((F + 1 = 4)\) neighbors outside its subset \( S_1 \). Consequently, there exists an attack (involving \( v_5 \)) that prevents \( v_6 \) from converging to any of the nodes in \( S_2 \). For the non-convergence of \( v_6 \), we further need to show that there is also an attack that
prevents convergence of $v_6$ with nodes $v_4, v_5 \in S_1$. For this, consider subsets $S_1$ and $S_2$ in Figure 3.6(b), where $S_1 = \{v_1, v_6, v_7, v_8\}$ and $S_2 = \{v_2, v_3, v_4, v_5\}$. Note that $v_6$ is in a different subset than in $v_4$ and $v_5$, and none of these nodes have four neighbors outside their respective sets, thereby satisfying the conditions in the aforementioned proposition. As a result, we can guarantee that node $v_6$ does not converge to $v_4$ and $v_5$, thus confirming its non-convergence.

![Figure 3.6: G is (3,3)-robust and $v_6$ is non-convergent for $F = 3$.](image)

We now want to illustrate two main concepts about non-convergent nodes: 1) illustrate the notion of a non-convergent node and 2) demonstrate how the number of non-convergent nodes changes as we alter the graph’s robustness.

For an illustration of a non-convergent node, consider $G = (V, E)$ in Figure 3.7 which is (4,3)-robust (but not (4,4)-robust). Assuming $F = 3$ and $F$-total malicious attack, $G$ has four non-convergent nodes, $\{v_7, v_8, v_9, v_{10}\}$. For instance, considering $v_7$, we show that for every other $v_i \in V$, there is an attack consisting of $F = 3$ malicious nodes ensuring that $v_7$ and $v_i$ do not converge. In Figure 3.7(a), we design an attack involving $v_1, v_2$ and $v_3$. Their state trajectories are shown in red in Figure 3.7(c). The state of $v_7$ is in green, and the states of the remaining nodes are in blue. As a result of this attack, none of the nodes in $\{v_4, v_5, v_6, v_8, v_9, v_{10}\}$ and $v_7$ converge at the same state. Next, we need to show that there is an attack that can prevent $v_7$ from converging to any of the nodes in $\{v_1, v_2, v_3\}$. 

Figure 3.7(d) demonstrates such a situation. Hence, for every node pair \((v_7, v_i)\), we have an attack guaranteeing that \(v_i\) and \(v_7\) do not converge, establishing that \(v_7\) is a non-convergent node.

![Diagram of non-convergent nodes](image)

Figure 3.7: \(v_7\) (green) is a non-convergent node. For every node \(v_i \neq v_7\), there is an attack consisting of \(F = 3\) nodes (as in (c) and (d)) preventing \(v_7\) and \(v_i\) from converging to a common point.

Now we want to demonstrate how the number of non-convergent nodes changes as we alter the graph’s robustness. As per Theorems 3.1, 3.2, and 3.3, we found that the upper bound on the local non-resilience approaches 1. This means that almost all guarantees are lost when the graph is no longer \((F + 1, F + 1)\)-robust. However, what we now want to show that the number of non-convergent nodes does not only depend on the robustness of the graph, but also by the graph structure.
Figure 3.8 presents 3 sets of graphs, all of which are not (4, 4)-robust, with the assumption that $F = 3$. Consequentially, none of the graphs will be able to guarantee consensus under $F = 3$ total adversarial nodes. What we find is that every graph has a different amount of non-convergent nodes. In fact, even nodes with the same robustness have different amounts of non-convergent nodes.

For instance, Figure 3.8(a) shows three (3, 3)-robust graphs, each having a different number of non-convergent nodes (red) and hence, a varying level of non-resilience. Similarly, Figures 3.8(b) and 3.8(c) present examples of (4, 1)- and (4, 3)-robust graphs, respectively. Each of these graphs contains a distinct number of non-convergent nodes. This implies that just relying on the $(r, s)$-robustness metric is not enough to fully describe how a graph will behave under an $F$-total adversarial attack.

Figure 3.8: Non-convergent nodes (colored red) in (3, 3)-robust, (4, 1)-robust, and (4, 3)-robust graphs.
In addition to these specific examples, we generated fifty instances of random graphs with $N = 10$ and $14$ for three different levels of robustness: $(3,3)$-robust, $(4,1)$-robust, and $(4,3)$-robust. We calculated the expected number of non-convergent nodes for each level of robustness under the $F$-total malicious model with $F = 3$. The results are in Table 3.1.

Table 3.1: The number of non-convergent nodes in graphs with various robustness considering $F = 3$ malicious nodes.

<table>
<thead>
<tr>
<th>$N$</th>
<th># of non-convergent nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(3,3)-robust 6.5 (4,1)-robust 3.8 (4,3)-robust 0.1</td>
</tr>
<tr>
<td>14</td>
<td>9.5 6.3 1</td>
</tr>
</tbody>
</table>

In general, we find the parameter, $r$, takes precedence in determining the relative robustness of the graph, where larger values of $r$ result in larger relative resilience. Additionally, we see that larger values of $s$ will also result in a larger relative resilience for the graph. Graphs with generally high robustness generally have fewer number of non-convergent nodes. These graphs were tested with $N = 10$ and $N = 14$. When the number of nodes increases, we find that the percentage difference in the graphs is also different. As the general robustness increases, the percentage increase with higher nodes seems to be larger as well. This might demonstrate that even though the graph is quite resilient at low numbers of nodes, it can increases with larger number of nodes.

Figure 3.9(a) shows a $(2,2)$-robust graph consisting of $N = 12$ nodes. The $(2,2)$-robustness implies that under a single malicious node, the graph will be guaranteed to converge. However, as we increase the number of malicious nodes, or $F$, the number of non-convergent nodes will also increase, as Figure 3.9(b) illustrates. This small example demonstrates the increasing non-resilience as the number of adversaries increases in a graph.

---

1Here, the robustness of each graph is maximal. We use maximal to mean the highest level of robustness that the graph can achieve without moving to the next level of robustness. For example, a $(3,3)$-robust graph considered is not $(4,1)$-robust. Similarly, the $(4,1)$-robust graphs considered are maximally robust in that they are not $(4,2)$-robust.
This new notion of non-convergence allows us to now explore and quantify the behavior of graphs when the \((F+1, F+1)\)-conditions have not been met. Graphs with the same robustness can have different amount of local non-resilience, and therefore, just \((r, s)\)-robustness is not accurate enough to identify the resilience of the graph. However, although we have identified and demonstrated that graphs can have different amount of non-converging nodes depending on the edge set, the cause for the non-converging nodes opens the door for new research. By understanding the causes for non-convergent nodes and their behavior under certain attacks, we can better understand how to utilize the notion of non-convergent nodes to build better systems, as will be explored in the next chapter.
CHAPTER 4
DISCUSSION AND CONCLUSION

We explored the implications of non-ideal robustness conditions on resilient consensus. By quantifying the impact of sub-par network robustness in terms of non-resilience, as measured by non-convergent nodes, our results indicated that even when the conditions are not fully satisfied, it remains possible to guarantee the convergence of specific graph portions. Thus, relying solely on robustness conditions becomes inadequate in describing the behavior of resilient consensus.

Our investigation has laid the foundation for further exploring this problem, revealing new research opportunities. This section delves into applying the concept of non-convergence and its potential for deeper exploration. Section 3.1 explores additional uses for understanding non-convergence, which reveals what we cannot guarantee. Additionally, Section 4.2 illustrates how the notion of non-convergence can be leveraged to ensure that some subgraph(s) converge, even when the overall graph fails to meet robustness conditions.

4.1 Expanding on Non-Convergence

Non-convergence is a novel concept that assesses the extent to which adversaries can disrupt a graph at a local scale. Each graph structure exhibits a distinct count of non-convergent nodes. While graphs with higher robustness generally tend to have a lower number of non-convergent nodes, it is worth noting that even within graphs with comparable robustness levels, the count of non-convergent nodes can vary.

In exploring the notion of non-convergent nodes, we made the assumption that nodes $u$ and $v$ will not converge if both belong to subsets $S_1$ and $S_2$ (that are not $(r, s)$-reachable for appropriate $r$ and $s$), respectively, and there exists an attack that prevents the convergence of these subsets, while neither $u$ nor $v$ are adversaries. Such an attack can be referred to as a ‘blockage attack’, as formally defined below:
Definition 4.1. (Blockage Attack) A blockage attack between two normal nodes, \( u \) and \( v \), occurs when \( u \) belongs to a subset of nodes \( S_1 \), and \( v \) belongs to a subset of nodes \( S_2 \), where \( S_1 \cap S_2 = \emptyset \), satisfying the condition \( |X_{S_1}^{F+1}| + |X_{S_2}^{F+1}| \leq F \). Additionally, all nodes in \( S_1 \) must have values strictly larger than those in \( S_2 \). For such a blockage attack to be valid, it must hold that \( u \) and \( v \) are not \( F+1 \)-reachable. As a result of this blockage attack, nodes in subsets \( S_1 \) and \( S_2 \) will fail to converge with each other, leading to the non-convergence of \( u \) and \( v \).

This type of attack has been explored throughout this thesis. To illustrate the functionality of the attack, assume such subsets exist. Without the loss of generality, assume all the nodes in \( S_1 \) have a value of \( a \) and all of the nodes in \( S_2 \) have a value of \( b \), where \( a > b \). Additionally, assume that all of the \( F+1 \)-reachable nodes are adversaries. Because the number of \( F+1 \)-reachable nodes is at most \( F \), then all of those nodes can become adversaries. Therefore, none of the normal nodes will update their values, and since \( a \neq b \), then node \( u \) and \( v \) will not converge.

However, there are other types of attacks that can prevent two nodes from converging. One such attack can exist such that both nodes \( u \) and \( v \) do not belong in \( S_1 \) or \( S_2 \), or \( u, v \in V \setminus (S_1 \cup S_2) \). Such attack can be called a separation attack as defined below:

Definition 4.2. (Separation Attack) A separation attack between two normal nodes, \( u \) and \( v \), is an attack where a subset of nodes, \( S_1 \) and \( S_2 \), where \( S_1 \cap S_2 = \emptyset \) exist, such that \( |X_{S_1}^{F+1}| + |X_{S_2}^{F+1}| \leq F \). Additionally, all nodes in \( S_1 \) have values strictly larger than \( S_2 \). However, \( u \) and \( v \) exist such that they have more than \( F+1 \) neighbors in both \( S_1 \) and \( S_2 \), and the steady state values of the \( N_u \) and \( N_v \) are different. In this case, the average that \( u \) and \( v \) converge to is different. This can be achieved where \( |S_1 \cap N_u| \neq |S_1 \cap N_v| \) and \( |S_2 \cap N_u| \neq |S_2 \cap N_v| \). This can be extended further by analyzing steady state values of other nodes affected by the separation attack, and making sure the steady state values of the neighborhoods of each node are different.
In a separation attack, both nodes \( u \) and \( v \) are able to converge, but because their neighborhood might not converge to a common point, they will converge to the mean of their neighborhood, which may be different for both \( u \) and \( v \). This type of attack can be demonstrated in Figure 4.1a and 4.1b later in this section. In the Figure, we see a graph with one adversary, \( F = 1 \). Node 5 is shown to not converge with the remainder of the nodes because nodes 1-4 do not converge with nodes 6 and 7, and node 5 has enough edges to both subsets to utilize in its calculation. In this scenario, it can be shown how an attack can be imposed to separate a normal node from another normal node, even if one of the nodes does not belong in one of the subsets, \( S_1 \) or \( S_2 \).

The main difference between a blockage attack and a separation attack is that in a blockage attack, both nodes, \( u \) and \( v \), need to belong in \( S_1 \) and \( S_2 \) respectively. In a separation attack, neither node needs to be in \( S_1 \) or \( S_2 \), but can exist in undefined nodes. Although this is a useful notion, it relies on the understanding of what the steady state values of the neighbors are for each node. Because an attack exists that can disrupt \( S_1 \) and \( S_2 \), then the nodes in the middle, even if they all satisfy \( F + 1 \)-reachable conditions with other subsets, might not converge because the trimmed averages of their neighbors may be different. The notion of non-convergence can help understand where those values end up and which nodes can be most non-resilient.

This notion of different types of attacks can be expanded to get a more complete picture of non-convergence. By understanding these new types of attacks, it may be possible to discover new methods for preventing nodes from converging, which can change a graph’s non-resilience.

In terms of defining non-convergence, like the previous notion of robustness, it is a ‘binary’ notion, i.e., a node is either non-convergent or not. This does not take into account the convergence with other nodes. The notion of non-convergence can be refined even further. Some points in this direction include:
Figure 4.1: Graph, $G$, which is not $(2, 2)$-robust, with $F = 1$ adversaries, but subgraph $\{u_1, \cdots, u_4\}$ which is subgraph $(2, 2)$-robust with adversary at node 6. (a) depicts the graph and (b) plots the convergence in time.

1. Change the value of non-convergence on a scale from 0 to 1. This can provide valuable insights into the graph, as some nodes can be more non-resilient than others. Additionally, this can allow for deeper insight into how the graphical structure and parameters can affect the non-convergence of a node. Although this can be a useful parameter for analyzing graphs, the computational complexity will significantly increase.
2. Apply non-convergence to various attack types. Since the graph is no longer \((F+1, F+1)\)-robust, new types of attacks can prevent nodes from converging. We explored one type of attack, where node \(u\) and \(v\) belong to the non-converging subsets. Providing an understanding of non-convergence through different types of attacks will allow us to understand the most vulnerable parts of the system.

3. Exploring the number of simultaneous non-convergence. In the current state, when looking at non-convergence, we analyze the prevention of only a single node \(u\) from converging with another node in the graph. However, often, an adversary will try to prevent multiple nodes from converging at the same time. This poses a new question: \textit{How many nodes can be non-convergent simultaneously?}. This can show the relationship between the resilience of nodes and how much can be lost from a global perspective.

4. Understanding relation of structure with non-convergence. Non-convergent nodes depend on the graphical structure. By understanding what structures make a node less resilient, we can develop methods for creating more resilient graphs.

Additionally, we studied the non-convergence primarily in the context of an \(F\)-total adversarial model, where each node implements the W-MSR algorithm. This process can now be applied to different types of adversarial models and different algorithms to update their parameters. This can also be applied to other resilient distributed problems other than consensus. By exploring this notion of non-convergent nodes, we can better understand our resilient algorithms.

\subsection*{4.2 Subgraph Convergence}

Previously, we focused on the negative result of non-convergence, or \textit{what is lost when resilience conditions are not met?}. Another direction that remains to be explored is \textit{what can still be preserved when resilience conditions are not met?}
Instead of focusing on normal nodes that cannot guarantee convergence with any other
normal node in the graph, we can now focus on nodes that are guaranteed to converge with
other nodes in a graph. If two nodes are guaranteed to converge, they can belong in what's
called a converging subgraph.

When the graph, \( G \), is \((F + 1, F + 1)\)-robust, then we know that every normal node in
\( G \) will be guaranteed to converge when implementing the W-MSR algorithm. However, if
\( G \) is not \((F + 1, F + 1)\)-robust, but an induced subgraph, \( H \), meets a certain robustness
parameter, then we could say that the subgraph will converge. This is important as it can
be used to analyze what can be preserved under an \( F \)-total attack model.

**Definition 4.3.** A converging subgraph, \( H \subseteq G \), is a converging subgraph if the nodes
converge under resilient distributed consensus, as in Definition 2.2.

To analyze a converging subgraph, we need to be able to prevent attacks on the subgraph.
The two types of attacks to look at include the blockage attack (as in Definition 4.1) and
the separation attack (as in Definition 4.2). To prevent a blockage attack, we need to ensure
that all of the disjoint subsets \( S_1 \) and \( S_2 \) within the subgraph are \((F + 1, F + 1)\)-robust. To
prevent separation attacks, we need to ensure we do not have as much resilience with the
nodes outside of the converging subset, as their dynamics are still unknown. This creates an
interesting issue—we need to maximize the resilience within the subgraph and minimize the
resilience with nodes outside of the subgraph. In order to do so, new definitions of robustness
involving other subsets are needed.

**Definition 4.4. (Subset r-Reachable Node)** Given a graph, \( G = (V, E) \), two disjoint
subsets of nodes, \( S_1, S_2 \subseteq V \), and a positive integer \( r \), a node, \( u \in S_1 \), is subset r-reachable
if the number of neighbors \( u \) has inside of \( S_2 \) is at least \( r \), or \( |N_u \cap S_2| \geq r \).

**Definition 4.5. (r-Reachable Set)** Given a graph, \( G = (V, E) \), and two disjoint subsets
of nodes, \( S_1, S_2 \subseteq V \), and a positive integer \( r \), a set of nodes of nodes are subset r-reachable,
\(X_{S_1,S_2}^r\), if at least one node is subset \(r\)-reachable in \(S_1\) to \(S_2\). In other words:

\[
X_{S_1,S_2}^r = u \in S_1 : |\mathcal{N}_u \cap S_2| \geq r
\]  

(4.1)

The next thing that needs to be addressed is the dynamics of the nodes outside of the subgraph. The most important nodes are the ones that are adjacent to the nodes within the subgraph, which we call \textit{boundary nodes}. Assuming that a node within the converging subgraph has \(b\) boundary nodes, then it requires \(F + 1 - b\) adversaries to make the node want to converge to outside of the subgraph. Now because \(b\) can be greater than 1, that means that \(F + 1 - b \leq F + 1\). Therefore, there can exist enough malicious nodes to want to converge to the boundary nodes. In order to analyze further, boundary nodes, sets, and degree are defined below.

**Definition 4.6. (Boundary Node)** A node, \(u\), is a boundary node of a subset \(S \cap H\) if it has a neighbor with a node in \(S \cap H\).

**Definition 4.7. (Boundary Set)** A boundary set, \(B\), of a subset, \(S\), and subgraph \(H\), is a set of nodes that exist in a converging subset, where one of the nodes is a boundary node of \(S \cap H\). The set of boundary sets, \(\mathcal{B}\), for a subset, \(S \cap H\), is the set of unique boundary sets of \(S \cap H\), or \(\mathcal{B} = \{B_1, B_2, \cdots, B_3\}\).

**Definition 4.8. (Boundary Degree)** The boundary degree, \(b\), of a subset, \(S\), is the maximum reachability of all nodes in \(S \cap H\), or \(b = \max_u |\mathcal{N}_u \setminus (S \cap H)|\)

It is possible that nodes outside of the converging subgraph do not converge, and if two nodes have boundary nodes to other nodes that do not converge, then those nodes will not converge as well. To illustrate this, suppose \(H\) is a converging subgraph, with nodes \(u\) and \(v\), such that \(u, v \in V_H\). Additionally, assume that \(u\) has \(b_u\) boundary nodes and \(v\) has \(b_v\) boundary nodes. Suppose the boundary nodes \(\mathcal{N}_u \cap (G \setminus H)\) and \(\mathcal{N}_v \cap (G \setminus H)\) are non-convergent, such that an attack exists to prevent them from converging. To implement such
attack, assume that $F - f$ nodes are required, therefore only $f$ adversarial nodes remain. If $b_u + b_v + f \leq 2(F + 1)$, then there can exist a separation attack on the nodes $u$ and $v$.

One way to potentially guarantee the convergence of the subgraph, $H$, is to analyze the robustness of the subgraph. In order for $H$ to converge, we must prevent blockage attacks and separation attacks. As stated before, to prevent blockage attacks, we can approach this by making sure that $H$ is $(F + 1, F + 1)$-robust. To prevent separation attacks, we need to analyze the graph in entirety. By utilizing the $(F + 1, s_0)$-robustness of $G$, we can see that some attack can exist such that it prevents subsets $S_1$ and $S_2$ from converging since it provides the minimum number of adversaries required to prevent two disjoint subsets from having $F + 1$-reachable normal nodes. The amount of adversaries required to implement such an attack is $s_0$. This leaves a remainder of $F - s_0$ to be able to disrupt the $H$ in the worst case scenario. To be able to prevent an attack from disrupting the convergence of $H$, we can use these ideas to formulate a definition for the convergence of a subgraph:

**Definition 4.9. (Subgraph $(r,s)$-Robust)** Given a graph, $G = (V, E)$, of $(r_0, s_0)$-robustness, a subgraph $H = (V_H, E_H)$, where $V_H \subset V$ and $E_H \subset E$, positive integers $r$ and $s$, and $f = \max(0, s - s_0 - 1)$, $H$ is considered to be subgraph $(r,s)$-robust if for every pair of disjoint $S_1, S_2 \subset V_H$ and their respective boundary sets, $B_1$ and $B_2$, and respective boundary degrees, $b_1$ and $b_2$ one of the following holds true:

(i) $|X_{S_1 \cap H \setminus S_1}^r| = |S_1 \cap H|$ and $b_1 \leq f + 1$ (i.e., all nodes in $S_1 \cap H$ have at least $r$ neighbors in $H \setminus S_1$ and none have more than $f + 1$ edges outside of $H$).

(ii) $|X_{S_2 \cap H \setminus S_2}^r| = |S_2 \cap H|$ and $b_2 \leq f + 1$ (i.e., all nodes in $S_2 \cap H$ have at least $r$ neighbors in $H \setminus S_1$ and none have more than $f + 1$ edges outside of $H$).

(iii) $|X_{S_1 \cap H \setminus S_1}^r| + |X_{S_2 \cap H \setminus S_2}^r| \geq s$, $|X_{S_1 \cap H \setminus (H \setminus S_1) \cap B_2}^r| \geq f + 1 - b_2$, $|X_{S_2 \cap H \setminus (H \setminus S_2) \cap B_1}^r| \geq f + 1 - b_1$, and $b_1 + b_2 + f \leq 2r$ (i.e., the number of nodes between $S_1 \cap H$ and $S_2 \cap H$...
that have r-neighbors outside of their respective subset in \( H \) is at least \( s \) and outside of respective subset in \( H \cap B_n \) is \( f + 1 - b_n \).

This definition of subgraph robustness not only creates a way for us to analyze the robustness within the subgraph, but it also allows us to analyze the relationship with the other nodes outside of the subgraph. These conditions are still pretty restrictive, but by understanding the dynamics of boundary nodes, they can be reduced significantly. Although we have not proven that the subgraph will be guaranteed to converge under these conditions, we can state the following: Given a graph, \( G = (V, E) \), with \((F + 1, s_0)\) robustness and a subgraph, \( H = (V_H, E_H) \), where \( V_H \subset V \) and \( E_H \subset E \), an attack can exist to prevent \( H \) from converging if \( H \) is not subgraph \((F + 1, F + 1)\)-robust.

One of the major insights this construction gives is that even when the induced subgraph is \((F + 1, F + 1)\)-robust, it still does not guarantee that the graph will converge. This can be demonstrated by the following example:

Example: This example demonstrates how the induced subgraph can be \((F + 1, F + 1)\)-robust, but not subgraph \((F + 1, F + 1)\)-robust. In Figure 4.1a previously shown, if we take the graph induced by nodes 1-6, that induced subgraph is \((2, 2)\)-robust. This means that it can handle one adversary and still be guaranteed to converge. Now, we add the addition of node 7 to the graph, which has a single edge with node 5. In this case, because every node is updating their values by removing one largest node and one smallest node, node 7 will not update its value, and the graph is no longer \((2, 2)\)-robust. Now, to demonstrate how the subgraph is no longer \((2, 2)\)-robust, assume node 6 is our adversary. Give the nodes 1-5 a value of \( a \) and nodes 6 and 7 a value of \( b \), where \( a > b \). Node 6 and 7 will not update their values, however, node 5 will begin to decrease its value because it has more than one extreme neighbor. As it decreases its value, nodes 1-4 will not update their value as they each only have one neighbor with an extreme value. Therefore, node 5 will no longer be converged with nodes 1-4. Even though the subgraph, with nodes 1-6 is not subgraph \((2, 2)\)-robust,
the subgraph with nodes 1-4 is subgraph (2, 2)-robust, and will always converge under one adversary. If the adversary is in any other location, the nodes will be guaranteed to converge, regardless of the convergence of the remainder of the nodes. Figure 4.1b shows how when the malicious node is present, node 5 does not converge with nodes 1-4.

By understanding the dynamics of non-convergent nodes outside of the converging subgraphs, we can design distributed consensus algorithms with improved resilience. One promising approach involves adopting a heterogeneous strategy, wherein nodes implement different algorithms for updating their states based on the specific structures they are part of. For example, if a set of nodes belongs to a highly resilient converging subgraph (with \((r, s)\)-robustness such that \(r, s > F + 1\)), we can optimize their update step in the W-MSR algorithm 2.2 by increasing the number of values they retain from their neighborhoods. This ensures node convergence while mitigating vulnerability to separation attacks. The heterogeneous approach’s adaptability and robustness make it well-suited for various distributed optimization setups, extending its benefits beyond the consensus problem.

4.3 Conclusion

The findings of this research contribute to our understanding of the effects of network structures with sub-par robustness on the performance of resilient distributed algorithms, particularly the resilient distributed consensus. Our results demonstrate a crucial insight that graphs with identical robustness can exhibit varying levels of non-resilience, as measured by the number of non-convergent nodes. Hence, relying solely on network robustness to quantify the performance of resilient algorithms in the face of adversarial and misbehaving agents is inadequate.

Some of the proposed framework’s limitations include the computation of non-convergent nodes that demands further investigation and development. Overcoming this limitation presents an opportunity to enhance the efficacy and efficiency of resilient algorithms, leading
to more robust and adaptable systems that can thrive even in adverse conditions. Furthermore, understanding the dynamics of non-convergent nodes at a system level can provide invaluable insights into the behavior of resilient algorithms when they encounter non-ideal conditions. This knowledge can be instrumental in predicting the performance of algorithms and systems in real-world scenarios where resilience may be compromised due to various factors. By gaining this understanding, we can make informed decisions to improve the performance of distributed systems even in challenging environments.

Addressing the identified limitations and further exploring the dynamics of non-convergent nodes becomes a promising avenue for future research. By tackling these challenges, we can refine and advance the state-of-the-art in resilient algorithms, leading to more adaptable and reliable systems that can better withstand the complexities of distributed environments. It is worth emphasizing that the methods proposed in this study are primarily tailored to the W-MSR algorithm. However, the implications of this research extend far beyond the confines of a single algorithm and consensus problem. The conceptual framework established here has the potential to be adapted and applied to a broader set of algorithms and distributed systems, making it a valuable resource for researchers and practitioners in the field.

The practical applications of this work are far-reaching, particularly concerning engineering constraints in network systems. Engineers can make informed decisions and design more resilient and dependable systems by analyzing network performance under sub-optimal conditions. This can positively impact various industries, including telecommunications, transportation systems, and smart grids. Moreover, thoroughly evaluating distributed structures and algorithms this research facilitates can significantly contribute to advancing distributed system design. By understanding the intricacies of algorithmic behavior, designers can tailor systems to suit specific use cases better, optimizing efficiency and reliability. This research deepens our understanding of non-convergent nodes and resilient algorithms and sets the stage for future investigations that will push the boundaries of this field. By addressing the
identified challenges and expanding the scope of application, we can unlock the full potential of resilient algorithms, empowering our networks and systems to operate with improved efficiency and adaptability in the face of adversity.
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